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I T is often said that expectations of future 
prices may a&c3 current prices or that infla- 

tionary expectations may get “built into the sys- 
tem” and make inflation difhcuit to stop quickly. 
An important empirical question in macroeco- 
nomics is whether there is anything to this story. 
Do prior expectations matter, and if so, how? 
This paper tries to answer this question. A simple 
theoretical model of price setting behavior, bor- 
rowed from the industrial organization literature, 
is used as a starting point. In tbii model a firm’s 

price setting behavior is affected by its e+cta- 
tions of other firm.9 prices. If a firm expects that 
its competitors are going to raise their prices, the 
iirm will raise its own price. The empirical work 
consists of testing for this effect in very disaggre- 
gate price equations. Monthly price data for 40 
products have been collected, and price equa- 
tions are estimated for each of these products. 
Ezpectational effects are examined by adding a 
price expectations variable to the equations and 
seeing if it is statistically significant. The results 
strongly support the hypothesis that aggregate 
price expectations affect individual pricing deci- 
sions and thus provide micro evidence for the 
common finding of price inertia in the estimation 
of aggregate price equations. 
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IL A Theuretical Model 

A simple duopoly game with asymmetric infor- 
mation can be used to illustrate the way especta- 
tions may affect price setting behavior. Tirole 
(1988, section 9.1.11, for example, diicusses the 
case where the duopolists sell differentiated 
products and firm 2 has incomplete infotmation 
about firm l’s cost. The demand curves are as- 
sumed to be symmetric and linear: 

Both firms have constant marginal costs: c, and 
cr. respectively. cs is common knowledge, but 
only firm 1 knows e,. Tirole shows that firm Z’S 
profit maximizing price is 

PZ - (a + dp; + b4/2b, (2) 
where pf is thm 2’s expectation of firm l’s price. 
p; depends among other things on tirm 2’s expec- 
tation of tlrm l’s marginal cost. 

Equation (2) says that firm 2’s price is a func- 
tion of the demand parameter e, tirm 2’s marginal 
cost c,,. and 6rm 2’s expectation of tirm l’s price 
p;. Since d is positive, tirm 2’s price is a positive 
function of its expectation of firm l’s price. The 
main purpose of this paper is to test for the 
significance of a price expectations variable in an 
empirical version of equation (2). 

JIL TIreTests 

A standard price equation in macroeconomics 
contains cost variables and demand variables. The 
cost variables are represented by cr in equation 
(2), and the demand variables are represented by 
(1. For the empirical work in this paper a number 
of variables’have been used for the cost variables 
and the demand variables, and the equation is 
taken to be in log form. Also, p; in equation (2) 
is assumed to be an aggregate price expectations 
variable, denoted PA’. There are two ways to 
justify this latter assumption in light of the above 
model. First, firm 2 may expect that firm l’s costs 
are affected by the aggregate price level, in which 
case pf and firm 2’s expectation of the aggregate 
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INFLMTGNARY EXPECTATIONS AND PRICE SRTTlNG 9 

price level will be correlated. PA’ can then be 
used as a proxy for the unobserved p;. Second, if 
there are more than two firms in the industry, p; 
can be thought of as representing fitm 2’s expec- 
tation of the average price level of many firms, 
which can then be proxied by PA’. 

Let P, denote the log of the price of a firm’s 
good in period r, and let X, denote a vector of 
cost and demand variables that may affect P,.’ 
Write the price equation as 

P,‘x:fl+u,, f = l,...,T, (3) 

where @ is a vector of parameters to be estimated 
and u, is an error term. The vector X, is meant 
to capture the effects of D and c2 in equation (2). 
Regarding expectations, let PA:+j be the finds 
expectation of the log of the aggregate price level 
in period t + j (j r O), the expectation being 
made at the begbming of period t (before infor- 
mation for period t is available). Adding PA:, 
PA:,,, etc. to equation (3) provides a test of 
whether expectations matter. If X, adequately 
captures all the non-expectational variables that 
affect P, and if expectations don’t matter, then 
PA:. PA:,,, etc. do not belong in the equation 
and should not be statistically significant. If they 
are significant, tbis is evidence in favor of the 
existence of expectational effects. 

The danger with this approach is that one may 
have left out important explanatory variables from 
X, that are correlated with the PA;+j variables. 
Too much will then be attributed to the expecta- 
tions variables. To guard against this, many vari- 
ables have been included in X,. The aim has 
been to err on the side of too many variables 
rather than too few. As discussed in the next 
section, more than one demand variable has been 
included in each equation and a number of cost 
variables have been included. In addition, a Iin- 
ear time trend and seasonal dummy variables 
have been included.* Finally, a fairly rich dy- 
namic specification has been used for some of the 

’ Even though most of the variabks in the estimated cqua- 
tions arc seasonally adjusted, the seasonal dummies were 
included 10 pick up fmssihle seasonal effects not captured in 
the data. This procedure is consistent with the theme of 
erring on the side of too rmmy rather than too few variables 
in X,. 

equations. Eteeauae of tbe large number of vari- 
ables included in X,, some highly correlated with 
others, many of the individual parameters are not 
estimated precisely. This is not, however, of di- 
rect concern here. The concern here is simply 
whether the PA:, variables have independent 
explanatory power in the equations once all the 
other variables have been included in X,. 

Another way of looking at this procedure is 
that an attempt has been made to spe&y a very 
general price equation that encompasses many of, 
the specifications found in the literature. The 
existence of expectational effects is then tested 
usbtg this equation; and so tbe results should be 
robust across many individual spcciticatiotts. 

Two expectational hypotheses have been used 
regarding expectations of PA. The first, which is 
consistent with the adaptive expectations hypoth- 
esis, is that the expected future values of PA are 
a function of its past values (beginning with pe- 
riod t - 1 for decisions made in period t). In this 
case the coefficients are assumed to lie on a 
linear polynomial with an end point constraint of 
zero at lag length q. q is estimated along with the 
other parameters, and the standard error of the 
estimate of q is computed along with the stan- 
dard errors of the other estimated parameters. 
The method for estimating p and its standard 
error is discuss& in Andrews and Fair (1992). 
Estimating the lag length avoids misspedfication 
from picking an incorrect lag length and allows 
the data to indicate how far back agents look in 
forming their expectations (under the assumption 
that the first expectational hypothesis is valid). 
Estimating the standard error of the lag-length 
estimates allows one to see bow much confidence 
to place on the particular estimated lengths. 

When a linear polynomial is used with an end 
point constraint imposed, there is one coefficient 
to estimate for the polynomial (in addition to the 
lag length q). The variable that mrresponds to 
thii coefficient will be denoted Q,. Q, is a func- 
tion of the past values of PA and of q. Given the 
estimate of the coefficient of 0, and given the 
estimate of q, the sum of the lag coefficients can 
be computed. Thii sum will be denoted A. Again, 
see Andrews and Fair (1992) foi more details. 
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The second expectational hypothesis is that 
expectations are rational. In this case the coeffi- 
cients of the expected future vahres that enter the 
equation are assumed to lie on a linear polyno- 
mial with a constraint of zero at lead Iength T. r 
is estimated along with the other parameters, and 
the standard error of the estimate of I is com- 
puted along with the other standard errors. The 
method for estimating I and its standard error is 
alsod rscussed in Andrews and Fair (1992). The 
method is a combination of Hansen’s (1982) 
method of moments, Abnon’s (1965) polynomial 
distrfgnned lag (PDL) te-chnique, and the adjust- 
ments that are needed to allow r to be estimated. 
In Uds case polynomial distributed leads rather 
than lags are estimated. An estimate of r is an 
estimate of the length ahead that expectations 
matter for current decisions. The analogous vari- 
able to Q, for the rational expectations hypothe- 
sis will be denoted R,. R, is a function of the 
future vahms of PA and of r. 

Dyhamic &Kc$catic¶s 

It is of interest to see if the disaggregate data 
used in this study can discriminate among various 
dynamic specifications of the price equation. A 
key issue is whether the price equation should be 
spechied in level form or in change form. Theo- 
ries differ on which speei&xtion is likely to be 
better. In the Phillips cume literature, the choice 
variable is the change in price, whereas in indus- 
trial organization models like the one in section 
II, the choice variable is the price level. Fortu- 
nately, it is posstble to test empirically which 
speci6cation is better, which is done hem. 

Assume for now that equation (3) is to be 
estimated and that in X, there is only one cost 
(input price) variable, I,_,, one demand variable, 
D,_,, and no seasonal d-y variables.) In level 
form the price equation is 

+ M,-, - YIP, + u,, (4) 

and in change form the equation is 

P, -P,_, = 70 + v1t + vzD,-, 
+ %(I,-, - 44) 
+ %(P,-1 -PA 
- n(Q, - Qt.-d + u,. (5) 

The key difference between equations (4) and (5) 
is that D,_, and not D,_i - D,_, is included in 
(5). Equation (5) is not the first difference of (4). 
If ps is less than one in (41, a permanent change 
in D results in a permanent change in the level 
of P but not in the change in P. In (5) a perma- 
nent change in D results in a permanent change 
in the change in P. The time trend t is included 
in (4) to pick up any trend in the price level not 
captured by the other variables. It is included in 
(5) to pick up any trend in the price change not 
captured by the other variables. The constant 
term no in (5) picks up any trend in the price 
level not captured by the other variables. The 
lagged change in price is added to (5) to allow a 
more complicated dynamic specification. The sta- 
tistical tests below are based on the assumption 
that all the variables are trend stationary. 

It is not possible to nest (4) within (5) or vice 
versa, but they can each be nested in a more 
general model. This model is 

P, -6, + 6,t + S2D, + S,I,_, + 6,1,_2 
+ bP,-, + &P,-, + bQr 

+ %Q,-, + w,. (6) 

The restrictions in (6) implied by the level speci- 
fication in (4) are S, = 6, = S, = 0. The restric- 
tions in (6) implied by the change specification in 
(55) are S, = -a,, S, = -S,, and 6, = -8,. 
These restrictions can be tested. If both sets of 
restrictions are accepted,’ then the test has not 
diiated between the two specifications. If 
neither set is accepted, then neither specification 
is supported by the data. Otherwise, one speciti- 
cation will be selected over the other. In what 
follows equation (6) will be called the unrestricted 
form of the price equation. 

Equations (4) and (5) are also tested against a 
more general dynamic specification than that in 
(6). The more general spechication considered 
here is equation (6) with P,_3, P,_+ and P,_s 
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added: 
P, - S, + 6,r + 6,D,_, + &I,_, + S,I,_, 

+ &P,-, + W,-, + &Q, 
+ i&Q,-, + W’,-, + h,P,-, 
+ S,,P,_, + w,. (7) 

‘Ibe three further restrictions implied by equa- 
tions (4) and (5) are then 6, - S,, = 6,, = 0. In 
other words, testing (4) and (5) against (71 is 
testing the implicit assumption in 0 and (51 that 
the further lagged values of the price do not 
belong in the equation. Bquation (7) will be called 
the guvml form of the price equation. Bquation 
(7) is general enough to encompass the dynamic 
specifications of many of the price equations 
found in the literature. 

The exact equations that were estimated for 
each product are presented in the next section 
after the data have been discussed. 

IV. TheBata 

MonthIy price data for 40 products were col- 
lected from the data on the producer price in- 
dexes compiled by the Bureau of Labor Statistics. 
The products are lied in table 1. They range 
from chewing gum to rubber hoses. Products were 
chosen that seemed likely to be fairly homoge- 
neous across time and for which monthly data for 
a fairly long period of time were available. These 
data are the data for P,. Although ideally one 
would like price data at the individual firm level, 

TABLE l.-THE FORN I’RODWXS *ND TWXR INR~ 

&de 
Number 

1. chcwingSu”l 
1) Rmv FBDC sugar 
2) Fkwrin~ syntp (fcuntain) 
3) Ccr. shp. amt. fox food & bevemscs 
4) Foil. plain (under XC6 inches) 

2. Bottled beer 
1) Malt and malt byproducts 
2) Car. shp. oont. for food &beverages 
3) Glass containers 

3. Cola, bottled, ercfuding diet mk 
4. Ginger ale 
5. Uub soda 

1) Raw cane sugar 
2) Pkvoring synrp (fountain) 
3) Gkss mntainers 
4) car. shp. cont. far f”“d &beverages 
5) Kols symp, for use by bottlers (3 onlyf 

02550251 
02520101 
02640103 
09150323 
10250111 
u2610101 
a264O101 
09150323 

138 
02620106 

EE 
02520101 
0264olm 

0915oE 
02640105 

6. Sole kathcr 
7. Upper leather, including patent 

1) CDttk hiicr 
8. Ikscball SkWC 

1) Finished cattlehide and k&side kather 
9. Howel~M detergents 

1) Fsts and oils, inedible 
2) Pnperbwd 

10. Shaving map and cream 
11. cdqyw pod toilet water 
12. aes”si”g cremns 

1) Esatkl oils (10 and 11 wly) 
2) Metal cans and ca” wmpciwntr (10 o”M 
3) Gks containers (11 md 12 only) 
4) Fats and oils &diik (12 only) 

13. Ptwsngcr mr/nwtarqclc inacr tubes 
1) Nahtml ntbbu 
2) Synthetic rubber 

14.OiTset uncoated book paper 
IS. IJ”watcr”wkcd bond. no. 4 ltna 
16. Cotto” tiher witing paper 
17. Newsprint 

1) Woodpub 
2) Softwod sulfate, bleached and 

rsmibkttched 
18. Paperboard 

If woodpulp 
19. Ice cr- carto” 
20. Milk carton, l/2 galbn 
21. Paper cups, hot 
22. FiIe f”Idcrs 
23. Index cards 

1) WwdPlp 
24. bsect wire ScreAng 
25. brbed lad twisted steel wire 
26. Gahnnizd nails 

1) Pki” wile, ulbon steel 
27. wrench, 0pe”C”d 
28. wre”ch,box 
g9: Adjust+ wench, including pipe 

!+%wdmers 
31. PIkrs 
32. Hamwn, tiiht forged 

1) Bars, cf., alloy 
33. capscmw 

1) Ban, Cf., alloy 
34. Ball and rdkr bearings 

1) Bars, Cf., aSoY 
2) Cbsed die forgi”g, carbm~ steel 

35. Dty &I sia d flashlight ba”erks 
1) C&o” and graphite products 
2) Lead, pig, m”lmo” 

36. Cutlery, razors and razor blades 
1) strip, C.“., stainlcan 

37. Portland cemc”t 
1) Snnd, mnstructkm 
2) Gravel, for concrete 

38. ItJack kad pencil 
1) Carbon and graphite products 
2) Other wood ~mducts 

39. Toothbrush 
1) PIrutk resins and materiala 

40. Rubber hose 
1) NnturaI ~bbcr 
2) Synthetic rubber 

042101 
0421M 

0411 
15120141 

0421 
06710402 

064 
091503 

06750201 
0675m55 
067zQ601 

L-Cl901 
lml 

iit 
0712u221 

UlllOl 
071102 

091Ml22 
091M131 
09130141 
09130291 

0911 
09110211 

0914 
0911 

091M327 
09150329 
09150333 
09130645 
09130647 

0911 
108w21 
10880951 
10880213 
10170511 
10120131 
1042U132 
1wm133 
10420141 
10420151 
10420161 
017wl 

law231 
OlM831 

114905 
017Q831 

10151351 
1179fJ211 

117903 
10220127 

1267 
10170755 
13220131 
13210101 
13210111 
15950125 

117903 
c&t 

15970245 
066 

0713cM 
071101 
071102 



THE REVIFW OF ECONOMICS AND STATISTICS 

the data mllected here are probably as close as 
one can come to this ideal using government 
data. In future work it would be interesting to see 
whether enough data at the individual tlrm level 
could be collected to perform the kinds of tests 
reported in this paper. 

The aggregate price. variable, PA,, was taken to 
be the producer price index for all mnnnodities. 

Table 1 also lists sorne of the main inputs for 
each product. Monthly price data on these inputs 
were also collected. The hmuts for each oroduct 
were chosen thmugh examLations of input-out- 
put tables and from talking with various people in 
the government who are involved in the mlleci 
tion of the data and who are knowledgeable 
about specific industries. Some of the inputs in 
table 1 pertain to more than one product. 

The price data in table 1 are dassificd by 
product rather than by industry. The other data 
that were mllected are class&xi by industry. 
Pii. monthly seamnally adjusted data on indus- 
trial production for each of the relevant indus- 
tries were ml&ted from the Federal Reserve. 
Let q denote the production index for a given 
htdushy. The data on Y, were used to create a 
capacity utillaation variable, CU,. Peak-to-peak 
interpoiatlons of Y, were made, and capacity, C,, 
was assumed to lie on the interpolation lies. 
Gin C,, CV, is equal to Y/C,. If capacity 
utilization is large (close to one), this may indi- 
cate that the demand curve facing the Iirm has 
shifted out, which may lead the f&m to raise its 
price. The one-month lagged value of CU,, CU,_ I, 
was taken to be one of the demand-variables to 
be included in X,. 

Second, monthly seasonally adjusted data on 
inventories and shipments were mllected from 
the Bureau of the Census for each of the relevant 
industries. Let V, denote the stock of inventories 
at the end of month I, and let 5, denote the level 
of shipments in month t. If the ratio of invent+ 
ties to shipments, K/S,, is low, this may also 
indicate that the demand curve facing the firm 
has shied out, which may lead the tirm to raise 
its prim V,_,/S,_, was also taken to be one of 
the demand variables to be included in X,. 

Third, monthly seasonally adjusted data on 
wage rates, hours, and overtime hours were ml- 
lected from the Bureau of Labor Statistics for 
each of the relevant industries. Let WT, denote 
the average hourly wage, H, the number of hours 

worked per week, and HO, the number of over- 
time hours worked per week. WT, is not adjusted 
for overtime hours, and so a new wage variable, 
IV,, was mnstructed, where W, = (wT,H,)/(H, + 
.5HO,). W, is adjusted for overtime hours under 
the assumption that overtime hours are paid thne 
and a half. For some industries not enough data 
on H, and HO, were available to construct W,, 
and in these cases IV, was used in place of W,. 

W,_, for IV&_,) was included in X, as one of 
the cost variables. In addition, the one-month 
lagged ratio of overtime hours to total hours, 
HO,_,/H,_,, was included in X, (data permit- 
ting) as another demand variable. If overtime 
hours are high, this may indicate that the demand 
mrve facing the tlrm has shifted out, which may 
lead the f&m to raise its price. 

The industry matching to the 40 products is 
presented in an appendix available from the au- 
thor. 

Table 2 presents the equations that were esti- 
mated for each product and the sample periods 
that were used. The table is self-explanatory, and 
it will be disamed only briefly here. The change 
form is equation (4); the level fonn is equation 
(5); the unrestricted form is equation (6); and the 
general form is equation (71. All the sample peri- 
ods cover the turbulent period of the 1970s. Some 
are shorter than others because of ~data limita- 
tions. The number of observations ranges from 
162 to 359. More than half of the sample periods 
have over 300 observations. The nwnber of ex- 
planatory variables in the level and change forms 
varies from 18 to 23, munting the aggregate price 
expectations variable as 0ne.s The number of 
explanatory variables in the unrestricted form 
varies from 21 to 31. The general fortn includes 
three more variables, namely, the three lagged 
values of the price. 

When the unrestricted and general forms were 
estimated, the same value of q was assumed for 
both Q, and Q,_l and the same value of r was 
assumed for both R, and R,_,. Thii treatment is 
consistent with the fact that Q,_, is simply Q, 
lagged one month and that R,_, is simply R, 
lagged one month. 

‘The number of pammctcn estimated is one greater than 
the number of explanatmy variables liited because the Ias 
length q or the lead length r is estimated along with the other 
paTZZlEtWS. 
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Llisvarkbk P, 
RHSvariabks A,, B,_,, W,_, 01 WL,, CV,_,. v,_,/S,_,. HO,_,/H,_,, P,_,, and Q, or R,. 

cbl4sFnm: 
LH8varkMc: 
IUfSw*bks: 2,,-D:;_t,,W,_,- W,_,or~,_,-~,-,,CU,_,,Y,_,/S,_,,HO,_,/H,_,,P,_,-P,_,.mdQ,-Q,_, 

or R, - R,_,. 

UOICU&Cdpam: 

ui8varkbkz 
RfiSvariabls 2,, it,_,, B,_,. W,_, or Wr,_,. w,_, or WL,. CV,_,. y,_,/S,_,. IiO,_,/H,_,, Pm,. p,_,, Q, 01 R,. 

auf 0,-r 014-t. 

Roducl 
tide 

T h *, Roducl Period T 4 4 

1 
2 
3 
4 

z. 

: 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

1%1.07-l(185.12 
1%7.07-1987.12 
1%9.07-1985.12 
l%l.a7-1985.07 
1%1.07-1985.12 
1%8.07-1983.as 
1958.07-1988.05 
1958.07-1985.02 
1958.07-1988.05 
1958.07-1986.12 
1938.07-1988.05 
1958.07-1986.03 
l958.t?7-1985.12 
1958.07-1988.05 
1958.M-1988.OS 
19.58.07-1987.12 
1%8.07-19K3.05 
1%8.07-1988.05 
1964.06-1985.06 
1964.06-1985.06 

294 
246 
198 
289 
294 

:: 
23 
22 
22 wz 

359 
320 
3s9 
342 
359 
359 
330 
359 __. Ii 
359 21 
354 21 
359 21 
359 
253 z 
2.53 2n 

:: 
23 

1967.07-1985.06 
1958.07-1988.05 
1958.07-1980.07 
1958.07-1988.05 
1958.07-1988.05 
1964.07-1988.05 
1%8.07-1984.07 
1%8.07-1988.10 
1%8.07-1988.05 
1%8.07-1988.05 
1%8.07-1988.05 
1%8.07-1988.05 
1%4.07-1988.05 
1%1.07-1988.05 
1961.07-1986.05 
1958.07-1988.05 
1958.~-1988.03 
1%7.07-1985.12 
1958.07-1981.12 
1972.07-1985.12 

216 
359 2 
265 20 24 
359 18 
359 18 
287 I* 

21 
21 
21 

313 is Ii 
328 18 21 
3.59 18 21 
359 18 21 
359 18 21 

21 3.59 
231 
323 

18 

: 
19 

23 
26 

323 
359 
359 
222 
282 
162 

u 
24 
25 
26 
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Estimation under the second (rational) expcc- 
tations hypothesis requires a set of instrumental 
variables. The variables that were used are the 
following. First, all the explanatory variables in 
the general form of the equation for the given 
product were used except for R, and R,_ I (for all 
the forms estimated). Second, PA,_,, PA,_2, 
PA,_,, PA,_,, and PA,_5 were used. Finally, the 
one-month and two-month lagged values of the 
unemployment rate, the overall industrial pro- 
duction index, the three-month Treasury bill rate, 
and the IO-year government bond rate were used. 
These are the variables that agents are assumed 
to use (perhaps along with others) in forming 
their expectations. 

It should be noted that g and r cannot be less 
than one. In a number of cases the optimum 
occured at a value of g or r of one, and these 
are the estimates reported belov~.~ Also, a maxi- 
mum of 9 of 132 (11 years) was set, and in a few 
cases the optimum occurred at a value of * of 
132. Similarly, a maximum of r was set at 12, and 
in a few cases the optimum occurred at this value. 

v. TheResuits 

Tables 3 and 4 present a summaly of aU the 
results, and thii section contains a discussion of 
these two tables. Table 3 summarizes the results 
for the lirst expectational hypothesis, and table 4 
summarizes the results for the second. A fairly 
systematic procedure was followed in the estima- 
tion work. Consider fust the results in table 3. 
Four equations were estimated per product’--the 
level, change, unrestricted, and general forms- 
and from these estimates four F-values were 
computed. The first F-value tests the restrictions 
in the level form relative to the restricted form; 
the second tests the restrictions in the level form 
relative to the general form; the third tests the 

‘when p is ulual 10 one. its standard error catnot be 
axqntted (the wvtiance matrix of the cafhcient estimates 
kbxlinp i is singulsd, and so no standard error for 4 is 
reported when 4 is yal to enc. Wlten 4 is equal to one, the 
standard error for A (ror which the t-statistic in table 3 is 
needad) is computed under tbc assumption that q is known 
with oxtaimy (and equal to one). The same mnsidcrations 
apply for i when it is equal to one. 

’ The estimates were obtained by searching over values of 4. 
The final grid search was 0.01. The estimates in sable 4 were 
obtained by searching over values of r. The final grid search 
in tbii case was 0.1. See And~ews and Fair f1992) for more 
diioo of the computation of the estimates. 

restrictions in the change form relative to the 
unrestricted form; and the fourth tests the re- 
strictions in the change form relative to the gen- 
eral f0rm.s 

If the restrictions implied by the level form are 
rejected at the 1% level in both cases, i.e., com- 
pared to both the unrestricted and general forms, 
the estimates of A, the sum of the PDL coeffi- 
cients, and CJ are not recorded in table 3. When 
these two rejections take place, it is a dear rejec- 
tion of the level form of the price equation, and 
so further ewnination of the equation is not of 
interest. ShniIarly, if the restrictions implied by 
the change form are rejected at the 1% level in 
both cases, the estimates of A and Q are not 
recorded. Note that thii prccedure gives the ben- 
efit of the doubt to the level and change forms 
regarding what is recorded in the tables. The 
estimates are not presented only if the restric- 
tions are rejected at the 1% level for both tests. 
For purposes of reporting the results it seemed 
better to err on the side of presenting too many 
estimates than too few. 

When the estimates are recorded for a given 
product, the estimate of A and its r-statistic are 
presented. The r-statistic tests whether the sum 
of the coefficients of the past values of the aggre- 
gate price variable is signiticandy different from 
zero. If the t-statistic is quite low, which Is taken 
here to be less than one, then the aggregate price 
variable is clearly not significant. In this case it is 
of no interest to examine the estimate of 4, and 
so when a t-statistic is less than one in tabIe 3, 
the estimate of 4 is not presented. Similarly, if 
the estimate of A is negative, which is not sensi- 
ble, the estimate of 4 is not presented. When the 
estimate of q is presented in the table, its esti- 
mated standard error is also presented unless the 
estimate of q is one, where the standard error 
does not exist 

A fifth F-statistic is also presented in table 3. 
This statistic tests whether Q, and Q,_, are 
jointly significant in the general form of the equa- 
tion. Computing thii statistic requires that a fifth 
regression be run for each product, namely, the 
general form without Q, and Q, _ 1 inctuded. This 
F-test is particularly useful when both the level 

sTbc desrscs of freedom for the F-test (and for the ,y’-test 
in table 4) can be cakulated from the numbas presented in 
table 2. 
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TABLE 3.-REWL~ USING TKE FIRST Enurr~no~u H-~sls 

Level Form Chanp Form Gensrd Form 

Product F, i I, 4 SE_ F, F, i 1. d SE_ F. I: d 

1 

: 
4 
5 
6 
7 

z 
10 

:: 
13 

i.i 
16 
17 
18 

ii 

:: 

z-i 

E 
27 
28 

ii 

:: 
33 

ii 

z 
38 
39 
40 

6.94b 
1.19 
1.83. 

;glI 
4I59b 

13.95b 
3.94b 
1.25 

::~ 
2.07 

:s 
3.&v 
8.4Zb 
218 
9.37b 

:s 
0.67 
72ab 
822b 

18.67b 
ll.Lnb 
2O.%b 
131 
2.68. 

isi 
4.51b 

b 
$I; 

ES 
0.32 

:z 
6Mb 

.036 

-22 

,071 
A08 

1.19 
3.95 

-1.68 

SW 
5.92 12.27 2.03’ 

76.76 10.48 2.57b 
1.21 
2.74b 
3.13b 
856b 
3.82b 

I.00 - 0.95 
115.84 15.63 5.46b 

7.66b 
6238 16.82 213a 

I.15 
6.49b 
3.w 
650b 

95.26 la8.04 2.73b 
6.40b 

l.cxl - 139 
3.lOb 

13200 8676 0.76 
4.67b 
5.13b 
9.%b 

1125b 
17.86b 

5.79 5.89 1.71 
17.94 7.95 1.43 
::; 1 2.43. 1.69 

27.% 632 263: 

2.42’ 
1.81 
3.77b 
2.44* 
2.47. 

IOW 
4.19b 
4.9ob 
3.19b 

14.6Ob 
1274b 
336b 
2.56. 
4.35b 
1.46 
3.aP 
5.12b 
2.27’ 
2.93a 
53636b 
4.27b 
232’ 
3x 
2.34 

0.831 
0.400 

0891 
0.821 

258 2.60 1.37 
238 27.65 ~16.50 

3.08 
I.78 

15.05 
27.27 

0.704 3.8 25.16 10.03 

1.840 

0377 

3.87 

2.64 

28.57 

8.51 

11.18 

4.61 

0.750 434 19.13 8.28 
0.677 432 2.w 0.73 

0.867 
0387 
0.921 

Ei 

0.861 

0.393 
0.799 

-0.7% 
0.762 

332 30.08 1457 
1.37 532 3&l 
6.31 426 ,114 

3.67 1.11 
329 1.05 

4.73 20.83 8.11 

:I - 1.22 
3.11 

155 
23.57 :z 

24.45 63.15 

2.16. 235 
2.46a 1.71 
4.06b 5.52b 
2.07* 1.74 
2.34’ 1.26 
6.76b 3.78. 
2.97b a55 

57.06 

1.00 

29.6n 4.38b 4.39. 
3.43 
6.43 

2.lL+ 
13.7lb 
11&i* 
294b 
1.61 
7.24P 

3&v 
829b 
4.52b 

z 
7.79b 

1.M) 
13200 

4.71 
.I29 

-At% 

a33 

,124 

.I56 

2.95 
-156 

z 
7.26 

1.75 
3.108 
4.6Ob 
2.30. 
2lY 
3.%b 
2.8lb 
1.84 

3.25s 
2.67’ 
0.65 
1.01 

b 
:9 
276a 
1.41 
1.05 

1428b 
9.43b 

IOW 
8.45b 
6.32b 
6.97b 
8.@ 
3.17b 
7.86b 
4.09b 
4.5959b 
1.26 
3.4s 
6.91b 

1.03 

3.63 

3.03 

2.40 
132110 
124.47 

x27- 
1.78 
6.63b 
7.aP 
7&P 
6Mb 

3.07 
63.40 
90.25 
21.67 
23.77 

252 
273. 

1336b 
12.79b 
359. 
4.73b 

12.5q 

432 
3.97 
4.03 2.15’ 

4.5ob 
6&P 
4.lOb 
2.02 
2.41* 
2.20. 
2.22. 
4.oO.b 

4.66 
4.10 132wJ 

31.03 
30.59 
6.51 

3.15; 6.71° 

:z 
3.28~ 
3.w 

5.18b 339b 
288 22.82 8.93 0.77 285* 
4.14 13.05 5.79 2.09* 4.83b 
7s 6.61 10.M 1M -4.97b 

25.49 
1029 

- 0.45 2.11. 7.81” 

and change fomts have been rejected. It tests for 
the significance of the aggregate price expecta- 
tions variable in an equation that is less likely to 
be dynamically misspechkd. This test has three 
degrees of freedom io the numerator, one each 
for Q, and Q,-, and one for q. When Q, and 
Q,_, are jointly significant at the 5% level, the 
estimate of q is also presented in table 3. This is 

the estimate of 4 under the most general dy- 
namic specification. 

It wiII be useful to discuss the results io table 3 
before considering table 4. Consider the level 
versus change forms first. The level form is re- 
jected in 20 of the 40 cases, and the change form 
is rejected in 21 of the 40 cases. For 8 products 
both forms are rejected, and for 7 products both 
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TABLE 4.-RE.WL’~S USING THE SECQNO Exrwwmms HWOTHBIS 

Level Form Chanse Form Gcnerd Form 

Pmducl ,y: i I, i SE, .y: x: i t, i SE, x2 x: i 

518P 
4.46 .02S 1.06 

21.0P 
10.34 .U20 0.61 
2l.SP 
20.40’ 
60.5P 

9.3n a51 1.84 
5.67 ,063 3.M) 

11.w ,113 2.16 
64.47b 
11.22. XI74 2.99 
9.21 Ml 1.76 
8.2S .lZ 3.44 

lS.!W 
40.23.b 
17.6Sb 
383P 
2z .114 3.m 

::Zb .103 1.99 

34.Oob 
19.21b 
323P 
ZP ,,b 
-..a 

4.14 .O%S 4.26 
Al75 3.33 
.07S 3.61 

1.77 .%2 4.78 
6.6S .OS9 2.64 
4.19 x62 3.39 

26.18” 
19.61b 
40.64b 

2.15 B39 2.80 
5.35 ,073 4.3s 

10.41 .090 3.w 
loss .ODS 0.23 
756 ,057 1.06 

12.0 36.23 

1.9 15.30 
9.6 13.24 
1.9 8.13 

1.0 - 
115 4271 
6.2 BIti 

1.8 332 

7.9 12.99 

1.9 4.17 
1.9 5.90 
9.0 17.S3 

12.0 14.16 
1.9 7.60 

11.3 1359 

1.0 
2.9 ii3 
5.9 16.31 

9.0 18.46 

S9.12b 
i3.m 
36.19b 
14.74 
29A7b 
2S.OP 
67.61b 
20&P 
7.98 

53.S7b 
136w 
20.64’ 
9.27 

45.9Sb 
22.9Sb 
S4.72; 

ZZb 
lo:16 
33.7Sb 
1059 
31.89b 
39.02b 
21&b 
66.6P 

103.6P 
7.58 

11.76 
s.Sn 

15.18’ 
12.72’ 
752 

26..YJb 
232P 
42.2P 

6.66 
14.29 
10.63 
13.25 
16.83’ 

19.34b 
7.76 

24.0Sb 
18.09’ 
13.40’ 
39.74b 
13.62b 
15.07b 
26.42’ 
27.OSb 
SS.16b 
31.w 
15.3P 
10.14 
1203. 
1455’ 
34.94b 
s.59 

22.79* 
17.74b 
7.12 

15.48b 
14.69b 
11.07 

. 
fl% 

37.3Bb 
33.64b 
13.22b 
13.89b 
27.02b 
20.16b 
17&b 
30.4Sb 
14.73b 
14.0P 
3S.%b 
26.99b 
2Ow 
29.94b 

0.385 2.17 

OS64 3.07 
0.9So 2.86 

1.7OS 4.27 
0.947 4.34 
0.262 1.61 
0392 2.29 

0.953 4.77 

0.826 368 
0.635 357 

0.949 3.66 
1.402 432 
l.Zl6 3.78 

0.738 3.37 

-0.291-134 
o.SOS 3.02 

24&F+ 295 
8.9 9.63 20.09’ O.tXJ 

42.67b 4.30 
1.0 - 223s 1.37 
1.0 - 20.41; 4.40 

44.72b 10.64* 
2O.OTb 0.92 
30.2ub 6.26 
2tv@ 15.06’ 
m.27b 1i.z4* 
9~I16~ 12.93b 
33.9P 12.40b 

1.7 058 15.04 7.00 
2.9 0.85 46.4Sb 21.27b 
1.7 133 17.85. 7.57 
7.9 11.45 2733’ 8.08’ 

‘A ‘db -.._ 1.33 
3.0 155 11.26 3.96 

28.79b 19.lP 
26.P 1133. 

6.9 6.63 13.92 6.63 
9.9 11.66 16.89’ 6.20 

19.99b 1.06 
3.9 2.65 13.27’ 18.2hb 
7.9 4.77 3sw 24.23h 
9.9 6.91 41.91s 19.9494b 

43.4Sb 22.7lb 
36_5Sb 16.1Sb 

1.8 0.67 1652. 17.64b 
24.@ 22.6Zb 
33.47b 14.49b 
24.SS’ 14.6@ 
19.29b 12Mb 
30.61b 19.94b 
17.57’ 331 

1.0 - 17.61’ 8.69’ 
40LBb 2734b 
27.9@ 11.S7b 
24.c@ 2.11 
41.81b 4.44 

1.0 

11.2 
3.0 

12.0 
1.0 

11.0 

29 

1.9 
1.2 

3.0 
1.9 

120 
29 

11.7 
1.9 
3.0 
8.0 
1.0 
1.9 
4.9 

1.0 
1.5 
5.9 

are accepted. It thus seems at first glance that 
both forms do about the same. However, for all 7 
of the products for which both are accepted, the 
level form has a better fit (and thus a lower 
F-statistic) than does the change form. If one 
counts these 7 cases as a rejection for the change 
form, the change form is then rejected in 28 of 
the 40 cases compared to only 20 for the level 

form. There is thus at least a slight edge in favor 
of the level form, although only slight. 

The estimate of A is significant9 in 14 of the 20 
cases in which the level form is accepted, and it is 
significant in 15 of the 19 cases in which the 
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change form is accepted. For the general form 
the aggregate price expectations variable is sig- 
nificant at the 5% level or greater iu 26 of the 40 
cases. This is thus fairIy strong evidence in favor 
of the hypothesis that aggregate price expecta- 
tions matter. In over half the cases the price 
expectations variable is significant. 

The estimates of Q vary considerably across the 
products, and in general they have large staudard 
errors. The data clearly seem better at tacking 
down the sum of the PDL coeflicients (A) than 
tbcy do at choosing the lag length. The average of 
the 26 values of 4 in the last column in table 3 is 
37.95, which says that on average firms look back 
about 38 months in forming their expectations of 
the tiiture values of the aggregate price level. 

The results for table 4 were obtained in a 
similar manner as they were for table 3, where 
,y2-test5 are used in place of F-tests.‘o The results 
iu table 4 are qualitatively similar to those in 
table 3. The level form is rejected in 19 of the 40 
cases, aud the change form is rejected in 24 of 
the4Ocases.Thesemmpa~to2Oforthelevel 
form and 21 for the change form in table 3. For 
10 products both forms arc rejected, compared to 
8 in table 3, and for 7 products both are accepted, 
thesameasintable3.Inall7casesinwhichboth 
are accepted, the level form has a better fit (and 
thus a lower x2 value) than the change form has. 
There is thus again slit evidence in favor of the 
level form. 

The estimate of A is sign&ant in 14 of the 21 
cases in which the level form is accepted, aud it is 
sign&ant in 14 of the 16 cases in which the 

“whm th rational cxpcctadons bypatbaia is used, the 
objecdvefunctilmtbntis minimized is u’ZM-‘z’u. where u is 
the vector of crmr terns, Z is the mat& of ittstrumental 
variables, and M is an &ate of lim(l/T>E(Z’ou’Z). See 
Andrews and Fair W92) for a discussion of tbii wbcre the 
formula for the eovariance of the panmete, estittmtes. indud- 
ins the estimate of I, is also preacntcd. 

Regarding the x2 test, let S* be the value of the &ctiw 
function in the umcstrictcd casq and let S** be its vales in 
the restricted case. Then (S’* - S’)/T is asymptotically dis- 
Uiiutrd as .y= with k degrees of fxedom, wbete k is the 
number of restrictions. A general proof of tbii is in Andrew 
md Fair (1988). In performing this test the vabte of M tttust 
be the stunt for both estimates. This meant that for the results 
in table 4 tlx kvel form had to be estimated twice, once using 
tbc estimate of M cnmpumd fmm the r&duals fmm the 
unresticted fwm and once using the estimale of M fmm the 
tesiduals fmm tbc peoclal form. Likewise. the change form 
bad to be estimated twice. Also. for the 6ftb y-test the 
gCt,CIal fmm witbwt R, and R,_l included bad to be es& 
mated using the same M matrix that was used to estimate the 
general form with the two wiabks included. 

change form is accepted. For the general form 
the aggregate price expectations variable is sig- 
nificant at the 5% level or greater in 23of the 40 
cases. Agaii as in table 3, this is fairly strong 
evidence in favor of the hypothesis that aggregate 
price expectations matter. 

The estimates of r in table 4 range from 1.0 to 
12.0, the minimum and maximum allowed. The 
average of the 23 estimates of t in the last 
column is 4.6, which says that on average the 
horizon of firms regarding the effect of aggregate 
price expectations on cumat behavior is about 5 
months. 

As noted in section III, the present results are 
based on the assumption that agents make deci- 
sions for month t based only on information 
through month r - 1. If it is instead assumed that 
information through month r is available for 
month r’s decisiins, then the various right hand 
side variables should be mdagged rather than 
lagged one mnnth. To exBmine this assumption, 
the equations behind table 3 were estimated in 
the unlagged case (iricludii PA not lagged).” 
The results were still supportive of the use of the 
aggregate price expxtationq variable, although 
not quite as strongly. For the fifth F-test, for 
example, 21 instead of 26 equations had a signif- 
icant price expectations variable at the 5% level 
or greater. The slightly weaker results may cast 
some doubt on the assumption that agents know 
month t’s iuf-tion for month t’s decisions. 

VL colldusiou 

The results in tables 3 and 4 strongly support 
the hypothesis that aggregate price expectations 
affect individual pricing decisions. Even under 
the most general dynamic specification of the 
price equation, the expectations variables are sig- 
niticant in over half the cases. The results do not 
discriminate very well between the level and 
change forms of the price equation. There is a 
slight edge for the level form, but only slight. The 
lag length for the first expectational hypothesis is 
not estimated precise& its average value for the 

“It seen8 unlikely that simultaneity bias is much of a 
pmbkm for the unlaggcd csdmatcs because each pwduct is 
such a small fraction of total wtput in the emnomy or even of 
total output in the relevant industry. lnotber words it seems 
unlikely that there is much oxrelation between the emx term 
in any one price equation and the ~nternporanww cxpkns- 
tmy variables. Thedorr., no attempt was made to correct for 
pmsiblc simtdtattcity bias for these estimates. 




