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Abstract—This paper tests for the existence of expectational
effects in very disaggregate price equations. Price equations
are estimated using monthly data for each of 40 products. The
dynamic specification of the equations is also tested, including
whether the equations should be specified in level form or in

change form.

The results support the hypothesis that aggregate price
expectations affect individual pricing decisions, The results do
. not discriminate very well between the level and change forms
of the price equation, although there is a slight edge for the
level form. The lag and lead lengths are not estimated pre-
cisely. The average lag length is about 38 months, and the
average lead length is about 5 months.

I. Introduction

T is often said that expectations of future

prices may affect current prices or that infla-
tionary expectations may get “built into the sys-
tem” and make inflation difficult to stop quickly.
An important empirical question in macroeco-
nomics is whether there is anything to this story.
Do price expectations matter, and if so, how?
This paper tries to answer this question. A simple
theoretical model of price setting behavior, bor-
rowed from the industrial organization literature,
is used as a starting point. In this model a firm’s
price setting behavior is affected by its expecta-
tions of other firms’ prices. If a firm expects that
its competitors are going to raise their prices, the
firm will raise its own price. The empirical work
consists of testing for this effect in very disaggre-
gate price equations. Monthly price data for 40
products have been coliected, and price equa-
tions are estimated for each of these products,
Expectational effects are examined by adding a
- price expectations variable to the equations and
seeing if it is statistically significant. The results
strongly support the hypothesis that aggregate
price expectations affect individual pricing deci-
sions and thus provide micro evidence for the
common finding of price inertia in the estimation
of aggregate price equations.
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IL A Theoretical Model

A simple duopoly game with asymmetric infor-
mation can be used to illustrate the way expecta-
tions may affect price setting behavior. Tirole
(1988, section 9.1.1), for example, discusses the
case where the duopolists sell differentiated
products and firm 2 has incomplete information
about firm 1's cost. The demand curves are as-
sumed to be symmetric and linear:

D p,p;)=a—bp,+dp, 0<d<b.
(1
Both firms have constant marginal costs: ¢, and
c,, respectively. ¢, is common knowledge, but
only firm 1 knows c,. Tirole shows that firm 2’s
profit maximizing price is

p2={(a +dp; + bc,) /2b, (2)
where pf is firm 2’s expectation of firm 1’s price.
pi depends among other things on firm 2’s expec-
tation of firm 1’s marginal cost.

Equation (2) says that firm 2’s price is a func-
tion of the demand parameter a, firm 2’s marginal
cost ¢, and firm 2’s expectation of firm 1's price
pi. Since d is positive, firm 2’s price is a positive
function of its expectation of firm 1’s price. The
main purpose of this paper is to test for the
significance of a price expectations variable in an
empirical version of equation (2).

II1. The Tests

A standard price equation in macroeconomics
contains cost variables and demand variables. The
cost variables are represented by ¢, in equation
(2), and the demand variables are represented by
a. For the empirical work in this paper a number
of variables have been used for the cost variables
and the demand variables, and the equation is
taken to be in log form. Also, p¢ in equation (2)
is assumed to be an aggregate price expectations
variable, denoted PA®. There are two ways to
justify this latter assumption in light of the above
model. First, irm 2 may expect that firm 1’s costs
are affected by the aggregate price level, in which
case p{ and firm 2's expectation of the aggregate
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price level will be correlated. P4° can then be
used as a proxy for the unobserved pj. Second, if
there are more than two firms in the industry, p{
can be thought of as representing firm 2's expec-
tation of the average price level of many firms,
which can then be proxied by PA°,

Let P, denote the log of the price of a firm's
good in period ¢, and let X, denote a vector of
cost and demand variables that may affect P.!
Write the price equation as

P =X_pB+u, t=1,...,T, (3)
where B is a vector of parameters to be estimated
and u, is an error term. The vector X, is meant
to capture the effects of 2 and ¢, in equation (2).
Regarding expectations, let PA7,; be the firm's
expectation of the log of the aggregate price level
in period 7+ (j > 0), the expectation being
made at the beginning of period ¢ {(before infor-
mation for period ¢ is available). Adding PA:,
PA;, ., etc. to equation (3) provides a test of
whether expectations matter, If X, adequately
captures all the non-expectational variables that
affect P, and if expectations don’t matter, then
PAS, PAS, , etc. do not belong in the equation
- and should not be statistically significant. If they
are significant, this is evidence in favor of the
existence of expectational effects,

The danger with this approach is that one may
have left out important explanatory variables from
X, that are correlated with the PA7,; variables.
Too much will then be attributed to the expecta-
tions variables. To guard against this, many vari-
ables have been included in X,. The aim has
been to err on the side of too many variables
rather than too few. As discussed in the next
section, more than one demand variable has been
inciuded in each equation and a number of cost
variables have been included. In addition, a lin-
ear time trend and seasonal dummy variables
have been included.? Finally, a fairly rich dy-
namic specification has been used for some of the

' The price, wage, and cost variables are taken to be in Jogs
in the empirical work. For ease of exposition, P, will simply
be referred to as the price rather than the log of the price,
and similarly for the wage and cost variables.

% Even though most of the variables in the estimated equa-
tions are seasonally adiusted, the seasonal dummies were
included to pick up possible seasonal effects not captured in
the data. This procedure is consistent with the theme of
erring on the side of too many rather than too few variables
in X,.

equations. Because of the large number of vari-
ables included in X,, some highly correlated with
others, many of the individual parameters are not
estimated precisely. This is not, however, of di-
rect concern here. The concern here is simply
whether the PAJ,; variables have independent
explanatory power in the equations once all the
other variables have been included in X,.
Another way of looking at this procedure is
that an attempt has been made to specify a very
general price equation that encompasses many of .
the specifications found in the literature. The
existence of expectational effects is then tested
using this equation; and so the results should be
robust across many individual specifications.

The Expectational Hypotheses and Estimation
Techniques

Two expectational hypotheses have been used
regarding expectations of P4. The first, which is
consistent with the adaptive expectations hypoth-
esis, is that the expected future values of PA are
a function of its past values (beginning with pe-
riod ¢ — 1 for decisions made in period ). In this
case the coefficients are assumed to lie on a
linear polynomial with an end point constraint of
zero at lag length g. g is estimated along with the
other parameters, and the standard error of the
estimate of g is computed along with the stan-
dard errors of the other estimated parameters.
The method for estimating ¢ and its standard
error is discussed in Andrews and Fair (1992).
Estimating the lag length avoids misspecification
from picking an incorrect lag length and allows
the data to indicate how far back agents lock in
forming their expectations {(under the assumption
that the first expectational hypothesis is valid).
Estimating the standard errors of the jag-length
estimates allows one to see how much confidence
to place on the particular estimated lengths.

When a linear polynomial is used with an end
point constraint imposed, there is one coefficient
to estimate for the polynomial (in addition to the
Iag length g), The variable that corresponds to
this coefficient will be denoted Q,. Q, is a func-
tion of the past values of P4 and of q. Given the
estimate of the coefficient of (; and given the
estimate of g, the sum of the lag coefficients can
be computed. This sum will be denoted A. Again,
see Andrews and Fair (1992) for more details.
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The second expectational hypothesis is that
expectations are rational. In this case the coeffi-
cients of the expected future values that enter the
equation are assumed to lie on a linear polyno-
mial with a constraint of zero at lead length . r
is estimated along with the other parameters, and
the standard error of the estimate of r is com-
puted along with the other standard errors. The
method for estimating 7 and its standard error is
also discussed in Andrews and Fair (1992). The
method is a combination of Hansen’s (1982)
method of moments, Almon’s (1965) polynomial
distributed lag (PDL) technique, and the adjust-
ments that are needed to allow r to be estimated.
In this case polynomial distributed leads rather
than lags are estimated. An estimate of r is an
estimate of the length ahead that expectations
matter for current decisions. The analogous vari-
able to @, for the rational expectations hypothe-
sis will be denoted R,. R, is a function of the
future values of P4 and of r.

Dynamic Specifications

It is of interest to see if the disaggregate data
used in this study can discriminate among various
dynamic specifications of the price equation. A
key issue is whether the price eguation should be
specified in Jevel form or in change form. Theo-
ries differ on which specification is likely to be
better. In the Phillips curve literature, the choice
variable is the change in price, whereas in indus-
trial organization models like the one in section
11, the choice variable is the price level. Fortu-
nately, it is possible to test empirically which
specification is better, which is done here.

Assume for now that eguation (3) is to be
estimated and that in X, there is only one cost
(input price) variable, J,_,, one demand variable,
D,_,, and no seasonal dummy variables.’ In level
form the price equation is

P =By+ Bt +B,D,_, + B,l,_,

+ ByP_y — 7 Q, +u, (4)

3 Agents are assumed to make period ¢ decisions on the
basis of period ¢ — 1 information, and so a lag of one is used
for 7 and D in the following discussion. The empirical impli-
cations of this assumption are discussed at the end of sec-
tion V,

and in change form the equation is
P=P_y=n+mt+mb,_,
+n3(foy ~ 122)
+ 0Py~ Fy)
- TI(Q: - Q1)+ (5)

The key difference between equations (4) and (5)
is that D,_, and not D,_, — D,_, is included in
(5). Equation (5) is not the first difference of (4).
If B, is less than one in (4), a permanent change
in D results in a permanent change in the level
of P but not in the change in P. In (5} a perma-
nent change in D results in a permanent change
in the change in P. The time trend ¢ is included
in (4) to pick up any trend in the price level not
captured by the other variables. It is included in
{(5) to pick up any trend in the price change not
captured by the other variables. The constant
term 7, in (5) picks up any trend in the price
jevel not captured by the other variables. The
lagged change in price is added to (5) to allow a
more complicated dynamic specification. The sta-
tistical tests below are based on the assumption
that all the variables are trend stationary.

It is not possible to nest (4) within (5) or vice
versa, but they can each be nested in a more
general model. This model is

}): = 80 + 31t ‘+ 82‘01 + 831',_1 =+ 54],,_2
+ 8P,y + 8P + 8,0,

+ 850y + W, (6)

The restrictions in (6) implied by the level speci-
fication in (4) are 8, = 8, = §; = 0. The restric-
tions in (6) implied by the change specification in
(5) are 8,=—8,, 65= -8, and &, = —§;.
These restrictions can be tested. If both sets of
restrictions are accepted,® then the test has not
discriminated between the two specifications. If
neither set is accepted, then neither specification
is supported by the data. Otherwise, one specifi-
cation will be selected over the other. In what
follows equation (6) will be called the unrestricted
form of the price equation.

Equations (4) and (5) are also tested against a
more general dynamic specification than that in
(6). The more general specification considered
here is equation (6) with P,_,, P,_,, and P,_,

* By “accepted™ is meant that the restrictions are not fe-
jected at whatever confidence level is being used.
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added:
Po= 5o+ 88+ 8,D,.,+8:1,_,+8,1_,
+ 8P + 8¢ F,_, + 8,0,
+ EBQMI + 89Pt-3 + 810P1—4
+ 8, P s+ w,. (7)

The three further restrictions implied by equa-
tions (4) and (5) are then 8y = 8,5 = 8,, = 0. In
other words, testing (4) and (5) against (7) is
testing the implicit assumption in (4) and (5) that
the further lagged values of the price do not
belong in the equation. Equation (7) will be called
the general form of the price equation. Equation
(7) is general enough to encompass the dynamic
specifications of many of the price equations
found in the literature.

The exact equations that were estimated for
each product are presented in the next section
after the data have been discussed.

IV. The Data

Monthly price data for 40 products were col-
lected from the data on the producer price in-
dexes compiled by the Bureau of Labor Statistics.
The products are listed in table 1. They range
from chewing gum to rubber hoses. Products were
chosen that seemed likely to be fairly homoge-
neous across time and for which monthly data for
a fairly long period of time were available. These
data are the data for P,. Although ideally one
would like price data at the individual firm level,

TasLe 1.—THE ForTy PrODUCTS AND THEIR INPUTS

Code

Number

1. Chewing gum 02550201
1) Raw cane sugar 02520101

2} Flavoring syrup (fountain} 02640103

3) Cor. shp. cont. for food & beverages 09150323

4) Foil, plain (under 006 inches) 10258111

2. Bottied beer 02610101
1) Malt and malt byproducts 02640101

2) Cor. shp. cont. for food & beverages 09150323

3) Giass containers 138

3. Cola, bottled, excluding diet cola 02620106
4. Ginger ale 02620505
5, Club soda 02620507
1) Raw cane supar 02520101

2) Flavoring syrup (fountain) 02640103

3) Glass containers 138

4) Cor. shp. cont. for food & beverages 09150323

5) Kola syrup, for use by bottlers (3 only) 02640105

11
(convinued)
6. Sole leather 042101
7. Upper leather, including patent 042102
1) Cattle hides (1253
8. Basebali glove 15120141
1) Finished cattichide and kipside leather 0421
9. Household detergents 06710402
1) Fats and oils, inedible 064
2) Paperboard 091503
10. Shaving soap and cream 06750201
11. Cologne and toilet water 06750305
12. Cleansing creams 06750601
1) Essential oils (10 and 11 only) 067901
2) Metal cans and can components (10 only} 1031 -
3) Glass containers (11 and 12 only) 138
4) Fats and oils, inedible (12 only) 064
13. Passenger cer/motorcycle inner tubes 07120221
1) Natural rubber 071101
2} Synthetic rubber 071102
14. Offset uncoated book paper 00130122
15. Unwatermarked bond, no. 4 grade 09130131
16. Cotton fiber writing paper 0130141
17. Newsprint 05130291
1) Woodpulp 0911
2) Softwood sulfate, bleached and 09110211
semibleached
18. Paperboard 0914
1) Woodpulp 0911
19. Ice cream carton 09150327
20. Milk carton, 1 /2 gallon (9150329
21. Paper cups, hot 09150333
22. File folders 09150645
23. Index cards 09150647
1)} Woodpulp 0911
24. Insect wire screening 10886721
25. Barbed and twisted steel wire 10880951
26. Galvanized nails 106880213
1) Plain wire, carbon steel 10170511
27. Wrench, open-end 10420131
28. Wrench, box 10420132
29. Adjustable wrench, including pipe 10420133
30. Screwdrivers 10420141
31. Pliers 10420151
32. Hammers, light forged 10420161
1) Bars, ¢.f, alloy 0170831
33, Cap screws 10810231
1) Bars, c.f, alloy 0170831
34. Ball and roller bearings 114905
1) Bars, c.f., alloy 0170831
2) Closed die forging, carbon steel 19151351
35. Dry cell size d flashlight batteries 11790211
1) Carbon and graphite products 117903
2) Lead, pig, common 10220127
36. Cutlery, razors and razor blades 1267
1) Strip, c.v., stainless 10170755
37. Portland cement 13220131
1) Sand, construction 13210101
2) Gravel, for concrete 13210111
38. Black lead pencil 15950125
1) Carbon and graphite products 117903
2} Other wood products 084
39. Toothbrush 15970245
1) Plastic resins and materials 066
40, Rubber hose 071304
1) Natural rubber 071101
2) Synthetic rubber 071102
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the data collected here are probably as close as
one can come to this ideal using government
data. In future work it would be interesting to see
whether enough data at the individual firm level
could be collected to perform the kinds of tests
reported in this paper.

The aggregate price variable, PA,, was taken to
be the producer price index for all commodities.

Table 1 also lists some of the main inputs for
each product. Monthly price data on these inputs
were also collected. The inputs for each product
were chosen through examinations of input-out-
put tabies and from talking with various people in
the government who are involved in the coliec-
tion of the data and who are knowledgeable
about specific industries. Some of the inputs in
table I pertain to more than one product.

The price data in table 1 are classified by
product rather than by industry. The other data
that were collected are classified by industry.
First, monthly seasonally adjusted data on indus-
trial production for each of the relevant indus-
tries were collected from the Federal Reserve.
Let Y, denote the production index for a given
industry. The data on Y, were used to create a
capacity utilization variable, CU,. Peak-to-peak
interpolations of ¥, were made, and capacity, C,,
was assumed to lie on the interpolation lines.
Given C,, CU, is equal to Y,/C,. If capacity
utilization is large (close to one), this may indi-
cate that the demand curve facing the firm has
shifted out, which may lead the firm to raise its
price. The one-month lagged value of CU,,CU,_,,
was taken to be one of the demand-variables to
be included in X,.

Second, monthly seasonally adjusted data on
inventories and shipments were collected from
the Bureau of the Census for each of the relevant
industries. Let ¥, denote the stock of inventories
at the end of month ¢, and let §, denote the level
of shipments in month z. If the ratio of invento-
ries to shipments, V,/S,, is low, this may also
indicate that the demand curve facing the firm
has shifted out, which may lead the firm to raise
its price. V,_,/S,_, was also taken to be one of
the demand variables to be included in X,.

Third, monthly seasonally adjusted data on
wage rates, hours, and overtime hours were col-
lected from the Bureau of Labor Statistics for
each of the relevant industries. Let WT, denote
the average hourly wage, H, the number of hours

e

worked per week, and HO, the number of over-
time hours worked per week. W7, is not adjusted
for overtime hours, and so a new wage variable,
W,, was constructed, where W, = (WT, H,)/(H, +
SHO,). W, is adjusted for overtime hours under
the assumption that overtime hours are paid time
and a half. For some industries not enough data
on H, and HO, were available to construct W,,
and in these cases W7, was used in place of W,.

W,_, {or WT,_,) was included in X, as one of
the cost variables. In addition, the one-month
lagged ratio of overtime hours to total hours,
HO,_,/H,_;, was included in X, (data permit-
ting) as another demand variable. If overtime
hours are high, this may indicate that the demand
curve facing the firm has shifted out, which may
lead the firm to raise its price.

The industry matching to the 40 products is
presented in an appendix available from the au-
thor.

Table 2 presents the equations that were esti-
mated for each product and the sample periods
that were used. The table is self-explanatory, and
it will be discussed only briefly here. The change
form is equation (4); the level form is equation
(5); the unrestricted form is equation (6); and the
general form is equation (7). All the sample peri-
ods cover the turbulent period of the 1970s. Some
are shorter than others because of data limita-
tions. The number of observations ranges from
162 to 359. More than half of the sample periods
have over 300 observations. The number of ex-
planatory variables in the Ievel and change forms
varies from 18 to 23, counting the aggregate price
expectations variable as one.® The number of
explanatory variables in the unrestricted form
varies from 21 to 31. The general form includes
three more variables, namely, the three lagged
values of the price.

When the unrestricted and general forms were
estimated, the same value of g was assumed for
both Q, and {J,_, and the same value of r was
assumed for both R, and R,_,. This treatment is
consistent with the fact that Q,_, is simply Q,
lagged one month and that R,_, is simply R,
lagged one month.

5 The number of parameters estimated is one greater than
the number of explanatory variables listed because the lag
iength g or the lead iength r is estimated along with the other
parameters.
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Tani g 2.—THE EQUATIONS AND SAMPLE PERIODS

Each equation contains a constant term, a linear time trend, and 11 seasonal dummy variables. Let A, denote the vector of
these variables for month 1. Let P, denote the price of input i for a given product, where the inputs are listed in table 1. i runs
from 1 up to a maximum of 5. Let B, denote the vector (Py,, ..., B,,), where n is the number of inputs for the given product (n
may be 1). Let DB, denote the vector (P, — Py, _.q,..., Py, — P,, ). The specifications are

Level Form:

LHS variable: P,

RHS variables: A, B,.,, W,_, or WT,_,, CU,_, V,_4/5,_y, HO, _/H, \, F,_;, end O, or R,.

Change Form:

1LHS vamble F,— Py

RHS variables: A, DB,y W,_; ~ W,_qor WI,_, = WI, 5, CU_, ¥, /8, HO, . /H, , F_y — Fpand @, — O,
or R, - .R._,l.

Unrestricted Form:

LHS variable: P,

RHS variables: A,, B,_,, B,_3, W,_; ot WI,_,, W,_; ot WI,_, CU,_, ¥, /S, HO,_,/H,_\, Poyy P30 Qi OT R,
and @, ,0r R,_,.

General Form: Same as unrestricted form with P, ;, P,..,, and P,_s added.

Special Feamres:

Neitber W nor WT appear in 24-31 and 35. W appears in 6-8, 13-23, 34, and 36-40. WT appears in 1-5, 9-12, and 32.
HO/H appears only in 6~8, 13~23, 34, and 35-40. CU does not appear in 1.

Notation:
A: Sec above,
B: Sec above (the P; variables are in logs).
CU: Capacity utilization.
DB: See above (the P, variables are in logs).
H: Total hours per worker.
HO: Overtime houss per worker.
P: Price of the product (in jogs).
{): Aggregate price expectations variable for the first expectational hypothesis {(in logs).
R: Aggregate price expectations variable for the second expectational hypothesis {in logs).
S: Sales.
V: Stock of inventories.
W: Wage rate adjusted for overtime hours (in logs).
WT: Wage rate not adjusted for overtime hours (in Jogs).
Saraple Sample
Product Period T ky ko Product Period T ky kqy
1 1961.07-1985.12 294 21 28 21 1967.07~1985.06 216 20 24
2 1967.07-1987.12 246 2 27 22 1958.07-1988.05 359 20 24
3 1969.07-1985.12 198 pc) 31 23 1958.07-1980.07 265 20 24
4 1961.07-1985.07 289 22 2% 24 1958.07-1988.05 359 18 21
5 1961.07-1985.12 294 22 29 25 1958.07-1988.05 359 18 21
6 1958.07-1983.08 302 20 24 26 1964.07-1988.05 287 18 21
7 1958.07-1988.05 359 20 24 27 1958.07-1984.07 313 18 21
8 1958.07-1985.02 320 20 24 28 1958.07-1988.10 328 18 21
9 1958.07-1988.05 359 20 25 29 1958.07-1988.05 359 18 21
10 1958.07-1986.12  ° 342 20 25 30 1958.07-1988.05 359 18 21
n 1958.07-1988.05 359 20 25 1 1958.07-1985.05 359 18 21
12 1958.07-1988.05 359 p. ] 25 32 1958.07-1988.05 359 18 i |
13 1958.07-1985.12 330 4 26 33 1964.07-1988.05 251 19 23
14 1958.07-1988.05 359 21 26 34 1961.07-1988.05 33 21 26
15 1958.07-1988.05 359 21 26 35 1961.07-1988.05 323 19 23
16 1958.07-1987.12 354 21 26 36 1958.07-1988.05 359 20 24
17 1958.07-1988.05 359 21 26 kvl 1958.07-1988.05 359 21 25
13 1958.07-1988.05 359 20 24 38 1967.07--1985.12 222 21 26
19 1964.06-1985.06 253 20 24 39 1958.07-1981.12 282 20 24
20 1964.06-1985.06 253 0 24 40 1972.07-1985.12 162 21 26

Notes: T is the total number of observations.
k, is the pumber of explanatory variables in the change form and in the evel form.
k is the number of explanatory variables in the unrestricied form. The number of explanatory variabies in the general form is &, + 3.
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Estimation under the second (rational) expec-
tations hypothesis requires a set of instrumental
variables. The variables that were used are the
following. First, all the explanatory variables in
the general form of the equation for the given
product were used except for R, and R,_, (for all
the forms estimated), Second, P4, ,, PA4,_,,
PA,_y, PA,_,, and PA,_s were used. Finally, the
one-month and two-month lagged values of the
pnemployment rate, the overall industrial pro-
duction index, the three-month Treasury bill rate,
and the 10-year government bond rate were used.
These are the variables that agents are assumed
to use (perhaps along with others) in forming
their expectations.

It should be noted that g and r cannot be less
than one. In a number of cases the optimum
occurred at a value of g or r of one, and these
are the estimates reported below.5 Also, a maxi-
mum of g of 132 (11 years) was set, and in a few
cases the optimum occurred at a value of g of
132. Similarly, a maximum of r was set at 12, and
in a few cases the optimum occurred at this value.

V. The Results

Tables 3 and 4 present a summary of all the
results, and this section contains a discussion of
these two tables. Table 3 summarizes the resuits
for the first expectational hypothesis, and table 4
summarizes the results for the second. A fairly
systematic procedure was followed in the estima-
tion work. Consider first the results in table 3.
Four equations were estimated per product’—the
level, change, unrestricted, and general forms—
and from these estimates four F-values were
computed. The first F-value tests the restrictions
in the level form relative to the restricted form;
the second tests the restrictions in the level form
relative to the general form; the third tests the

SWhen § is equal to one, its standard error cannot be
computed (the covariance matrix of the coefficient estimates
inciuding § is singular), and so no standard emor for § is
reported when 4 is equal to one. When 4§ is equal to one, the
standard error for A {for which the z-statistic in table 3 is
needed) is computed under the assumption that g is known
with certainty (and equal to one). The same considerations
apply for 7 when it is equal to one.

T The estimates were obtained by seerching over values of 4.
The final grid search was 0,01, The estimates in table 4 were
obtained by searching over values of r. The final grid search
in this case was 0.1. See Andrews and Fair {1992) for more
discussion of the computation of the estimates.

restrictions in the change form relative to the
unrestricted form; and the fourth tests the re-
strictions in the change form relative to the gen-
eral form.®

If the restrictions implied by the level form are
rejected at the 1% level in both cases, i.e., com-
pared to both the unrestricted and general forms,
the estimates of A, the sum of the PDL coeffi-
cients, and ¢ are not recorded in table 3. Whea
these two rejections take place, it is a clear rejec-
tion of the {evel form of the price equation, and
so further examination of the equation is not of
interest. Similarly, if the restrictions implied by
the change form are rejected at the 1% level in
both cases, the estimates of A and g are not
recorded. Note that this procedure gives the ben-
efit of the doubt to the level and change forms
regarding what is recorded in the tables. The
estimates are pot presented only if the restric-
tions are rejected at the 19 level for both tests.
For purposes of reporting the results it seemed
better to err on the side of presenting too many
estimates than too few.

When the estimates are recorded for a given
product, the estimate of A and its ¢-statistic are
presented. The r-statistic tests whether the sum
of the coeflicients of the past values of the aggre-
gate price variabie is significantly different from
zero. If the s-statistic is quite Iow, which is taken
here to be less than one, then the aggregate price
variable is clearly not significant. In this case it is
of no interest to examine the estimate of g, and
so when a f-statistic is less than one in table 3,
the estimate of g is not presented. Similarly, i
the estimate of A is negative, which is not sensi-
ble, the estimate of g is not presented. When the
estimate of g is presented in the table, its esti-
mated standard error is also presented uniess the
estimate of g is one, where the standard error
does not exist.

A fifth F-statistic is also presented in table 3.
This statistic tests whether Q, and {,_, are
jointly significant in the general form of the equa-
tion. Computing this statistic requires that a fifth
regression be run for each product, namely, the
genesal form without O, and Q,_, included. This
F-test is particularly useful when both the level

® The degrees of freedom for the F-test (and for the y-test
in fable 4) can be calculated from the numbers presented in
table 2.
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TaBLE 3.—REesuLTs UsmiG THE FirsT EXPECTATIONAL HYPOTHESIS

General Form

Level Form Change Form

Product F; A 1, g SE, F, F A N g SE, F, Fy g

i 6.94% 535 242* 0831 258 260 137 216* 235

2 1.19 036 L1900 592 1227 203 181 0400 2358 2765 1650 246* 1T

3 1.83* 301 395 7670 1048 257° 370 406 552 5706
4 12 -036 -168 121 244* 0891 308 3082 1505 207 1M

5 3.04° 274 247" 0821 178 3125 2727 234 126

6 4,500 3.13% 1094 676 378 100
7 13.95 856" 4.19° 297° 055

8 3.94% aB2®  490° 438° 459  29.60
9 1.25 071 343 100 — 095  319° 0704 37 2516 1003 236 3660 10O
10 246" 408 643 11584 1563 546" 14.60° 1371 829" 13200 -
11 6.49% 7.66° 12.74° 11.84* 45F 4m
12 207 20 295 6238 1682 213 336° : 2.94% 259

13 183 -05 -156 115 256 1840 387 2857 1LIB 161 212

14 a3t 645° 435 7200 7.79% 2277
15 3.60° 3.10° 146 0377 264 851 461 L75 325 2456
16 8.42° : 650" 3,08 3.10° 267 126
17 218 033 103 9526 10804 273 S5.12b 4.60° 065

18 g.37% 640° 227* 0750 434 1913 828 230* 101

19 1.54 d24 0 363 100 - 139 292 04T 432 264 D73 219 58T 240
20 387 310° 536" 396" 538 13200
21 0.67 A56  3.03 13200 B6T6 076  4.27F 281°  276* 12447
) 728" 467°  232* 0867 332 3008 1457 184 141

2 822 513* 321 0387 137 532 380 227 105

24 18.67° 996* 234 0.921 631 426 104 178 1428° 189
25 11.05° 11.25% 252 085 505 367 111 663° 943 33
26 2096 17.86° 273 0868 467 329 105 7.60° 1094° 307
27 131 097 432 579 589 171 1335° 780° B.45° 63.40
28 268 9% 397 1794 795 143 12.79% 544 632° 9025
29 266 072 403 100 — 169 359 (0851 473 2083 811 215 697° 2167
30 070 D66 466 100 — 243 4730 450% 862° 2377
3 451° 126 410 2790 632 2463 12500 6.62° 8.17° 13200
32 4.82° st a7 410 786 3103
33 551° 320 328° 0393 178 155 133 202 409" 3059
34 4.06° 301 A" 079 530 2357 799 241° 459 651
35 8.62° 518° 339° -0.708 -1.22 220 1.26

36 0.32 078 288 2282 893 077 285 0762 All 6315 2445 222 345 2549
37 1.54 19 434 1305 579 2090 483 400° 691" 1029
38 2.00 097 250 661 0.4 130 4970 3.13° 292 459
k) 648° —021 -045 211 7810 2.83* 096

40 141 . 155 135 11824 2299 157  4.63° 361® 048

Fr-=F-statistic for the hypothesis that the restrictions in the ievel form relative to the unrestricted form are valid.
Fy—F-statistic for the hypothesis that the restrictions in the level form relative 10 the general form are vabid.
F,«mFMMIthﬂWMtﬂn in the chenge form reiative to the unrestricted form are valid,
FyrF ic for the hypothesis that the in the change form relative 10 the general form are valid
F,wfmmwwmwmmmenwammnpcmﬁwunﬁablu(Q,nndQ,_,)hthcmnlfwmmmm.
A—Estimate of A, the sum of the PDL coefficients.
1, ——{-statistic for A
§—Estimate of .
SE,—Estimated standard error for §.
'Smiﬁmtmtth%level
b Significant st the 1% level.

and change forms have been rejected. It tests for
the significance of the aggregate price expecta-
tions variable in an equation that is less Iikely to
be dynamically misspecified. This test has three
degrees of freedom in the numerator, one each
for Q, and Q,_; and one for g. When (9, and
0,_, are jointly significant at the 5% level, the
estimate of g is also presented in table 3. This is

the estimate of g under the most general dy-
namic specification.

It will be useful to discuss the results in table 3
before considering table 4. Consider the level
versus change forms first. The level form is re-
jected in 20 of the 40 cases, and the change form
is rejected in 21 of the 40 cases. For 8 products
both forms are rejected, and for 7 products both
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TanLe 4.—Resurts Using THE Secony ExpectaTioNs HYPOTHESIS

Level Form Change Form General Form
Product f A 1, P SE, i} x3 A tnw ¢ SE, X X3 F
1 51.81° 59.12° 19.34° 2499* 295
2 448 025 106 120 3623 1370 776 038 217 89 983 2000 080
3 21.01° 3R19°  24.05° 4267° 430
4 1038 020 061 14.74 18.09* 0566 307 10 — 2236 137
5 21.51* 2947° 1340° 0950 288 10 — 2041 440
6 20.40° 25.01°  39.74° 4.72°  1064* 10
7 60.86° 67.61°  13.82% 20.02° 092
B 930 051 184 19 1530 2064> 1507° 3020° 626
9 587 063 360 96 1124 7.98 28420 2898° 1506* 112
10 11.58* 113 216 19 813 $357% 27050 7027° 1124 30
11 64.47% : 136.84*  55.16° 9216* 1293° 120
12 1122 074 29 10 ~ 20.64>  3154° 3391 1240 10
13 921 071 178 1L 42m 927 15.31° 1705 427 17 058 1504 7.00
14 B2S 125 344 62 B85  4505° 1014 0947 4334 29 085 4648° 2127 1.0
15 15.57° ~2295% 1203 0262 161 17 133 1785 157
16 40.23* 54.72°  14.55* 0292 229 79 1145 2733 808 29
17 17.65° R M4t 46.14° 133
18 3g.32b 37.03* 5.59 0953 477 30 155 11.26 3.98
19 283 114 370 18 332 1006 22700 2879 1911° 19
20 22.49° 33.78° 17.74* 26,157 1133 1.2
21 160 .03 199 79 1299 1059 712 0826 368 69 663 1392 6.63
n 35.65° 31.89°  1548° 0635 357 995 1166 1689 620
n 34.00° 3902 14.69% 19.99* 106
24 19.21° 21.66° 1107 0949 386 39 265 13.27* 1826° 3.0
25 32.37° 66.68" 8.25* 1402 432 79 477 3573 2423 19
26 58.12° 103.68° B53* 1206 378 99 691 4191° 1994® 120
7 4314 085 428 15 417 7.58 37.38° A345* 211 29
28 665 075 333 19 590 IL% 33.64° 3655 1615° 117
29 298 075 361 90 17.53 5.50 13.22¢ 0.738 337 18 067 1652* 1764 19
a0 177 062 478 120 1416 1518*  13.89% 24044 2262 30
n 665 059 284 19 760 1272 27.02° 3347°  1449° 80
32 419 062 339 113 1359 7.52 20.16° - 24.55%  1466> 10
33 26.18° 2658  17.86° 1920 1204* 1.9
34 15.561° 2328  3045° 3061° 1994° 49
35 40,64° 4228 1473 —0291 -134 1757 3R
36 215 .03 28 10 2 — 6.66 14.01° 0505 302 10 — 1761 869° 10
37 535 073 435 29 113 1429 35.96° 40.29° 2734 1.5
38 1041 09 300 59 1631 1083 26.99% 2798 1157 59
39 1055 005 023 13.25 20.79% 24.08* 211
40 756 057 106 90 1848 1683*  2004b 4181 444

Notes:

xfmx“-amtislic for the hypothesis that the resirictions in the leve! fonm relative 10 the unrestricted fotn sre valid.

xi—xLstatistic for the hypothesis that the restrictions in the level form

relative to the general form are valid.

x§—xZ-matistic for the hypothesis that the in the ch

form

ive to the d form ave valid.

xf-—x’ﬂltim'c for the hypothesis that the restrictions in the change form relative 1o the general form are valid.
x?mxzmtisﬁc for the hypothesis that the coefcients of the price expectations variables (R, and K,_ ) in the general form are 2ero.

A—Estimate of A, the sum of the PDL coefficients.
2, ~-i-stntistic for A.
F—Estimate of r,
SE, —Estimated standard ervor for 7.
» Sumﬁum at the 5% level.
® Significant at the 1% level.

are accepted. It thus seems at first glance that
both forms do about the same. However, for all 7
of the products for which both are accepted, the
level form has a better fit (and thus a lower
F-statistic) than does the change form. If one
counts these 7 cases as a rejection for the change
form, the change form is then rejected in 28 of
the 40 cases compared to only 20 for the level

form. There is thus at least a slight edge in favor
of the level form, although only slight.

The estimate of A is significant® in 14 of the 20
cases in which the level form is accepted, and it is
significant in 15 of the 19 cases in which the

®The estimate of A will be said to be significant if its
t-statistic is greater than two in table 3.
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change form is accepted. For the general form
the aggregate price expectations variable is sig-
nificant at the 5% level or greater in 26 of the 40
cases. This is thus fairly strong evidence in favor
of the hypothesis that aggregate price expecta-
tions matter. In over half the cases the price
expectations variable is significant.

The estimates of g vary considerably across the
products, and in general they have large standard
errors. The data clearly seem better at tacking
down the sum of the PDL coefficients (A) than
they do at choosing the lag length. The average of
the 26 values of § in the last column in table 3 is
37.95, which says that on average firms look back
about 38 months in forming their expectations of
the future values of the aggregate price level.

The results for table 4 were obtained in a
similar manner as they were for table 3, where
x>-tests are used in place of F-tests.!® The results
in table 4 are qualitatively similar to those in
table 3. The level form is rejected in 19 of the 40
cases, and the change form is rejected in 24 of
the 40 cases. These compare to 20 for the level
form and 21 for the change form in table 3. For
10 products both forms are rejected, compared to
8 in table 3, and for 7 products both are accepted,
the same as in table 3. In all 7 cases in which both
are accepted, the level form has a better fit (and
thus a lower x2 value) than the change form has.
There is thus again slight evidence in favor of the
level form.

The estimate of A is significant in 14 of the 21
cases in which the level form is accepted, and it is
significant in 14 of the 16 cases in which the

 When the rational expectations hypothesis is used, the

objective function that is minimized is v'"ZM " 'Z'v, where v is -

the vector of error terms, Z is the matrix of mstrumental
variables, and M is an estimate of im(1/T)E(2vv'Z). See
Andrews and Fair {1992) for a discussion of this, where the
formula for the covariance of the parameter estimates, includ-
ing the estimate of r, is also presented.

Regarding the x2 test, let S* be the value of the objective
function in the unrestricted case, and let $** be its value in
the restricted case. Then ($** — $*)/T is asymptotically dis-
tributed as y? with & degrees of freedom, where & is the
number of restrictions. A general proof of this is in Andrews
and Fair {1988). In performing this test the value of M must
be the same for both estimates. This meant that for the results
in table 4 the level form had to be estimated twice, once using
the estimate of M computed from the residuals from the
unrestricted form and once using the estimate of M from the
residuals from the general form. Likewise, the change form
had to be estimated twice. Also, for the fifth y2-test the
general form without R, and R,_, included had to be esti-
mated using the same M matrix that was used to estimate the
general form with the two vanables included.

change form is accepted. For the general form
the aggregate price expectations variable is sig-
nificant at the 5% level or greater in 23 of the 40
cases. Again, as in table 3, this is fairly strong
evidence in favor of the hypothesis that aggregate
price expectations matter.

The estimates of r in table 4 range from 1.0 to
12,0, the minimum and maximum allowed. The
average of the 23 estimates of r in the last
column is 4.6, which says that on average the
horizon of firms regarding the effect of aggregate
price expectations on current behavior is about 5
months.

As noted in section 111, the present results are
based on the assumption that agents make deci-
sions for month ¢ based only on information
through month ¢ — 1. If it is instead assumed that
information through month ¢ is available for
month t’s decisions, then the various right hand
side variables should be unlagged rather than
lagged one month. To examine this assumption,
the equations behind table 3 were estimated in
the unlagged case (including P4 not lagged).!
The results were still supportive of the use of the
aggregate price expectations variable, although
not quite as strongly. For the fifth F-test, for
example, 21 instead of 26 equations had a signif-
icant price expectations variable at the 5% level
or greater. The slightly weaker results may cast
some doubt on the assumption that agents know
month t’s information for month ¢’s decisions.

VL. Conclusion

The results in tables 3 and 4 strongly support
the hypothesis that aggregate price expectations
affect individual pricing decisions. Even under
the most general dynamic specification of the
price equation, the expectations variables are sig-
nificant in over half the cases. The results do not
discriminate very well between the level and
change forms of the price equation. There is a
slight edge for the level form, but only slight. The
lag length for the first expectational hypothesis is
not estimated precisely; its average value for the

"1t seems unlikely that simultaneity bias is much of a
problem for the unlagged estimates because each product is
such a small fraction of total cutput in the economy or even of
total cutput in the relevant industry. In other words, it seems
unlikely that there is much correlation between the error term
in any one price equation and the conlemporansous explana-
tory variables. Therefore, no attempt was made to correct for
possible simultancity bias for these estimates.
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most general form is 37.97 months. The lead
length for the second (rational) expectational hy-
pothesis is also not estimated precisely; its aver-

age value for the most general form is 4.6 months.

As noted in the Introduction, the current re-
sults provide some micro evidence for the com-
mon finding of price inertia in the estimation of
aggregate price equations. Gordon (1982), for
example, finds a mean lag of 5.7 quarters (based
on the use of a total lag length of 20 quarters) for
an aggregate price equation estimated using post-
war data. This result is not out of line with many
of the estimated lag lengths in table 3. The cur-

rent results, of course, indicate that one of the

main reasons for the finding of aggregate price
inertia is the price expectations effect. _

As noted in section IV, it would be interesting
I future work to see if tests similar to those
performed in this paper could be performed us-
ing individual firm data. The better the data, the
less likely it is that the price equation has omitted
variables that are correlated with the aggregate
price expectations variable, thus biasing the re-
sults in favor of the expectations hypothesis.

In future work with individual firm data it
might also be of interest to.test the first (naive)
expectational hypothesis against the second (ra-

tional) one. No attempt was made to test the two
hypotheses in this paper. Collinearity problems
are likely to be severe in carrying out this test,
and the main conclusions of this paper are not
sensitive to the particular hypothesis used.!?
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