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ESTIMATING THE UNCERTAINTY OF POLICY EFFECTS IN
NONLINEAR MODELS'

By Ray C. Fair

A method is deseribed in this paper for estimating, by means of stochastic simulation, the
asymptotic variances of multipliers for nonlinear models. It is used to estimate the
uncertainty of the results of eight policy experiments for a particular model.

1. INTRODUCTION

AL THOUGH MACROECONOMETRIC MODELS are widely used to analyze the effects
of alternative government actions on the economy, estimates of the uncertainty of
these effects are rarely, if ever, presented. This is, of course, not surprising, since
most macroeconometric models are nonlinear. Unlike for linear models, formulas
for the asymptotic variances of impact and dynamic multipliers are not known for
nonlinear models.” It is possible, however, to estimate these variances for
nonlinear models by stochastic simulation, and the purpose of this paper is to
discuss the method by which this can be done. The method is discussed in Section
2, and results of applying the method to eight policy experiments for the model in
Fair [7, 10] are presented in Section 3.% Given the obvious importance of knowing
how much confidence to place on the results of any particular policy experimentin
a model, it is hoped that this study will stimulate others to obtain uncertainty
estimates for their models similar to those presented in Section 3.

2. THE METHOD

The method can be applied to a model that is nonlinear in both variables and
coeflicients. Let G denote the total number of equations in the model, M the
number of stochastic equations, and N the total number of predetermined (both
exogenous and lagged endogenous) variables. Assume (for expositional con-
venience only) that the model is quarterly, and let the ith equation of the model
for quarter ¢ be written:

(1) ¢i(3’in---;)’Gr,'zlr,---,er, 3:’)”-‘3& (i=zy-- -,G),

where the y, are the endogenous variables, the z;, are the predetermined
variables, 8, is the vector of unknown coefficients in equation 7, and &, is the error
term corresponding to equation i, For identities, £, is zero for all 1. Also, let 8
denote the vector of all the unknown coefficients in the model, and let ¢, denote

! The research described in this paper was financed by grant 30OC77-03274 from the National
Science Foundation.
% For the formulas for linear models, see Dhrymes [6], Schmidt [15], and Brissimis and Gill [3].
Estimates similar to those in Section 3 do not appear to have been obtained before for nonlinear
models. The closest study in this respect is probably that of Haitovsky and Wallace [12], where
estimates of the total forecasting uncertainty for the FRB-MIT and Michigan models are obtained for
different policy rules.
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the M -component vector of the error terms of the stochastic equations for quarter
t. For simplicity it will be assumed that & ~N(0, £2) for all +, although the
following discussion can be modified to incorporate different assumptions about
the distribution of ¢,

Before discussing the method, it should be noted that although the method
relies heavily on the use of stochastic simulation, it can be explained without going
into the details of the simulation procedures. Because of this and because these
details are in part model specific, no mention of particular simulation procedures
is made in this section. The exact procedures that were followed for the appli-
cation of the method to the model in [7] are explained in the next section.

Let x; denote a particular vector of exogenous variable values over the period
of interest, and let y;4 ({2, 8, x,) denote the k-quarter-ahead expected value of
variable i for quarter ¢ conditional on §2, 8, and x..* Although it is generally not
possible for a nonlinear model to derive an analytic expression for yi, (£2, 8, x1), it
can be estimated by stochastic simulation. If {2 and 8 were known, one would
merely draw for each trial a set of error terms from the N(Q, (2) distribution and
solve the model for this set using 8 and x;. In this case the stochastic simulation
estimate of the expected value would differ from the true expected value only
because of a finite number of draws. In practice, of course, {2 and 8 are not known,
and so one must use estimates of these for the stochastic simulation. Let 3 and ,é
denote these estimates, and let ¥ix 2, é, x1) denote the stochastic simulation
estimate of v ({2, 8, x,) based on these estimates. §iy (3, é, x1) will, of course,
differ from yix (12, 53, x1) not Gnly because of a ﬁmte number of draws but also
because of the use of 2 and g instead of 2 and g’

As will be seen, the method requires that y i, (£2, 8, x1) be estimated a number of
times, One possibility is to estimate this each time by stochastic simulation, as just
discussed. This is, however, fairly expensive, and it fortunately appears to be the
case for many econometric models that good approximations to the stochastic
simulation estimates are the values obtained from setting the error terms to zero
{i.e., to their expected values) and solving the model once.’ In other words, for
many models ¥z (,é, x1) is quite close to ¥ic((2, B, x1), where $5 (B, x1) denotes
the k-quarter-ahead solution value of variable / for quarter ¢ obtained from
setting the error terms to zero. In the following discussion both of these options for
estimating the expected values are considered, although it is likely in most
applications that the cheaper option will be used.

Assume now that one is interested in examining the effects on the expected
" values of the endogenous variables of changing the exogenous variable values

4 All expected values in this paper are also conditional on the values of the endogenous and
exogenous varigbles up to the begmr;ing of the simulation period. For a k-quarter-ahead forecast for
quarter ¢ the beginning quarteris t—k+1,

It should also be noted that although 3 is used for this stochastic simulation, the uncertainty from
the coefficient estimates is not taken into account. The uncertainty of ﬁ is taken into account later in
the method.

S This result has been obtained by Nagar [13], Sowey [16], Cooper [5], Bianchi, Calzolani, and Corsi
[2), Calzolani and Corsi [4], and Fair [9]. The result in {9]is for the model considered in Section 3 of this

paper.
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from x, to x. Let
2) 8% = Vin (02, B, x2) ~ i (2, B, x1),

which is the change in the k-quarter-ahead expected value of variable § for
quarter # as a result of the change in the exogenous variable values. For 8 known,
the difference in the expected values in (2) is not a random variable. The
uncertainty of policy effects comes from the fact that only an estimate of 8 is
available. This uncertainty can be estimated by stochastic simulation as follows.

Consider first the (unrealistic) case in which the distribution of 8 is known. In
particular, assume that {? ~N{(B°, V), where 8° and V are known. (Again, this
normality assumption can be modified.) Let 8% be a particular draw from this
distribution. Given 8%, the expected values of the endogenous variables can be
estimated using first x; and then x,. These expected values can be estimated either
by stochastic simulation or by setting the error terms to zero, If the former is done,
define 8, to be:

(3) Si = )‘;f:k(!i B*, xz) - fi:k (ﬁ, B*, x1),
and if the latter is done, define 5;, to be:
(4) 55::::}7;1.;(3*, Xz)—ffm{ﬁ*, x1).

For each draw of 8%, a value of 8., can be computed, and so by taking a number of
draws it is possible to estimate the mean and variance of 8,4, providing the
moments exist.’” The estimate of the variance of 8 is then an estimate of the
uncertainty of the effect on the k-quarter-ahead expected value of variable | for
quarter ¢ from changing x; to x,.

If the distribution of 8 is not known, which is almost always the case in practice,
then some estimate of it must be used. In most cases the asympotic distribution of
B is known to be normal and one has an estimate of the asymptotic covanance
matrix of 3 Conseguently, one can draw values of 8* from the N (B, V)
distribution, where V is the estimate of the asymptotic covariance matrix of 8

This completes the description of the method. Assuming that stochastic simu-
lation is not used to estimate the expected values of the endogenous variables, a
summary of the steps involved for the method is as follows: (i) Choose a simulation
period, x3, and x,. (ii) Choose a distribution of 8*, say N (é, V). {iii) For each
draw of 8*, run two dynamic simulations of the model over the simulation period,
one using x, and one using x2, where for both simulations the error terms are set
equal to zero. From these results, caiculate 8: in (4) for each variable and quarter.
{(iv) Repeat step (i), say, J times. Let 8% denote the value of 8;x computed on the

7 It is, of course, not obvious that these moments exist. Sargan [14], for example, has shown in the
lingar case for the 28LS and 3SLS estimators that no moments exist for the derived reduced form
coefficient estimates. If in a given application the mean and variance of 8§, do not exist, then one
should estimate other summary measures of the distribution, such as the median, interquartile range,
mean absclute deviation, etc. For purposes of the present discussion it will be assumed that the
moments exist,
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jth trial. Then the estimated mean (8. and variance (s} of 8, are:
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It is important to note that in practice &4 in (5) will not in general be equal to § 5«
in (2}, the true expected value. This is true even if stochastic simulation is used to
estimate the expected values of the endogenous variables, i.e., evenif (3) isused to
compute 8. There are three reasons for this aside from sampling error due to a
finite number oif draws. First, {2 must be used in place of £2. Second, the true
distribution of 8 is not known and so must be estimated. Third, even if the true
distribution of § were known, é would have to be an unbiased estimate of 8. In
other words, ,6° above would have to be equal to B,s In practice, then, the best that
one can hope for is that 8; is close to 8% and that sk is 2 good approximation to
the true variance of the distribution of §u.

it should finally be noted that the method is general encugh to handle any
combination of changes in the exogenous variables. The change from x; to x2 i
not, for example, restricted to a ghange in only one exogenous variable.

3. AN APPLICATION

The method was used to estimate the uncertainty of eight policy actions for the
model in Fair [7, 10]. This model consists of 97 equations, 29 of which are
stochastic, and has 181 unknown coefficients to estimate (including 12 serial
correlation coeflicients), The model is nonlinear in variables and coefficients, the
latter because of the serial correlation coefficients, which are treated for present
purposes as structural coefficients. The model was estimated for the 19541-197811
period (98 observations) by two-stage least squares (2S1.5).

The period considered for the policy actions was 1978IV-19821V (17 quar-
ters). An actual ex ante forecast was first made for this period, using guessed
values of the exogenous variables, and then this forecast was used as a basis for the
policy experimcnts.g FEach experiment corresponded to changing the values of one
fiscal policy variable from the values used for the base forecast. The eight fiscal
policy variables are: d,—profit tax rate; d3;,—personal income tax rate; d4,—
indirect business tax rate; ds,—employer social security tax rate; dg—employee
social security tax rate; JOBGC,—number of government civilian jobs in thous-
ands; XG,—government expenditures on goods in billions of 1972 dollars;
YG,—transfer payments from the government to households, not counting
unemployment insurance benefits, in billions of current dollars.

* 1f, of course, B were known, there would be no multiplier uncertainty.
? Although the simulation period used here is outside of the estimation period, this need not be the
case. There is nothing inherent in the method that precludes within-sample experiments.
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For the XG experiment, XG was changed each quarter (from the value used for
the base forecast) by 10.0 billion dollars at an annual rate. The changes in the
policy variables for the other experiments were made to be roughly comparable to
the XG change. With respect to monetary pelicy, an equation explaining the
behavior of the Federal Reserve is included in this model, and so monetary policy
is endogenous. This equation, which is explained in Fair [8], is an equation in
which the Fed “leans against the wind.” As the economy expands or as inflation
increases, the Fed is estimated to cause the bill rate to rise.

The exact procedure that was followed for the stochastic simulations is as
follows. First, for each of the 29 stochastic equations, 2518 coefficient estimates
are available. These estimates are discussed in Fair and Parke [11]. They are based
on a different set of first stage regressors for each equation. Let ,é denote the
181-component vector of the 2SLS estimates, and let V denote the estimate of the
181 181 asymptotic covariance matrix of 8. Also, let 8* denote the vector of
coefficient values used for a given trial.

For each trial 8* was drawn from the N {é, V) distribution,'" and nine dynamic
simulations (of 17 quarters) were run, each based on setting the error terms to
zero. The first simulation was for the basic set of exogenous variable values, and
gach of the others was for the set after the particular policy change. The number of
trials was 250."% For each of the eight experiments, 250 values of 8 in {4) were
computed for each endogenous variable and quarter. These values were used to
compute 8y in (5) and 54 in (6).'* Note that doing eight experiments at a time
saves a considerable amount of computer time: the base simulation need only be
done once per trial for all eight experiments.

Results for six selected endogenous variables are presented in Table 1. Results
for all eight experiments are presented for real GNP and the GNP deflator, and
results for the X experiment only are presented for the unemployment rate, the
bill rate, the money supply, and the wage rate. The a rows contain the estimated
means ((‘S:,k), and the b rows contain the estimated standard deviations (s,-,k).l‘1L

°The formula for the diagonal blocks of V is presented in Amemiya [1]. The formula for the
off-diagonal blocks is a generalization of that given in Theil {17, pp. 499-500] for the linear case to take
account of nonlinearity and different sets of first stage regressors, For further details see [11].

" The draws for B* were performed as follows, First, a matrix P was computed such that PP’ =
This was done using the LUDECP subroutine in the IMSL, library. Then 181 values of a standard
normal random variable with mean 0 and variance 1 were drawn. This was done using the function
RNOR, which is part of the SUPER DUPER random number generator package at Yale, Let u
denote the 181X ] vector of these draws. Then 8% was computed as B + Pu. Since Eun’ =1, then
E{p*~B) (B*— Y = EPun'P’ = V, which is as desired for the distribution of B*.

*? Fach 17-quarter simulation takes about 1.8 seconds of computer time on the [BM 370-158 at
Yale, and so the total time for the 250 %9 simulations was about 68 minutes.

Because of the possibility that the variances do not exist, mean absolute deviations were also
computed. If the variances do not exist, one might expect the estimated variances to be more erratic
than the estimated mean absolute deviations. In the present case, however, there was no evidence that
this was true, and 50 only the results for the estimated variances are reported here.

1 For the GNP deflator and the wage rate, the 2 and b row values in Table I are expressed as a
percentage of the level of the variable, To be more precise, let §;,, denote the mean (over the 250 trials)
of the k -quarter-ahead forecast of variable { for quarter ¢ from the base simulation. Then the numbers
in the a rows are 100{8/ ¥, ) and the numbers in the b rows are 1005,/ F:s ).



TABLE |
THE RESULTS OF THE STOCHASTIC SIMULATIONS

a = 8 values (estimated means).
b = s, values (estimated standard deviations).

Quartar
Policy 1978 1979 1980 1981 1982
Variable @ v 1 1 11 v 1 i it v 1 7] 131 W t Tf m
Chinged & 1 2 3 4 3 6 7 8 9 10 11 12 13 14 1s 16
_ Real GNP (billions of 1972 dollars at an annual rate)

XG a 94 12.1 12.9 13.0 12.4 11.5 10.4 9.4 8.4 7.5 6.8 6.2 5.6 52 4.8 4.5
b 1.0 0.7 0.9 1.1 1.3 1.4 1.5 1.6 1.7 1.7 1.7 1.8 1.8 1.8 1.9 1.9

JOBGC a 115 10.9 9.8 8.5 6.9 5.4 4.0 2.7 1.5 0.6 -2 -08 -14 -18 -21 -23
b 0.3 0.8 1.2 1.5 1.8 21 2.3 2.4 2.5 2.6 2.7 2.8 2.8 2.9 3.0 3.1

ds a 0.0 2.6 4.0 4.9 5.5 5.8 5.9 6.0 5.9 5.8 5.7 5.6 5.6 5.5 5.4 5.3
b 0.0 1.5 2.1 2.3 2.5 2.5 2.5 2.4 24 2.3 2.3 2.2 2.2 2.2 2.2 2.2

dy a 0.0 34 5.2 6.3 6.9 7.3 7.3 7.3 7.2 7.0 6.8 6.7 6.5 6.4 6.2 6.2
b 0.0 2.1 2.9 32 3.4 35 34 33 32 31 30 29 29 2.9 2.9 249

YG a 0.3 1.2 2.0 2.8 34 38 4.2 4.5 4.7 4.8 4.9 4.9 4.9 4.9 4.9 4.9
b 0.3 0.5 .8 1.1 1.4 1.6 1.7 1.9 2.0 2.3 2.1 2.2 22 2.2 2.2 2.2

d, a 0.0 0.2 0.6 1.1 1.8 2.7 3.8 4.9 0.0 7.0 7.7 83 8.7 9.0 9.1 9.2
b (0.0 0.1 0.3 0.6 0.9 1.3 2.0 2.7 3.4 4.0 4.5 4.9 52 53 5.5 5.5

ds a 0.0 0.1 0.4 0.8 1.3 2.0 2.9 3.8 4,7 54 6.0 6.5 6.8 7.0 7.0 7.0
b 0.0 0.1 0.2 0.4 0.6 1.0 1.6 2.1 2.7 3.2 3.6 3.9 4.1 4.2 4.3 4.3

ds a i4 2.5 32 3.6 3.9 4.1 4.2 4.2 4.2 4.2 4.2 4.1 4.1 4.1 4.0 4.0
b .5 0.6 .7 0.7 0.8 0.8 0.9 0.9 1.0 1.0 1.1 1.1 1.1 1.2 1.2 1.2

98¢l



TABLE I (continued)

Quaster

Policy 1978 1979 1980 1931 ’ 1985
Variable 1 v i o 1 v t n m v I u fli] v H il Il
Changed k 1 2 3 4 5 6 7 8 9 10 11 13 i3 14 15 16

GNP Deflator (per cent of the level of the deflator in percentage points)

XC a 069 130 186 237 280 317 346 369 384 396 405 41y 413 415 416 416

b 010 020 032 045 059 069 080 089 098 105 L1120 119 125 U131 137 142

JOBGC a 198 362 481 573 647 696 730 752 .TT0 74 773 768 767 738 748 738

b 437 071 1 128 151 172 192 208 222 234 245 254 261 268 275 283

d a 000 —-016 —013 -.007 —-.001 006 014 022 029 038 047087 067 078 0 090 103

b H00 010 010 017 026 035 044 052 058 065 071 077 082 D83 004 101

ds @ 000 024 020 —016 —.011 —.005 001 L0700 012 .018 025 032 040 049 038 069

b 000 014 013 024 036 049 060 071 {080 088 096 103 0% .ti6 122 129

YG a 000 004 013 026 041 057 075 095 114 JA34 0 1540 A4 194 215 235 2%

b A00 003 006 011 017 023 031 039 048 057 066 075 085 096 106 118

dy a D00 —.047 —.133 -254 402 -—-576 721 —.B43 943 -1.024 -1.090 -1.143 -1185 —-1.217 —-1.243 —1.262

b 000 029 083 158 250 358 449 526 590 644 688 725 756 782 808 825

ds a D00 —.038 —108 -—205 -.326 —466 -—5385 -—682 762 825 875 -913 -~-942 -962 -976 -—-983

b 000 023 066 127 201 288 361 422 472 512 545 571 592 608 621 631

dy a -—-.679 -673 —665 -—656 -—-.644 633 -622 -611 -—-600 -.589 -~377 565 =553 -—-540 -527 -513
b

004 005 008 011 014 016 019 021 023 025 027 030 032 036 040 044




881

TABLE 1 (continued)
Policy 1978 1979 1980 1981 1982
Variahle @ v 1 i m v I T8 il 2% i 1 1 v H H ] v
Changed  &: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Unemployment Rate (percentage points)
XG a —175 -.364 454 478 —469 —.442 405 -366 -328 295 266 242 222 207 195 -.186 -.180
b 04t 056 059 062 064 066 069 073 077 081 085 .0BR 092 095 097 099 101
Bill Rate (percentage points}
XG a 169 291 363 411 438 448 447 438 424 408 390 373 356 340 324 310 296
b 070 083 087 091 094 098 102 108 111 A48 118 - 1200 121 12t 121 121 121
Money Supply {(billions of current dollars at an annual rate)
XG a 053 122 196 268 333 390 439 482 518 551 580 608 633 659 684 709 735
b 039 095 157 218 276 330 378 422 4.62 499 834 567 3598 629 660 690 720
Wage Rate (per cent of the level of the wage rate in percentage points)
XG a 018 058,103 145 183 214 M40 239 274 281 291 296 298 299 299 299 208
b 010 027 045 061 076 088 098 106 112 d170 121 A28 0 128 131 134 (137 140

MNOTE: X(7 was changed each quarter from its vatue for the base forecast by 10,0 billion dollars at an annual rate, The changes in the other policy variables were made to be roughiy comparable to this.
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The general properties of the model are discussed elsewhere, and so no attempt
will be made here to provide a complete explanation of the 2 row values. A few of
the main differences in these values across experiments will, however, be noted,
One of the important features of the model that should be kept in mind in the
following discussion is its “microeconomic” basis. Included as explanatory vari-
ables in the consumption and labor supply equations, for example, are variables
that one expects from microeconomic theory to affect the consumption and labor
decisions of a utility maximizing household: the wage rate, the price level, interest
rates, tax rates, nonlabor income, and the initial value of wealth. In particular, a
higher price level has, other things being equal, a negative effect on consumption.

Some of the important differences across the a row values are the following,
First, the two expenditure changes {(XG and JOBGC) result in much faster initial
responses than do the tax changes. This is a common property of macro-
econometric models. The JOBGC experiment is more inflationary than is the XG
experiment, primarily because it led to a larger initial decrease in the unemploy-
ment rate {not shown in Table I). The higher inflation rate in the JOBGC
experiment led the Fed to raise the bill rate more than it did in the XG
experiment (also not shown in Table I), which led to a less expansionary
economy in the JOBGC experiment after the first quarter. The decreases in the
profit tax rate (d,) and the employer social security tax rate (ds) led to less inflation
than otherwise, and this is one of the reasons for the increase in real cutput in .
these two experiments. (As noted above, the price level has, other things being
equal, a negative effect on demand in the model.) The decrease in the indirect
business tax rate (d4) also led to a lower GNP deflator than otherwise, in this case
primarily because indirect business tax rates are included in the GNP deflator.

It is interesting to note that the dacreases in the personal income tax rate {ds)
and the employee social security tax rate () led to an initial decrease in the rate
of inflation. A decrease in either of these two rates has, other things being equal, a
positive effect on the labor force (one of the “microeconomic™ features of the
model) and thus a positive effect on the unemployment rate. An increase in the
unemployment rate in turn has a negative effect on the rate of inflation. This
indirect negative effect of d; and ds on the rate of inflation was large enough to
lead to lower initial rates of inflation in the two experiments. This effect is exactly
reversed for the increase in transfer payments (Y, which has, other things being
equal, a negative effect on the labor force.

Consider now the uncertainty estimates in the b rows. In particular, consider
first the values for real GNP for the last quarter of the period. The least uncertain
of the cases is the d4 experiment, with an estimated standard error of 1.3 billion
dollars. This is followed by the X experiment {2.0 billion dollars), and then by
the ds and YG experiments (2.2 billion dollars each). The most uncertain are the
d; and ds experiments (5.5 and 4.3 billion dollars, respectively). This general
pattern also holds for the GNP deflator, although for this variable the standard
error for the last quarter for the XG experiment of .148 percentage points is
slightly Iarger than the standard errors for the ds, ds, and YG experiments (. 108,
.136, and .130 percentage points, respectively).
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For the most part the standard errors increase as the horizon lengthens. The
primary exception to this is in the XG experiment for real GNP, where the two-
and three-quarter-ahead standard errors are less than the one-quarter-ahead
error, The reason for this is hard to explain and not very interesting, but it is
explained in the following footnote.” The fact that the standard errors in Table I
generally increase as the horizon lengthens is not inconsistent with the fact that the
standard errors presented in Brissimis and Gill [3, Table I, p. 468] for Klein’s
Model I generally decrease as the horizon lengthens. The results in [3] are for a
one-period (impulse) change in the particular policy variable, whereas the present
results are for a sustained (step) change.

The standard errors for the money supply and the wage rate (presented for the
X experiment only) are generally larger as a percentage of the a row values than
are the standard errors for the other variables. As reported elsewhere ([8] and
[9]), the demand for money equations and the wage rate equation are on a number
of statistical criteria some of the weakest equations of the model, and this reflects
itself in the present case in fairly large b row values for the money supply and the
wage rate. The standard errors for the bill rate, on the other hand, which primarily
reflect the statistical quality of the Fed behavioral equation, are fairly small. They
are between about one-third and one-fourth of the corresponding a row values.

In general, the standard errors in Table I appear fairly small, although this view
obviously depends on one’s initial priors. The present results are consistent with
the results in [9], where estimates of the total forecasting uncertainty of the model
are presented. For these estimates the contribution of the uncertainty of the
coefficient estimates to the total uncertainty is in general relatively small. In
conclusion, however, it should be noted that the present method does not account
for the uncertainty from the possible misspecification of the model, and so
estimates like those in Table I are merely lower bounds of the true uncertainty of
policy effects in the model.

Yale University

Manuscrips received December, 1978 revision received September, 1979,

'S First, the X (5 experiment results in a large indtial change in sales of goods, something which is not
true of any of the other experiments. Second, the production equation in the model is in log form and
has a serially correlated error. The log of sales is one of the explanatory variables in this equation.
Therefore, the change in production in the first quarter is proportional, among other things, to the
change in sales in the first quarter times ¢°“-7, where g is the estimate of the serial correlation
coefficient and &_, is the estimated error term from the previous quarter. The change in production in
the second quarter is proportional to the change in sales in the second quarter times 2771 Sinee

quarter-ahead forecast. The uncertainty of 4 thus contribites more to the uncertainty of the
one-quarter-shead forecast than it does to the others, and this effect is large enough in the X
experiment {because of the multiplicative nature of the error term and the change in sales} to lead to an
overall standard error for real GNP that is larger in the first quarter than it is in the second and third
quarters.
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