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THE PRODUCTION-SMOOTHING MODEL IS 
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Monthly data in physical units for seven industries are used to examine the production-smwthing 
hypothesis. The results strongly support this hypothesis. Significant effects of expected future sales 
on current production are found for four industries. and the estimated decision equations for all 
seven industries imply production-smoothing behavior. The previous negative results appear to be 
due to the USC of data biased against the hypothesis - the shipments and inventory data of the 
Department of Commerce. The paper aiso shows that sensible results can be obtained from 
estimating approximations 10 decision equations as opposed to estimating Euler equations. 

1. Intmduction 

Recent literature has been concerned with the question of whether produc- 
tion is smoothed relative. to sales.’ Contrary to what one might expect, this 
does not .seem to be the case, and various explanations have been offered as to 
what might be going on. Most of this work, however, has relied on data of 
questionable reliability. Miron and Zeldes (1988b), for example, using two-digit 
industry data, have pointed out that production data derived from the ship- 
ments and inventory data reported by the Department of Commerce do not 
closely match the industrial production data reported by the Board of Gover- 
nors of the Federal Reserve. This conclusion was reached earlier in Fair (1969, 
p. 128) for four three-digit industries: Meat Products, Tires, Blast Furnace and 
Basic Steel Products, and Iron and Steel Foundries.* Lack of good data may 
be a particularly acute problem in testing the production-smoothing hypothe- 
sis, where one is looking for differences in the paths of two series that are 
possibly small relative to the average levels of the paths. 

‘The suthar is indebted to Valerie Ramey and a referee for helpful comments and to Jeffrey 
tiron and Stephen tildes for supplying the Department of Commerce data. 

‘See. for example, Blinder (1981, 1986a.b). Blanchard (1983). West (1986), Miron and Zeldes 
(1988a), and Ramey (1988). 

‘For the Tire industry. tbe Department of Commerce data were compared to data reported by 
the Rubber Manufacturers Asseciation. For the other three industries, the Department of 
Commerce data were compared to the data from the Federal Reserve. 



There are better data available than those from the Department of Com- 
merce, and this paper uses some of these data. It uses monthly data in physical 
units for seven three- and four-digit industries to examine this hypothesis. 
Department of Commerce (DC) data for similar industries are also used for 
comparison purposes. The results using the physical-units data strongly sup- 
port the production-smoothing hypothesis3 Also, the results comparing the 
physical-units data to the DC data suggest that the DC data are biased against 
the production-smoothing hypothesis. Therefore, many of the previous nega- 
tive results regarding the production-smoothing hypothesis may simply be due 
to the use of bad datx4 

2. The time interval 

The question of whether production is smoothed relative to sales or ship- 
ments is not independent of the length of the time interval of the data. 
Consider the production and shipment of a good like a candy bar. If a plant 
produces a fixed number of candy bars an hour when it is operating, then 
within the interval that the plant is continuously operating, defined say as a 
‘batch’ run, production is surely smoothed relative to shipments, which will 
probably be carried out at most a few times an hour. The length of a batch run 
may be anywhere from a few hours to many days. Only for intervals longer 
than the length of a batch run is it possible that production per interval 
will fluctuate more than shipments per that interval. If the interval is a decade, 
fluctuations of production across decades are likely to be virtually identical to 
fluctuations of sales. 

Most studies use a month as the time interval, and this is also done here. 
Months, however, have the unfortunate characteristic that they are not all of 
the same length. and adjustments need to be made for this fact. Most of the 
monthly data from the government are adjusted for the number of working 



days in the month. For example, in computing the industrial production index, 
the Federal Reserve Board (FRB) estimates the number of working days in 
each month in each industry and divides the production figures by the number 
of working days to put them on a daily rate basis. The physical-units data 
collected for this study have not been adjusted for the number of working 
days, and so the FRB adjustment was applied to the data. In addition, as will 
be seen, for two industries - Cigarettes and Cigars - adjustment was made for 
the fact that many firms in the two industries shut down for vacations in July 
and December. 

The main question examined in this paper is thus whether the average rate 
of production per month fluctuates more or less than the average rate of sales 
per month. It turns out, however, that the overall results are not sensitive to the 
use of rates instead of levels. 

3. A preliminary examination of the data 

Let Y, denote the level of production in month f, let S, denote the level of 
sales or shipments in month f, and let “; denote the stock of inventories at the 
end of month f.s By definition, production equals sales plus the change in 
inventories: 

Monthly data in physical units on at least two of these three variables are 
available for the Cigarette, Cigar, Tire, Cement, Copper Refining. Lead 
Refining, and Slab Zinc industries in the United States. (Data sources are 
presented in the appendix.) For three industries - Ties, Lead Refining, and 
Slab Zinc - data on all three variables are available. None of the data used in 
this study are seasonally adjusted. It seems to make little sense to seasonally 
adjust the data when testing the production-smoothing hypothesis. The hy- 
pothesis is about actual changes in production, sales, and inventories, not 
seasonally adjusted changes. 

Data on the number of working days in a week for each industry are 
available from the FRR Given these data and given a calendar for each year, 
one can compute the number of working days in each month for each 
industry. 0, will be used to denote the number of working days in month I for 
the given industry. 
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For the Cigarette and Cigar industries, data on Y, and S, are available, and 
data on v, were constructed using eq. (1) and a benchmark value for V. For 
the Cement and Copper Refining industries, data on Y, and V, are available, 
and data on S, were constructed using eq. (1). For the other three industries, 
where data on all three variables are available, eq. (1) does not hold exactly 
(life is never simple), and so at least one variable is measured with error. For 
each of these industries, three sets of data were used. For the first set, the data 
on Y, and y were used to construct data on sales using eq. (1). Let SS, denote 
this computed sales variable. For the second set, the data on y and S, were 
used to construct data on the stock of inventories using eq. (1) and an initial 
benchmark value for the stock of inventories. Let rU; denote this computed 
inventory stock variable. For the third set, the data on S, and V, were used to 
construct data on production using eq. (1). Let YF denote this computed 
value of production. The following equations thus hold for these three indus- 
tries: 

r,=.s.s,+(v,-v,_,), (Ia) 

r,=.s,+(V- VK_,), (lb) 

Yr,=&+(V;- c-1), (ICI 

Adjustments to 0, were made for the Cigarette and Cigar industries for the 
months of July and December. Plots of the data for y for these. two industries 
show large declines in output in July and December. From personal interviews 
with production managers of firms in these two industries, it was determined 
that these declines reflect vacation shutdowns for a week or two by many firms 
in the industries. Shutdown days are nonworking days (like Saturdays and 
Sundays for industries that do not work these days), and they should not be 
counted in 0,. In order to adjust for shutdowns, estimates are needed of the 
average number of shutdown days in July and December. These estimates 
were obtained as follows. 

Consider July for the Cigarette industry. Monthly data were collected from 
1952 through 1987 (26 years). For each year Q = (Y,,,/D,,, + Y&D&/2 
was computed. Let R,,,,= Y,&Q. R,,,, would be the number of working 
days in July in the year in question if the rate of production in July were the 
same as the average rate in June and August. If D,,, is the number of working 
days in July not adjusting for vacations (data from the FRB), then Z,uly = 
D July - RI”,, is the estimated number of vacation shutdown days in July in the 
given year. Although it is unrealistic to assume in any one year that the July 
rate of production is the same as the average rate in June and August, this is 
probably not an unrealistic assumption across many years. With 26 years 
worth of data, 26 values of R,,, and then Zrulr can be computed. Let Z,,, 



denote the average of these 26 values. &,, was taken to be the estimate of the 
number of vacation shutdown days in July. Given this value, D,“,, for a given 
year was taken to be, the number of working days in July of that year before 
adjustment minus Zp,y. A similar procedure was followed for December, 
where Q m this case 1s (Y,,,/D,,,, + Y,,,/D,,)/2. This procedure was also 
followed for the Cigar industry. For Cigarettes the estimated adjustment for 
July was 4.07 days, with a standard error of 1.22 days, and the estimated 
adjustment for December was 5.02 days, with a standard error of 1.71 days. 
For Cigars the estimated adjustments were 6.03 and 5.92 days, respectively. 
with standard errors of 1.58 and 1.72.6 

It should be stressed that adjusting for vacations in the above way begs the 
question of why firms shut down for vacations in July and December. This 
pattern, for example, may reflect nonconvexities in technology or in workers’ 
preferences, which in principle should be modeled, or it may primarily be 
historical accident. Whatever the case, the adjustment does not dramatically 
influence the results. and it is only made for two of the seven industries. 
Similarly, as noted above, the results are not sensitive to the adjustment for 
the number of working days in the month. 

DC data on production and shipments were obtained from Miron and 
Zeldes (198813). Data for four industries were used here - Tobacco; Rubber; 
Stone, Clay, and Glass; and Primary Metals. Cigarettes and Cigars are in the 
Tobacco industry (and in fact make up almost all of the Tobacco industry); 
Tires are in the Rubber industry; Cement is in the Stone, Clay, and Glass 
industry; and Refined Copper, Refined Lead, and Slab Zinc are in the Primary 
Metals industry. The production data were derived from data on shipments 
and inventories (including work in progress inventories). For present purposes 
the nonseasonally adjusted data were used. The data were available from 
February 1959 through December 1984. 

The first question to ask of the data is whether the variance of production is 
greater than or less than the variance of shipments. As in Blinder (1986a) and 
Miron and Zeldes (1988b), the variables were d&ended first.’ The results are 
presented in table i. Consider the results for the physical-units data first. 
Results for two sample periods are presented: the longest sample period 

%x estimates were not rounded to the nearest integer because it is not the case that all firms in 
the industries shut down for the same number of days. 

‘The same procedure was used here as was used in Blinder (1986a) and Miron and Zeldes 
(1988bj. The log of each variable was regressed on a umsfanf and time. The coeficients IWIT 
estimated by GLS under the assumption of a second-order autoregressive process of the error 
term. The antilogs of the fitted values of this regression were then subtracted from the actual 
values to create the detrended data. The estimates of the cc&Kent of the time trend were 
insignificant for Copper Refining and Lead Refining, and so no detrending was done for these two 
industries. The estimates for the time trend for Cigars and Slab Zinc were negative (and 
significant). The estimation period used for the detrending was always the same as the sample 
period used to compute the variance ratios. 
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allowed by the data and the sample period corresponding to the period used 
for the DC data. The results are quite striking, given the recent results in the 
literature. For the data in daily rates, only in one case for the Cigar industry 
and in three cases for the Tire industry is the variance of production greater 
than the variance of sales. Otherwise, the ratio of the variance of production to 
the variance of sales varies from 0.354 to 0.943. Similar results hold for 
production and sales not divided by 0, (under the heading ‘monthly levels’) 
except for the Cigarette industry and in one case each for the Cigar and Tire 
industries, where not adjusting for the number of working days reverses the 
result. The overall results using the physical-units data thus provide strong 
support for the production-smoothing hypothesis. 

Consider now the results for the DC data. For three of the four industries 
the variance of production is greater than the variance of sales, although the 
ratio for one of the three - Primary Metals - is very close to one. It is useful 
to compare these results to those in table 3 in Miron and Zeldes (198813) (MZ). 
They differ from the MZ results because the sample period is longer here 
(ending in December 1984 rather than in July 1981) and because seasonally 
unadjusted data have been used. For Stone, Clay, and Glass the ratios are 
0.708 here and 1.12 in MZ. This difference is primarily due to the use of 
seasonally unadjusted data. There are large seasonals for Stone, Clay, and 
Glass, and production appears to be smoothed relative to sales in the unad- 
justed data. For Tobacco the ratios are 3.115 here and 2.43 in MZ, both very 
large numbers. For Rubber the ratios are very similar - 1.115 here and 1.13 in 
MZ. Finally, for Primary Metals the ratios are 1.011 here and 0.96 in MZ. 
These two ratios are fairly close, although on the opposite sides of one. It is 
interesting to note that Primary Metals is the only industry in table 3 in MZ in 
which the ratio is less than one. In the seasonally unadjusted data it is slightly 
greater than one. 

What do the results in table 1 say about the DC data? First, for the three 
industries where data on production, sales, and inventories are 
available - Tires, Lead Refining, and Slab Zinc - production is less smooth 
relative to sales when it is computed from the identity - row (c) - than when 
the level of sales is computed from the identity row (a). [It is also the case 
that production is less smooth relative to sales in row (c) than in row (b) for 
Lead Refining and Slab Zinc, but not for Tires.*] These results suggest that 
measurement errors are such as to add additional noise to the computed 
variables. Since production is the computed variable in the DC data, this may 
be an important reason that the DC data tend to show production noisier than 
S&S. 

‘1 don’t know why row (b) for Tires, which uses direct data on both production and sales, is at 
odds with the other two rows for this industry [row (b) having sales smoother than production]. In 
many months the identity is far from being met for this industry, and so there are dearly large 
measurement errors somewhere. 
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Second, one can make at least a rough comparison of the physical-units 
results and the DC results in table 1. The DC results for Tobacco seem 
particularly bad. The ratio is 3.115, which compares to 0.857 for Cigarettes 
and 0.943 for Cigars. The physical-units data for Cigarettes and Cigars, which 
are IRS data, seem fairly good, which suggests that the DC data for Tobacco 
are heavily biased against production smoothing. The DC ratio for Rubber is 
1.115, which compares to 1.010 for Tires [using row (c)l, for a difference of 
0.105. The DC ratio for Stone, Clay, and Glass is 0.708, which compares to 
0.527 for Cement, for a ditTerence of 0.181. Finally the DC ratio for Primary 
Metals is 1.011, which compares to 0.874 for Copper Refining, 0.961 for Lead 
Refining [using row (c)l, and 0.869 for Slab Zinc [using row(c)], for differences 
of 0.137,0.050, and 0.142. The DC ratios for these three industries thus appear 
on average to be biased upward by a little over 10 percent, assuming that the 
physical-units results are about right, although this estimate is obviously very 
crude. 

Note that the DC ratios are larger than the physical-units ratios even when 
the latter are also based on computed production data - row (c) for Tires, 
Lead Refining, and Slab Zinc. The DC data are thus likely to be biased against 
production smoothing on two counts. First, the production data are computed 
from the shipments and inventory data. Second, even holding the way produc- 
tion is computed constant, the DC data show production noisier relative to 
shipments than do the physical-units data. 

The conclusion from table 1 that the physical-units data support the 
production-smoothing hypothesis is generally consistent with the results in 
Ghali (1987), Krane and Braun (1989), and Dim&s and Kollintzas (1989). 
Ghali’s results are based on cement data by district and on data from five 
other industries. Ghali finds that nonseasonally adjusted d&ended output is 
less variable than shipments in 18 of the 19 cement districts and in three of the 
other five industries (table 1, p. 466). Krane and Bran examine physical-units 
data for 38 industries and find that the variance of production is less than the 
variance of shipments in 21 of the 38 cases. Of the other 17 cases, 10 are 
accounted for by agricultural and lumber products. Dim&s and Kollintzas use 
physical-units data and tind evidence of production smoothing in the petroleum 
industry (p. 120, fn. 9). The results from these three studies thus add support 
to the view that the negative results concerning the production-smoothing 
hypothesis are due to the use of poor data9 
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4. Estimated decision equations 

In examining the production decision of a representative firm, the standard 
approach in the literature is to assume that a firm chooses production, given 
sales, to minimize the expected present discounted value of costs, 

L = E, : @CT+;, 
,=L 

subject to eq. (l), where C,+j is the cost in period f + i and p is the discount 
factor. E, is the expectations operator conditional on information available at 
time 1. C,+( is usually taken to be a function of y,,,, J,+,_~, s<+;, and 
~+i_l:‘O 

C,,( =f(y,+;, Y*+i-l,S,,i, L-1). (3) 

Given a specification for f, given Y,_~ and K-1, and given the conditional 
distributions of the current and future values of s, it is possible in principle to 
solve for the optimal value of y,, which will be denoted JJ~. 

It is generally not possible to derive an analytic expression for _$, and other 
approaches are needed. One approach is to estimate the parameters of the cost 
function from the first-order conditions. While this approach is currently 
popular, it has the disadvantage of requiring a parametric specification of the 
cost function.” Also, it is usually not possible to back out the decision 
equations once the first-order conditions have been estimated. 

An alternative approach, which is followed here, is to estimate approxima- 
tions to the decision equations. The procedure is as follows. First, the random 
variables s,+~, i=O,l, are replaced by their expected values, E,s,+?, i= 
O,l, It is a common procedure in the engineering literature to replace 
random variables with their expected values to make the problem tractable. In 
the case of a quadratic objective function and a linear model, this replacement 
results in no loss because certainty equivalence holds. Otherwise, there is some 
loss, but many problems may be close enough to the linear-quadratic case for 
the loss to be fairly small 

Given this replacement in the present context, one can write the decision 
equation for current-period production as 

v”=f(y,_,,V,_l,E,s,,E,s,+l,E,~~iz,..., Oh ./ (4) 
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where LI is the vector of parameters of the cost function. Eq. (4) states that the 
optimal value of production for period t is a function of y,_,, V,_a and 
expected future sales. The functional form of (4) is generally not known. The 
aim of the empirical work is to estimate equations that are approximations of 
(4). One part of the empirical work is to find measures for the expected values, 
and the other part is to choose the functional form. It is not possible to 
recover the parameters of the cost function using this approach, but it is 
possible, as will be seen below, to examine whether the estimated equation 
implies production-smoothing behavior. The estimated residuals from the 
estimation work can be interpreted as errors approximating the true decision 
equations and the true expectation-formation mechanism. 

For the work below eq. (4) is assumed to be linear. Two expectational 
hypotheses are examined. For both hypotheses it is assumed that firms know 
current sales: E,s, = s,. The first hypothesis, hypothesis A, is that firms expect 
a future month’s sales to be the same as the sales in the same month a year 
ago: E,s,+,=s,+,-12. The second hypothesis, hypothesis B, is that firms form 
expectations rationally and that there is an observed vector of variables 
(observed by the econometrician), denoted Z,, that is used in part by tirms in 
forming their (rational) expectations. The estimation work below does not 
require for consistent estimates that 2, include all the variables used by firms 
in forming their expectations. Z, was taken to include the constant term, a 
linear time trend, K_1, y,_,, st_,, i = 0, 1, .12, and eleven seasonal dummies. 
The lead length for both hypotheses was taken to be six months. 

Under hypothesis A the equation was estimated by ordinary least squares, 
and under hypothesis B the equation was estimated using Hansen’s (1982) 
method-of-moments estimator.‘* 

a,=(T-j)~~‘f: up_, and I$=(T-i)~‘~Z,Z,.,. j=O,l x..., J, 
‘=, r-; 

where tar is the estimated residual for period f from the ZSLS regression and J is the order of the 
moving average (five in the present case). The estimate of M is then (z+,B,+o,B, +a,B{ 
+ +a,B, + a,!;). See Hay&i and Sims (1983) for a discussion of this way of estimating M. 
The more general way of estimating M did not produce sensible results. 
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As the model has been set up so far, there are no sign or size restrictions on 
the coefficients. The following specification leads to some restrictions, and it 
will be useful to examine the coefficient estimates within this framework. Let 
V,* denote the firm’s long-run desired stock of inventories. V,* is assumed to 
be a function of sI: 

v,*=P,+P,&~ P, ’ 0. (5) 

Let Y,* denote the firm’s desired rate of production in period f if there were 
no costs of adjusting production. Yr * is assumed to be determined as 

Yr*=sr+~o(K*- K:-1) + ~~,(E,s,+;-E,s,+i~l)r (6) 
i-l 

Y[>O, i=O,l,..., n. 

F,q. (6) states that a desired stock of inventories greater than the actual stock 
leads the firm, other things being equal, to produce more than it sells (so as to 
build the stock back up). Also, if sales are expected to increase in the future, 
this leads the firm, other things being equal, to produce more than it sells (so it 
can meet some of the increased future sales by selling out of inventories).” If 
the actual stock of inventories is equal to the desired stock and if sales are not 
expected to change in the future, then desired production is simply equal to 
current sales. 

If there are costs of changing production, actual production may differ from 
desired production. Actual production is assumed to be 

Y,TY,+, =h(Y,* _Y,-11, O<X<l. (7) 

Eq. (7) is a standard partial-adjustment equation. Combining eqs. (5), (6), and 
(7) yields 

Y,-Y,-,=XY~Po+h(s,-Y,~,)+Xy,P,s,-X~~VJ~, 

” 

+A x u,(E,s,+;- &L-I). (8) 
i-l 

Estimating eq. (8) is the same as estimating an equation with Y, on the 
left-hand side and the constant term, Y,_,, F’_1, sI, and E,J,+~ (i = 1,. , n) 
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on the right-hand side. (Remember that E,s,=s, by assumption for both 
exceptional hypotheses.) This latter equation is simply the linear version of eq. 
(4) with E, s, = s,. Eq. (8) thus imposes no restrictions on the linearized version 
of eq. (4). The advantage of estimating the equation in the form of (8) is that 
the coefficients have some interpretation. This interpretation will, of course, be 
wrong if eqs. (5)-(7) are poor approximations, but at least eq. (8) provides an 
initial framework. The key question here is whether the estimated decision 
equations imply production-smoothing behavior, and the examination of this 
question below is valid even if the interpretation of the coefficients in eq. (8) is 
wrong. 

The results of estimating eq. (8) are presented in table 2.14 Consider first the 
results using the physical-units data, which are the most trustworthy. They are 
as fo11ows. 

(1) The estimates of h are all significantly less than one (and greater than 
zero), which supports the partial-adjustment eq. (7). 

(2) All the estimates of hro (and thus the implied estimates of yO) are 
positive as expected. 

(3) The implied estimate of & is negative for three industries - Cigarettes, 
Copper Refining, and Lead Refining. At least for these three industries, eq. (5) 
is rejected, and V,* must be a function of other than just the current level of 
sales. 

(4) The expected future sales variables are highly significant for Cigarettes, 
Cigars, Tires, and Cement. For these four industries the two expectational 
hypotheses lead to roughly the same results, with perhaps a slight edge to 
hypothesis B. The expected future sales variables are not significant for the 
other three industries. For these three industries the F test of the hypothesis 
that all the expected future sales variables have coefficients of zero is not 
rejected under expectations hypothesis A. 

(5) The hypothesis of structural stability between the two halves of the 
sample was tested for each equation using a Wald test.” The hypothesis was 
rejected for Cigarettes and Cement under both expectational hypotheses and 
for Slab Zinc under hypothesis A. 

(6) Looking at the overall results for a given industry, the results for Tires 
are quite good. They provide strong indirect support for eqs. (5)-(7). Note that 
expected future sales as far as six months ahead significantly affect current 
production decisions. The results for Cement are also quite good except for the 
structural stability test. Results for the Cement industry are based only on 195 
observations, which may not be enough to provide a reliable test of structural 
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1.044 

-53.9 
(2.05) 

1.050 
(36.07) 

0.0682 
(2.71) 

0.088 
(2.57) 

0.129 
(2.67) 

0.126 
(2.43) 

0.099 
(1.75) 

0.127 
(2.60) 

O.Wl 
(1.51) 

0.030 
(0.W 
0.856 

50.0 
1.14 

291 
6.21 

I.015 

-65.1 
(2.47) 
0.962 

(38.82) 

0.0641 
(3.99) 
0.070 
(3.20, 

0.206 
(8.56, 

0.262 
(10.93) 

0.197 
(1.99) 

0.226 
(10.82) 

0.092 
(4.47) 
0.126 
(6.21) 

0.868 
40.3 
1.66 

291 
11.03 
37.13" 

0.699 

78.5 
(2.27) 

0.989 
(41.12) 

0.0429 
(2.33) 

0.066 
(2.49) 

0.309 
(10.04) 

0.253 
(8.83) 

0.213 
(7.64) 

0.260 
(10.90) 

0.087 
(3.83) 

0.139 
(6.19) 

0.856 
42.2 
1.56 

291 
7.48 

0.621 

~49.3 
(0.87) 

0.879 
(32.71) 

0.0178 
(2.811 
0.023 
(1.70) 

0.053 
(3.25) 

0.062 
(2.64) 

0.008 
(0.35) 

0.025 
(1.11, 

0.001 
(0.04) 

-0.075 
(3.19) 

0.815 
132.0 
1.19 

291 
15.75 
6.04" 

0.936 

-2.7 
(0.W 
0.887 

(37.86) 

0.0118 
(1.75) 

0.010 
(0.58) 

0.119 
(3.66) 

0.040 
(1.17) 

-0.020 
(0.58) 

0.024 
(0.74) 

~0.021 
(0.12) 

-0.140 
(5.17) 
0.840 

123.0 
1.23 

291 
16.40 

0.978 



stability. The results for Cigars are also good. The results for Cigarettes suffer 
from a negative value for & and failure of the structural stability test. The 
results for Copper Refining, Lead Refining, and Slab Zinc are the least good. 
The only good estimate is the estimate of h. There is not much support for 
eqs. (5) and (6) for these three industries, although there is for eq. (7) because 
of the estimates of h. 

Consider now the results using the DC data in table 2. The results for Stone, 
Clay, and Glass and for Primary Metals are good. The estimates of h and hyo 
are positive and significant, and the implied estimates of /3, are positive. The 
expected future sales variables are highly significant, and the Wald test accepts 
the hypothesis of structural stability. For the Tobacco and Rubber industries 
the estimates of h are greater than one (except for hypothesis A for Tobacco), 
and for Tobacco the implied estimates of & are negative. The expected future 
sales variables are significant, althougb the most significant coefficient esti- 
mates are negative for Tobacco. The hypothesis of structural stability is 
accepted except for hypothesis B for Tobacco. 

5. Implied production-smoothing behavior 

Do the estimated equations in table 2 imply production smoothing behav- 
ior? This question can be examined in the following manner. Consider 
hypothesis A first. Give” this hypothesis and given values of y,+,, y-I, 
s,, s,_ ,, ,s,_,~, an estimated equation can be used to solve for yt. K can then 
be solved for “sing the formula 6 = K_I + y,D, - s,D,, where 0, is the number 
of working days in the month. Give” these values and given a value for sz+ 1, 
one can solve for JJ,+l and then T+l. This process can be repeated throughout 
the sample period. This is a dynamic simulation of the estimated equation 
give” the actual sales path. The predicted values of y from this simulation are 
the values that the firm would choose “sing the estimated decision rule and the 
give” sales path. A similar procedure was followed for hypothesis B. In this 
case the actual future sales values were used for the expectatio”s.‘6 

Having run a dynamic simulation, one can then compare the predicted 
production path with the actual sales path to see which is smoother. This is 
done at the bottom of table 2. The ‘implied production-smoothing’ figure in 
each case is the ratio of the variance of detrended predicted production to the 
variance of detrended actual sales. I’ In every case for the physical-units data 
the ratio is less than one, and so the estimated decision equations imply 
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production-smoothing behavior. For the DC data the results for Stone, Clay, 
and Glass and for Primary Metals imply production smoothing, but the results 
for Tobacco and Rubber do not.‘R 

It is important to note that the production-smoothing figures at the bottom 
of table 2 are not dependent on the specification of eqs. (5)-(7) being correct. 
These equations impose no restrictions on the linearized version of eq. (4), and 
so the results in table 2 are simply estimates of the linearized version of eq. (4). 

It is also important to be clear on what the production-smoothing figures do 
and do not show. The predicted values from the equations show what 
production would be if firms followed the equations exactly. Given sales, firms 
deterministically determine production. If instead there are production shocks 
or decision errors on the part of the firms, then actual production will deviate 
from that predicted by the decision rule. These shocks and errors are likely to 
lead to actual production being more variable than production predicted from 
the rule. (For all but Cement, predicted pioduction in table 2 is smoother 
relative to sales than is actual production in table 1.) If the shocks and errors 
are roughly equal to the estimated errors of the equations, then one is roughly 
back to comparing actual production to actual sales, which is done in table 1. 

6. Conclusion 

The results in table 1 show that the physical-units data support the produc- 
tion-smoothing hypothesis and that the Department of Commerce data appear 
to be biased against the hypothesis. The results in table 2 show that the 
estimated decision equations based on physical-units data imply production 
smoothing. For four of the seven physical-units industries quite strong &as 
of expected future sales on current production decisions were picked up. Even 
the estimated decision equations using Department of Commerce data imply 
production-smoothing behavior for two of the four industries, and for one of 
the two industries where production-smoothing behavior is not implied- 
Tobacco - the Department of Commerce data seem particularly bad. The 
overall results in this paper are thus quite supportive of the production- 
smoothing hypothesis, and they help show why negative results using Depart- 
ment of Commerce data have been obtained in the past. This paper also shows 
that sensible results can be obtained from the approach of estimating approxi- 
mations to the decision equations. Given the mixed results that have been 
obtained in the literature estimating Euler equations, estimating decision-equa- 
tion approximations appears to be a useful alternative. 

‘“‘I& equations in table 2 for the physical-units data were also estimated over the same sample 
period used for the DC data (except for Cement). In every case the estimated equations implied 
production smoothing. The implied production-smwthing numbers were: 0.737 for Cigarettes, 
0.849 for Cigars. 0.633 for Tires, 0.611 for Copper Refining, 0.639 for Lead Refining, and 0.762 for 
Slab Zinc. 



Data appendix 

Cigarettes and Cigars 

Data from the Department of Treasury, Bureau of Alcohol, Tobacco, and 
Firearms. Data collected for the period January 1952 to August 1988. Estima- 
tion period: February 1953 to December 1987. Break at December 1969 for 
the Wald test. Units are in millions for cigarettes and in hundreds of 
thousands for cigars. Small and large cigars are added together. Data on Y and 
S collected. Benchmark v&x used to construct V were 148964 in December 
1987 for cigarettes and 7733 in December 1987 for cigars. 

Tires 

Data from the Rubber Manufacturers’ Association. Data collected for the 
period January 1947 to June 1987. Estimation period: February 1948 to 
October 1986. Break at December 1966 for the Wald test. Units are thousands 
of tires passenger car plus truck and bus tires. Data on Y, S, and V 
collected. 

Data from the Bureau of Mines. Data collected for the period January 1947 
to December 1964. (The Bureau of Mines ended its publication of these data 
in 1964.) Estimation period: February 1948 to April 1964. Break at December 
1955 for the Wald test. Units are thousands of barrels. Data on Y and V 
collected. 

Copper Rejining. Lead Rejining, Slab Zinc 

Data from past issues of Metal Statistics. Data collected for the period 
January 1947 to December 1987. Estimation period: February 1948 to April 
1987. Break at December 1966 for the Wald test. Units are in tons. Data on Y 
and V collected for Copper and on Y, S, and V for Lead and Zinc. 

Department of Commerce Data 

Data obtained from Miron and Zeldes (1988b). Data collected for the 
period February 1959 to December 1984. Estimation period: February 1960 to 
April 1984. Break at December 1971 for the Wald test. Data on Y and S 
collected from Miron and Zeldes. Data on V constructed from the data on Y 
and S using benchmark values of zero in February 1959. Benchmark errors 
are absorbed in the estimates of the constant terms in table 2. The Department 
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of Commerce data are approximately adjusted for the number of working days 
in the month, although the units are such that the appropriate identity is 
Y, = .S, + V, - I’_,: not, as for the physical-units data, y,D, = s,D, + K - K_,. 
The reason the working-day adjustment is only approximate is the following. 
Miron and Zeldes start out with data on shipments and the stock of invento- 
ries. The shipments data are adjusted for the number of working days, but the 
inventory-stock data are not. They then use the identity Y, = S, + V, - V,_i to 
construct the production data. Because the inventory-stock data have not been 
adjusted for the number of working days, this procedure is not quite right: Y, 
is not completely adjusted for the number of working days. For present 
purposes, however. this problem was ignored, and V, was constructed from S, 
and x using the definition. 
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