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Preface

On December 16 to 18, 1980, the IBM Scientific Center in Pisa, under the
directorship of Dr Renzo Marconi, organized an International Symposium on
Criteria for Evaluating the Reliability of Macro-economic Models, with the
University of Pisa serving as sponsor. Approximately 260 people attended. The
Symposium, held in the Centro Studi Cassa di Rispaxmio di Pisa, was an exciting
experience because of the important subject matter and the distinguished
participants.

Although the use of macro-economic models is widespread around the world,
how to evaluate the reliability of these models is by no means a simple matter.
Many approaches should be taken to perform this difficult task. The Symposium
has provided a forum for the presentation and discussion of some of the most
important approaches. The papers presented and the accompanying discussion
are now collected in this volume. The material is extremely useful for anyone who
wishes to formulate an informed opinion concerning a macro-economic model or
who wishes to improve the reliability of one. Certainly, no simple magic formula
can be expected to do the job, but an understanding of the concepts and tools
presented in this volume will enable a reader with patience and ingenuity to
evaluate and improve the reliability of econometric models.

We owe a special debt to Professor Edwin Kuh of MIT who contributed
significantly to the planning of the Symposium and was to serve as its chairman,
but could not attend because of an untimely illness. This volume would not be
possible without the enthusiastic cooperation of every author and discussant. To
them, our sincere thanks. The first editor would also like to acknowledge financial
support from the National Science Foundation for his work in editing this
volume and for the preparation of Chapters 1 and 8.

GREGORY C. CHOW
PAOLO CORSI

vii
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CHAPTER 11

The Effects of Misspecification
on Predictive Accuracy

R. C. FAIR
Yale University

11.1 INTRODUCTION

This paper is concerned with the estimation of misspecification effects on
predictive accuracy. In a recent study (Fair, 1980a) I have proposed a method for
estimating the total uncertainty of a forecast from an econometric model:
uncertainty due to (1) the error terms, (2) the coefficient estimates, (3) the
exogenous variables, and (4) the possible misspecification of the model. The
method allows one to estimate the uncertainty from each of these sources
separately, and so it can be used to examine the effects of misspecification on
predictive accuracy. The emphasis in this paper is on the misspecification effects.
The method is reviewed in Section 11.2, and then misspecification effects for my
model are examined in Section 11.3. Estimates of total predictive uncertainty for
my model are presented in Section 11.4. Section 11.5 contains a brief conclusion.

The method can be applied to a model that is nonlinear in both variables and
coefficients. The general model will be written as:

fiyoXoo) =uy  i=1l..,n t=1..T, 1)

where y, is an n-dimensional vector of endogenous variables, x, is a vector of
predetermined variables (including lagged endogenous variables), and &; is a
vector of unknown coefficients. The first m equations are assumed to be
stochastic, with the remaining u;, (i = m + 1,...,n) identically zero for all t. For
expositional convenience the model will be assumed to be quarterly.

112 A REVIEW OF THE METHOD

The uncertainty of a model’s forecast that is due to the error terms and coefficient
estimates can be estimated by stochastic simulation, given an estimate of the
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194 R. C. Fair

distribution of the error terms and an estimate of the distribution of the coefficient
estimates. Each ‘trial’ consists of draws of the error terms for each quarter of the
forecast period and of the coefficients. Stochastic-simulation procedures are to
some extent model specific, and for purposes of describing the method it is
unnecessary to discuss the details of any particular procedure. The procedure
that was followed for the results in this paper is discussed in Section 11.3. Let 67,
denote the variance of the forecast error for a k-quarter-ahead forecast of variable
i from a simulation beginning in quarter t, and let 6%, denote the stochastic-
simulation estimate of g2

It is also possible to estimate by means of stochastic simulation the uncertainty
of a model’s forecast that is due to the uncertainty of the exogenous variables,
given an assumption about the uncertainty of the exogenous variables
themselves. There are two polar assumptions that can be made about the
uncertainty of the exogenous variables. One is, of course, that there is no
exogenous-variable uncertainty. The other is that the exogenous-variable
forecasts are in some way as uncertain as the endogenous-variable forecasts.
Under this second assumption one could, for example, estimate an autoregressive
equation for each exogenous variable and add these equations to the model. This
expanded model, which would have no exogenous variables, could then be used
for the stochastic-simulation estimates of the variances. While the first
assumption is clearly likely to underestimate exogenous-variable uncertainty in
most applications, the second assumption is likely to overestimate it. This is
particularly true for fiscal-policy variables in macro-econometric models, where
government-budget data are usually quite useful for purposes of forecasting up to
at least about eight quarters ahead. The best approximation is thus likely to lie
somewhere in between these two assumptions.

The assumption that was made for the results in Fair (1980a) and for the results
in Section 11.4 is in between the two polar assumptions. The procedure that was
followed was to estimate an eighth-order autoregressive equation for each
exogenous variable (including a constant and time in the equation) and then to
take the estimated standard error from this regression as the estimate of the
degree of uncertainty attached to forecasting the change in this variable for each
quarter. This procedure ignores the uncertainty of the coefficient estimates in the
autoregressive equations, which is one of the reasons it is not as extreme as the
second polar assumption.

It is also unnecessary for purposes of describing the method to discuss the
details of any particular assumption about exogenous-variable uncertainty. All
that needs to be noted is that some assumptions must be made. If equations for
the exogenous variables are not added to the model, but instead some in-between
procedure is followed, then each stochastic-simulation trial consists of draws of
error terms, coefficients, and exogenous-variable errors. If equations are added,
then each trial consists of draws of error terms and coefficients from both the
structural equations and the exogenous-variable equations. In either case, let 62,
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denote the stochastic-simulation estimate of the variance of the forecast error that
takes into account exogenous-variable uncertainty as well as uncertainty from
the error terms and coefficients.

Estimating the uncertainty from the possible misspecification of the model is
the most difficult and costly part of the method. It requires successive re-
estimation and stochastic simulation of the model. It i$ based on a comparison of
estimated variances computed by means of stochastic simulation with estimated
variances computed from outside-sample forecast errors.

Consider for now stochastic simulation with respect to the structural error
terms and coefficients only (no exogenous-variable uncertainty). Assume that the
forecast period begins one quarter after the end of the estimation period, and call
this quarter t. As noted above, from this stochastic simulation one obtains an
estimate of the variance of the forecast error, 2,. One also obtains from this
simulation an estimate of the expected value of the k-quarter-ahead forecast of
variable i. Let y;, denote this estimate. The difference between this estimate and
the actual value, y; +4— 1, is the mean forecast error:?

Bk = Yirrk-1 — f’itk- )

Ifit is assumed that y;,, exactly equals the true expected value, ;, then &, in (2)

is a sample draw from a distribution with a known mean of zero and variance o
The square of this error, 82, is thus under this assumption an unbiased estimate of
62,. One thus has two estimates of 6%;: one computed from the mean forecast

error and one computed by stochastic simulation. Let d;, denote the difference
between these two estimates:

- ~2
diy = Sizxk — Oitk- 3)

If it is further assumed that 62, exactly equals the true value, then d;, is the
difference between the estimated variance based on the mean forecast error and
the true variance. Therefore, under the two assumptions of no error in the
stochastic-simulation estimates, the expected value of dy is zero.

The assumption of no stochastic-simulation error, i.e. yix = Vi and 67 = 65,
is obviously only approximately correct at best. Even with an infinite number of
draws the assumption would not be correct because the draws are from estimated
rather than known distributions. It does seem, however, that the error introduced
by this assumption is likely to be small relative to the error introduced by the fact
that some assumption must be made about the mean of the distribution of d,.
Because of this, nothing more will be said about stochastic-simulation error. The
emphasis instead is on the possible assumptions about the mean of the
distribution of d,,, given the assumption of no stochastic-simulation error.

The procedure just described uses a given estimation period and a given
simulation period. Assume for sake of an example that one has data from quarter
1 through 100. The model can then be estimated through, say, quarter 70, with the
forecast period beginning with quarter 71. Stochastic simulation for the forecast
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period will yield for each i and k a value of d;7,, in (3). The model can then be re-
estimated through quarter 71, with the forecast period now beginning with
quarter 72. Stochastic simulation for this forecast period will yield for each iand k
a value of d;;, in (3). This process can be repeated through the estimation period
ending with quarter 99. For the one-period-ahead forecast (k = 1) the procedure
will yield, for each variable i, 30 values of di,, (t = 71,..., 100); for the two-period-
ahead forecast (k = 2)it will yield 29 valuesofd,,, (t = 72,...,100);andso on. Ifthe
assumption of no simulation error holds for all ¢, then the expected value of dy, is
zero for all ¢.

The discussion so far is based on the assumption that the model is correctly
specified. Misspecification has two effects on d;,, in (3). First, if the model is
misspecified, the estimated covariance matrices that are used for the stochastic
simulation will not in general be unbiased estimates of the true covariance
matrices. The estimated variances computed by means of stochastic simulation
will thus in general be biased. Secondly, the estimated variances computed from
the forecast errors will in general be biased estimates of the true variances. Since
misspecification affects both estimates, the effect on d;, is ambiguous. It is
possible for misspecification to affect the two estimates in the same way and thus
leave the expected value of the difference between them equal to zero. In general,
however, this does not seem likely, and so one would not expect the expected
value of d;,; to be zero for a misspecified model. The expected value may be
negative rather than positive for a misspecified model, although in general it
seems more likely that it will be positive. Because of the possibility of data mining,
misspecification seems more likely to have a larger positive effect on the outside-
sample forecast errors than on the (within-sample) estimated covariance
matrices.

An examination of how the d;,;, values change over time (for a given i and k) may
reveal information about the strengths and weaknesses of the model that one
would otherwise not have. This information may then be useful in future work on
the model. The individual values may thus be of interest in their own right, besides
their possible use in estimating total predictive uncertainty.

For the total uncertainty estimates some assumption has to be made about
how misspecification affects the expected value of d;,. For the results in Fair
(1980a) it was assumed that the expected value of d, is constant across time: for a
given i and k, misspecification was assumed to affect the mean of the distribution
of d;, in the same way for all ¢. Other possible assumptions are, of course, possible.
One could, for example, assume that the mean of the distribution is a function of
other variables. (A simple assumption in this respect is that the mean follows a
linear time trend.) Given this assumption, the mean can be then estimated from a
regression of d;,; on the variables. For the assumption of a constant mean, this
regression is merely a regression on a constant (i.e. the estimated constant term is
merely the mean of the dy, values).? The predicted value from this regression for
period ¢, denoted dis, is then the estimated mean for period t.
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An estimate of the total variance of the forecast error, denoted 632,, is the sum of
%, — the stochastic-simulation estimate of the variance due to the error terms,
coefficient estimates, and exogenous variables —and dj:

62 = 0% + dine 4)

Since the procedure in arriving at 6§, takes into account the four main sources of
uncertainty of a forecast, the values of 62, can be compared across models for a
given i, k, and t. If, for example, one model has consistently smaller values of 62,
than another, this would be fairly strong evidence for concluding that it is a more
accurate model, i.e. a better approximation to the true structure.

This completes the outline of the method. It may be useful to review the main
steps involved in computing 62, in (4). Assume that data are available for quarters
1 through T and that one is interested in estimating the uncertainty of an eight-
quarter-ahead forecast that began in quarter T+ 1 (ie. in computing &% for
t=T+ land k = 1,...,8). Given a base set of values for the exogenous variables
for quarters T+ 1 through T+ 8, one can compute 62, for t = T+ 1 and
k =1,...,8 by means of stochastic simulation. Each trial consists of one eight-
quarter dynamic simulation and requires draws of the error terms, coefficients,
and exogenous-variable errors. These draws are based on the estimate of the
model through quarter T. This is the relatively inexpensive part of the method.
The expensive part consists of the successive re-estimation and stochastic
simulation of the model that are needed in computing the d;,, values. In the above
example, the model would be estimated 30 times and stochastically simulated 30
times in computing the d;, values. After these values are computed for, sdy,
quarters T—r through T, then d;, can be computed fort = T+ landk = 1,...,8
using whatever assumption has been made about the distribution of dj,. This
then allows 62 in (4) to be computed for t = T+ 1 and k = 1,...,8.

In the successive re-estimation of the model, the first quarter of the estimation
period may or may not be increased by one each time. The criterion that one
should use in deciding this is to pick the procedure that seems likely to
correspond to the chosen assumption about the distribution of d;;; being the best
approximation to the truth. It is also possible to take the distance between the last
quarter of the estimation period and the first quarter of the forecast period to be
other than one, as was done above.

It is important to note that the above estimate of the mean of the dy
distribution is not in general efficient because in general the error term in the d;,;
regression is heteroskedastic. Even under the assumption of no misspecification,
the variance of d,, is not constant across time. Without further assumptions
about the distribution of &, in (2), there is little that can be done about improving
the efficiency of the estimates. Litterman (1979) for some of his results assumes
that &, is N(0,6%,), and this allows him to estimate the mean of the d,
distribution by maximum likelihood (pp. 63—64). The problem with this
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approach is that the assumption that &, is normally distributed is not in general
correct, and so it is not clear that Litterman’s approach does in fact lead to more
efficient estimates. This is still an open question.

11.3 CALCULATION AND ANALYSIS OF THE d;, VALUES

I have used the method discussed in Section 11.2 to calculate d;,;, values for my
model (Fair, 1976, 1980b) for a forecast horizon of eight quarters. The model was
estimated and stochastically simulated 44 times for these results. It may help in
understanding the method to describe in some detail the steps that were involved
in these calculations.

The model consists of 97 equations, 29 of which are stochastic, and has 183
unknown coefficients to estimate, including 12 first-order serial correlation
coefficients. It is nonlinear in both variables and coefficients. The data base that
was used for this study consists of observations from 19521 through 198011,
although the observations for 1980 II were preliminary and with one exception
noted in Section 11.4 were not used for the results.

The first of the 44 estimation periods was 1954 1-1968 IV (60 observations).
The coefficients were estimated by two-stage least squares (2SLS), and the
covariance matrix of the coefficient estimates was computed. Let & denote the
vector of coefficient estimates, and let ¥ denote the estimated covariance matrix.*
Given the coefficient estimates, the covariance matrix of the error terms was
estimated as (1/60)EE’, where E is the 29 x 60 matrix of values of the estimated
error terms. Let £ denote this matrix. Given these estimates, stochastic
simulation was then performed for the 1969 1I-1971 1 period (8 quarters).> Both
the distribution of the error terms and the distribution of the coefficient estimates
were assumed to be normal. Each trial consisted of a draw of the 29 error terms
for each of the 8 quarters from the N(0,£) distribution and of a draw of the
coefficients from the N (&, V) distribution.® Each trial is a dynamic eight-quarter
simulation. The actual values of the exogenous variables were used for these
simulations. Assume that the quarters are numbered consecutively beginning
with 19521, so that 196911, the first quarter of the simulation period, is quarter
number 70. Let yi,0, denote the value on the jth trial of the k-quarter-ahead
prediction of variable i from the simulation beginning in quarter 70. For J trials,
the estimate of the expected value of this variable, denoted ¥ ;70y, is:

- 1L .
Viror = 7 Z Pa0k- (5)

j=1

The estimate of the variance of the forecast error, 6%y, is:

. 13 =
0'i270k = 7 Z (Plaok — yi70k)2- (6)
i=1 _
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The number of trials used for these estimates was 25.7 Values of 100(G70/¥ i70x)s
k=1,...,8, for real GNP are presented in the first half of row 1 in Table 11.1.
These values are the stochastic-simulation estimates of the standard errors of the
forecast, expressed as a percentage of the forecast mean. Given j ;704 the mean
forecast errors were next computed using (2). Values of 100(|2;70xl/¥ i70x),
k=1,...,8, for real GNP are presented in the second half of row 1 in Table 11.1.
These ratios are the estimates of the standard errors of the forecast based on the
actual outside-sample forecast errors, again expressed as a percentage of the
forecast mean.

The second estimation period was 19541-19691 (61 observations), which
differs from the first period by the addition of one quarter at the end. Note that the
first quarter of the period was left unchanged. The coefficients were estimated by
2SLS for the period, and ¥ and £ were computed. Stochastic simulation was then
performed for the 1969 III-19711I period, yielding (for each variable i and
k=1,...,8) values of  ;7,x and 6% . Given y ;7,,, the mean forecast errors were
computed using (2). Values of 100(6;71x/Y i714) and 100(j&714l/Vira). k= 1,..., 8,
for real GNP are presented in row 2 in Table 11.1.

The above process was repeated for the remaining 42 estimation periods. Since
only data through 19801 were used for the present results, the length of the
simulation periods for the last seven sets of estimates was less than eight, as can be
seen in Table 11.1. The last estimation period was 19541-1979111 (103
observations), and for this set of estimates the simulation period was merely one
quarter, 19801, which is quarter number 113.

The results in Table 11.1 show that the stochastic-simulation estimates of the
standard errors vary considerably across prediction periods (for a fixed k). Part of
this variability can be explained by sampling error, since only 25 trials were used
for each stochastic simulation. (Cost considerations prevented more trials from
being performed.) This does not, however, appear to be the main cause of the
variability. I re-ran a few of the 44 stochastic simulations using 250 trials, and in
general the variability between the estimates based on 25 trials and those based
on 250 trials was small relative to the variability across prediction periods. It thus
appears that there is considerable variability of forecast-error variances across
time (for a fixed k), at least for my model. This variability is due to different
covariance matrices, different initial conditions (i.e. different lagged values of the
endogenous and exogenous variables), and different values of the exogenous
variables for the prediction periods.

It is possible from the results for the 44 periods to compute values of d;, in (3)
for each of the 97 endogenous variables fork = 1,...,8. For k = 1,44 values of d;;;
can be computed (t = 70,...,113). For k =2, 43 values can be computed
(t=171,...,113), and so on through k =8 (t = 77,...,113).

It is possible, as discussed in Section 11.2, to try to estimate equations
explaining d;, (for a fixed i and k). The explanatory variables in these equations
would be variables that one felt had an effect on the degree of misspecification of



Table 11.1 Estimated standard errors for 44 estimation periods for real GNP. (Each simulation period begins two quarters after the end
of the estimation period)
Estimation 100(G 14/ i) 100(&ikl /Y i)
period ending .
in k: 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 1968 1V 066 094 141 1.63 210 295 438 549 024 1.69 269 3.36 346 328 195 227

2 1969 1 077 123 171 201 231 328 4.04 448 094 140 192 1.78 134 0.17 056 0.32

3 11 068 093 1.13 134 1.82 203 268 329 0.30 1.02 137 1.66 0.55 1.61 156 1.28

4 111 070 094 1.10 134 158 178 221 234 061 049 081 024 101 133 135 1.39

5 1v 066 1.17 175 215 263 297 345 3.76 0.25 0.57 024 1.19 162 188 261 3.19

6 1970 1 0.80 1.07 1.01 133 159 180 1.85 219 1.10 049 191 210 226 266 295 4.24

7 II 068 0.82 1.18 1.86 223 278 3.05 3.40 0.85 058 149 1.66 252 338 503 5.18

8 11 069 121 175 207 241 244 235 243 1.58 249 274 329 322 434 415 372

9 1v 043 0.78 1.29 1.57 194 211 225 203 0.56 1.00 043 0.11 138 1.76 195 203
10 1971 1 070 1.30 1.67 175 212 252 290 3.06 022 0.16 059 191 206 210 245 1.38
11 11 074 136 1.82 213 232 241 290 3.31 0.60 1.49 3.17 382 447 510 398 3.80
12 111 076 097 1.19 159 191 198 221 269 042 196 256 326 394 3.18 3.57 4.05
13 v 075 1.11 1.69 186 204 219 232 237 1.09 1.13 1.83 249 143 182 236 0.80
14 1972 1 052 0.72 1.06 138 140 1.71 218 298 026 0.71 143 083 120 1.69 020 099
15 11 058 091 1.17 131 124 140 1.82 227 0.35 1.04 0.16 043 0.66 1.25 0.87 0.77
16 111 051 0.70 1.06 137 191 239 3.12 429 054 040 034 0.01 1.52 123 097 1.80
17 v 0.65 095 1.29 1.61 229 3.12 3.64 4.66 1.12 079 0.27 1.60 1.21 0.73 1.68 3.33
18 1973 1 053 087 125 1.66 233 302 417 537 0.32 053 250 215 191 251 3.67 1.26
19 11 048 088 145 225 267 3.16 341 347 020 1.73 120 124 235 430 2.80 1.99

00¢
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the model. If, for example, one felt that the misspecification of the model was
greater during periods of rapidly rising import prices, some variable measuring
import prices or the rate of change of import prices could be tried as an
explanatory variable. Another possibility would be to use as an explanatory
variable a dummy variable that took on, say, a value of one in the quarters in
which misspecification was considered greater and zero otherwise. If one felt that
the degree of misspecification was changing smoothly over time, then a time trend
could be tried as an explanatory variable to test this. The ordinary least squares
estimates of these equations would not be efficient even if the correct explanatory
variables were used because, as discussed in Section 11.2, the error terms in the
equations are heteroskedastic. Nevertheless, the estimates might reveal useful
information regarding the misspecification of the model.

No regressions of the above kind were in fact run for the results in this paper.
Instead, values of d;,;, were plotted and examined in a casual way to see if any
systematic tendencies could be noted. Given the relative small number of
observations (between 37 and 44) and the fact that there is little past experience
examining values of this kind, it seemed best at this stage to take a less formal
approach. For the plots for variables with trends, like real GNP, d,, was
normalized by the square of the forecast mean before being plotted. In other
words, d;,/y 2. was plotted instead of d;,. (Remember that dy, is in units of the
variable squared.) With respect to the values in Table 11.1, d;,./y 2 is for a given k
the difference between the square of the value in the first half of a particular row
and the square of the value in the second half of the row.

The plot for real GNP for the one-quarter-ahead forecast (k = 1) is presented
in Figure 11.1. It is clear from this plot that there is no obvious pattern. The values
are not obviously larger on average for one subperiod than for another, and there
is no obvious trend in either direction. The four largest values are for 19711,
19741, 19751, and 1976 I. This can also be seen from the results in Table 11.1. The
estimation period ended in 1970 III (row 8) for the simulation period beginning in
19711 and, for this set of estimates, the absolute value of the one-quarter-ahead
forecast error is large (1.58 percent). Likewise, the one-quarter-ahead errors in
rows 20, 24, and 28 are large (1.54, 1.58, and 1.57 percent, respectively). 1971 I isa
quarter following an automobile strike, and this probably accounts for the large
value for this quarter. Although the other three quarters are in a period of rapidly
rising U.S. import prices (due to rapidly rising oil and food prices and the
weakness of the dollar), the fact that the values for these three quarters are not
surrounded by other large values considerably lessens the evidence in favour of
the hypothesis that the misspecification of the model was greater during this
period.

Similar ‘nonsystematic’ plots were obtained for other variables in the model.
Plots are presented in Figures 11.2-11.6 for five other variables (for k = 1): the
GNP deflator, the unemployment rate, the wage rate, the bill rate, and the money
supply. As can be seen, these plots show no real systematic tendencies. A partial
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Figure 11.1 Real GNP one quarter ahead (k = 1). 44 observations: 1969 11-19801

exception to this is the plot for the bill rate, where the values for the last two
quarters are large. If there was a substantial change in U.S. monetary policy
following the October 6, 1979, announcement of the Federal Reserve, then one
would expect the bill-rate equation in the model, which is meant to explain the
behaviour of the Fed, to be misspecified more in 19791V and 19801 than
otherwise. This appears to be the case from the plot in Figure 11.5. This issue of
the possible change in Fed behaviour is discussed in detail in Fair (1981).
Plots of di; or di/y 2« for values of k greater than one also showed no
systematic tendencies except for a tendency for some of the series to be serially
correlated for values of k greater than about four or five. This can be explained as
follows. If, say, quarter 85 is a difficult quarter to predict, perhaps because of a
large unexplained shock in the quarter, then a dynamic simulation that runs
through this quarter may also do poorly in predicting quarters.86 and beyond. In
other words, the simulation may get thrown off by the bad prediction in quarter
85. This means, for example, that five-quarter-ahead forecasts for quarters 85, 86,
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Figure 11.2 GNP deflator one quarter ahead (k = 1). 44 observations: 1969 11-19801

87,88, and 89 may all be on average poor, thus implying large values for 2, (k = §
and t = 85,...,89). The shock in quarter 85 will have no effect on the stochastic-
simulation estimates of the variances, since these are not based on the actual data
for the endogenous variables for this quarter, and so the large values of the
outside-sample errors imply large values of d,. In this way, serial correlation may
be introduced into the d;,, series for values of k greater than one.

My impression from examining all the plots is that the misspecification of the
model does not appear to have changed over time or to have been different in any
subperlods To give one final example of these plots, d;,/y 2 for real GNP for
k = 8 is plotted in Figure 11.7. The values for 1976111, 19761V, and 19771 are
large, but otherwise there is nothing unusual. The values for these three quarters
are from simulations beginning in 19741V, 19751, and 197511, the period of
rapidly rising U.S. import prices. As can be seen from rows 23, 24, and 25 in Table
11.1, the outside-sample errors for these three simulations are generally large.
This pattern does not persist beyond row 25 (i.e. beyond 19771 in Figure 11.7),
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and so one would probably not conclude from Figure 11.7 that the
misspecification of the model changed in this period.

The fact that the misspecification of the model does not appear to have
changed over time is not in itself encouraging regarding the accuracy of the
model. The misspecification may in fact be quite large, even though unchanging,
and have a large effect on total forecasting uncertainty. What is encouraging
about the results is that the assumption of a constant mean for the d,,, distribution
(for a fixed i and k) seems to be a reasonable approximation.® Given this
assumption, it is possible to estimate the effect of misspecification on total
uncertainty, and this is done in the next section.

11.4 ESTIMATION OF TOTAL UNCERTAINTY

The estimates of total predictive uncertainty for the period 1980 IT1-19821V are
presented in Table 11.2 for six variables. The steps that were involved in obtaining
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Figure 11.3 Unemployment rate one quarter ahead (k=1). 44 observations:
1969 11-19801
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these results will first be explained, and then the results themselves will be briefly
discussed.

Remember that the data base for this study consists of observations from 1952 1
through 198011, although the data for 198011 are preliminary. The last of the 44
estimation periods used for the results in Section III was 19541-1979I11. For the
results in Table 11.2 the model was re-estimated through 19801, i.e. for the
19541-19801 period.? The simulation period was chosen to be 1980 ITI-1982IV.
The values for 198011 were used as initial conditions for the simulations,
although, as just noted, they were not used in the estimation. The values of the
exogenous variables for the simulation period had to be guessed. The values that
were used for this purpose were values that I used in August 1980 to make a
forecast with the model. For future reference, these values will be called ‘base’
values.

Given the estimates of the coefficients and of the covariance matrices and given
the exogenous-variable values, the uncertainty from the error terms and
coefficient estimates was computed by means of stochastic simulation. These
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Figure 11.4 Wage rate one quarter ahead (k = 1). 44 observations: 1969 11-19801
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Figure 11.5 Bill rate one quarter ahead (k = 1). 44 observations: 1969 11-19801

results are presented in the a and b rows in Table 11.2. For the a-row results, only
draws from the distribution of the error terms were made, whereas for the b-row
results draws from both the distribution of the error terms and the distribution of
the coefficient estimates were made. The number of trials used for each of these
two stochastic simulations was 250.

As noted in Section 11.2, for the estimates of exogenous-variable uncertainty
an eighth-order autoregressive equation for each exogenous variable (including a
constant and time in the equation) was estimated. This was done for the 60
nontrivial exogenous variables in the model. The estimation period was
1954 11-1980 1. For each exogenous variable the estimated standard error from
this regression was used for the estimate of the degree of uncertainty attached to
forecasting the change in the variable for each quarter. Given these estimates and
given the base values of the exogenous variables, alternative values of the
exogenous variables can be drawn for the stochastic-simulation trials.'® The
results of stochastic simulation with respect to the error terms, coefficients, and
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Figure 11.6 Money supply one quarter ahead (k = 1). 44 observations: 1969 11-1980 1

exogenous-variable values are presented in the c rows in Table 11.2. These results
were also based on 250 trials. Using the notation in Section 11.2, the c-row values
are values of & ; of & i /J i

The final step is to estimate for each i and k the mean of the d,,, distribution, diss
and then use equation (4) to compute the estimate of the total variance of the
forecast error, 6%;. Given the assumption that the mean of the d;. is constant, d;,
is for each i and k merely the mean of the d,,, values.!! From the results in Section
11.3, these means can be computed for each i and k. For k = 1, there are 44
observations; for k = 2, there are 43 observations; and so en. These means were
calculated, and 63, in (4) was computed. The values in the d rows in Table 11.2 are
the square roots of 7.2 Examining the differences between the d- and c-row
values in Table 11.2 is a way of examining the effects of misspecifications on the
predictive accuracy of the model.

The results in Table 11.2 are fairly self explanatory, although a few features
should be mentioned. Note first that some of the c-row values are less than the
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Figure 11.7 Real GNP eight quarters ahead (k = 8). 37 observations: 19711-19801

corresponding b-row values. Although some of this may be due to sampling error,
there is no requirement that each c-row value be larger than the corresponding b-
row value. In the present model there is a tendency for more variability of prices
to be associated with less variability of real GNP and related real variables. One
of the most important and uncertain exogenous variables in the model is the price
of imports, and this variable has its major impact on prices. Adding exogenous-
variable uncertainty thus increases the variability of prices, and leads, as in row ¢
in Table 11.2 for the GNP deflator, to increased predictive uncertainty for prices.
This increased variability in prices leads, other things being equal, to decreased
variability (and thus decreased predictive uncertainty) in real GNP and related
real variables. There are also undoubtedly other offset effects like this. The net
result of these and other effects may be that for some variables adding
exogenous-variable uncertainty lessens predictive uncertainty.

Note also that some of the d-row values in Table 11.2 are less than the
corresponding c-row values. As discussed in Section 11.2, the mean of the dj



210 R. C. Fair

Table 11.2 Estimated standard errors of forecasts for 1980 I111-1982 1V
a = uncertainty due to error terms.

b = uncertainty due to error terms and coefficient estimates — G;,, O Gi/V i

c= uncertamty due to error terms, coefficient estimates, and exogenous variables —Gin
or o'nk/,Vilk

d= uncertamty due to error terms, coefficient estimates, exogenous variables, and the
possible misspecification of the model — &, OF &ii/V ik

1980 1981 1982

I Iv 1 nm m 1v 1 In ur 1v

0.59 0.96 1.08 120 144 1.52 1.54 155 148 148
0.70 1.11 143 177 199 215 225 235 246 248
0.77 1.11 143 1.69 202 234 2,63 268 278 293
0.82 1.06 142 137 227 2.69 2.89 278

a 032 043 0.51 0.58 0.60 0.64 0.72 0.76 0.82 0.85
b 032 046 0.67 084 103 1.22 143 161 177 194
¢ 046 0.67 0.89 1.09 126 145 164 184 200 219
d 058 1.03 1.53 206 2.56 3.06 358 4.04

Unemploy- a 026 040 0.52 058 0.66 0.74 0.82 085 0.89 092
mentrate b 033 0.54 0.75 091 108 I1.13 1.18 124 128 1.36
¢ 033 052 0.67 0.79 096 1.08 120 132 1.39 1.50

d 037 053 0.61 0.67 0.81 0.87 091 091

a 058 078 099 1.08 1.19 1.30 1.36 142 144 151
b 0.65 105 140 1.73 206 233 2.63 286 3.12 3.38
¢ 071 1.08 146 1.78 204 238 266 294 3.27 349
d 071 1.23 1.80 237 3.03 3.67 433 492

Billrate - a 046 0.67 0.82 093 097 1.00 1.03 1.10 1.20 1.23
b 055 084 107 120 138 1.52 1.64 182 195 206
¢ 054 0.80 099 1.14 129 1.40 .51 1.63 172 1.79
d 072 1.08 1.18 131 149 1.6l 1.69 1.75

a 083 1.09 1.31 146 162 1.79 1.86 195 204 206
b 094 128 1.63 2.05 229 253 277 312 333 363
¢ 092 133 1.67 199 239 271 3.13 347 386 4.28
d 132 203 264 330 410 4.70 541 6.21

Real GNP

aan o9

GNP deflator

Wage rate

Money supply

Estimation period for a, b, ¢ calculations: 19541-19801.

d-row values based on 44 sets of estimates of the model.

Units are percentage points.

The standard errors are divided by ¥, except for the unemployment rate and the bill rate.
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distribution may be negative for a misspecified model, although in most cases this
does not seem likely. There are a few cases in Table 11.2 where this is true,
although in general the estimated means are positive.

The results in Table 11.2 are an update of the results in Table 2 in Fair (1980a).
The previous results were based on 35 sets of estimates of the model, as opposed
to 44 here. The new results are quite close to the old; there appear to be no major
changes in the predictive uncertainty of the model by the addition of 9 more
quarters. For a user of the model the results in Table 11.2 can be used to gauge
how much confidence to place on any given forecast from the model.

It should finally be noted that because the d-row values account for all four
sources of uncertainty, they can be used to make accuracy comparisons across
models. I have used the method for this purpose in Fair (1979), where four models
are compared. The hope is that over time the method can be used to eliminate less
accurate models.

11.5 CONCLUSION

The emphasis in this paper has been on estimating the effects of misspecification
on predictive accuracy. For a correctly specified model the expected value of the
difference between a forecast-error variance estimated by stochastic simulation
and by an outside-sample forecast error is zero (ignoring simulation error). Fora
misspecified model the expected value is unlikely to be zero, and so examining the
differences between these two estimates is a way of examining the effects of
misspecification. The examination of the differences for my model in Section 11.3
did not reveal any evidence that the degree of misspecification of the model was
changing over time or was different for different subperiods. This implies that the
assumption that the mean of the distribution of the differences (for a given
variable and horizon of the forecast) is constant across time may be a fairly good
approximation. Given this assumption, it is possible to estimate the effects of
misspecification on predictive accuracy, and this was done in Section 11.4.
The approach taken in this paper is one of estimation rather than hypothesis
testing. The implicit premise is that misspecification exists and so must be
accounted for in some way. If more were known about the distribution of the
differences, it might be possible to test the hypothesis of no misspecification. As
noted in Section 11.2, Litterman (1979) has made some progress in this area,
although his results are based on a strong assumption about the distribution of
the outside-sample forecast errors. It is clearly an open question as to how much
can be learned about the distribution of the differences. If, however, most models
are misspecified, as I believe is likely to be the case, then testing the hypothesis of
no misspecification is of less importance than trying to estimate the effects of
misspecification. Given an assumption about the mean of the distribution of the
differences, the method discussed in this paper does allow this to be done.
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NOTES

! Note that it is implicitly assumed here that the variances of the forecast errors exist. For
some estimation techniques this is not always the case. If in a given application the
variances do not exist, then one should estimate other measures of dispersion of the
distribution, such as the interquartile range or mean absolute deviation.

2 Note that ¢t denotes the first quarter of the simulation, so that y;, is the estimated
expected value for quarter ¢t + k — 1.

3 For the results in Fair (1980a) a slightly different assumption than that of a constant
mean was made for vanables with trends. For these variables it was assumed that the mean
of d, is proportional to y2,, ie. that the mean of di/y 24 is constant across time.
“There are a few dummy variables in the model that are not relevant for the early
estimation periods, which means that there are slightly fewer than 183 coefficients to
estimate for the early periods. For the first estimation period, for example, there are 170
coefficients to estimate. Although the covariance matrix of the 2SLS coefficient estimates is
not block diagonal (see Fair and Parke, 1980, p. 273), for purposes of the results in this
section only the diagonal blocks of ¥ were computed. It is fairly expensive to compute the
off-diagonal blocks, and this would have to have been done 44 times. Instead, the off-
diagonal blocks were taken to be zero.

5 Note that there is a one quarter gap between the end of the estimation period and the
beginning of the simulation period. In practice the data for the most recent quarter are
usually preliminary, and in my work I use these data as initial conditions for a forecast but
not as observations for estimation, The procedure in this section is consistent with this
practice.

®The draws were performed as follows. Let u* denote a particular draw of the 29 error
terms for quarier ¢ from the N (0, £) distribution. £ was factored into PP', and then u* was
computed as Pe, where e is a 29 x 1 vector of standard normal draws. Since Eee' = I,
then Eu}u} = EPee’P' = £, which is as desired. u* was drawn for each of the eight
quarters. Let a* denote a particular draw of the coefficients from the N (&, 1 ) distribution.
V was factored into PP’, and then a* was computed as & + Pe, where e is a vector of ~
standard normal draws with dimension equal to the number of coefficients. Since Fee’ = I;
then E(@* — &) (& — &) = EPee’P’ =V, which is as desired.

7 The number of trials for the other 43 stochastic simulations was also 25. For a few of the
25 x 44 trials the solution algorithm failed, and in these cases the trials were merely
skipped. This procedure is likely to introduce a downward bias in the stochastic-
simulation estimates of the variances, since the algorithm presumably failed because of an
extreme draw. In most, if not all, of these cases it is likely that a solution could have been
obtained had the solution algorithm been appropriately damped. The number of failures
was fairly small, and so this bias is not hkely to be very large.

8 For variables with trends the assumption is that the mean of d;, is proportional to 3 2.
See Note 3.

9 For this set of estimates the covariance matrix of the 2SLS coefficient estimates was not
taken to be block diagonal, but was instead estimated using formula (4), p. 273 in Fair and
Parke (1980).

19 See Fair (1980a), pp. 374-375, for a detailed discussion of the procedure that was used to
draw the exogenous-variable values.

"!1n this case no ¢ subscript is really needed for d,,, since it is not a function of t.

12 For variables with trends the mean of the d,./y 2 values was ca]culated (fora given iand
k) and this mean was added to & 2,/y %, to yield a value of a,,k/y i The d-row values in
Table 11.2 for these variables are the square roots of 62,/ 2,.
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Discussion

M. GRASSINI
Universita di Firenze

I will begin my comment on Fair’s paper by quoting the following sentence: ‘It is
clear that the method relies heavily on the use of stochastic simulation, but it can
be explained without going into the simulation procedure.’

In my own view, however, a simulation procedure can and must be considered.
A good reason for this is that Fair’s results rest heavily on his methodology. Other
papers —at least one —to be presented at this meeting are devoted precisely to
those aspects of the question indirectly connected with the simulation procedure
adopted. Evidence of the impact of outliers on the computed values and on the
tendencies shown by the main statistics considered provides a useful contribution
to the evaluation of the results.

Here I wish to say a few words on what I believe is the main topic of the paper,
the d-statistic. First of all, on the procedure adopted for computing it, and
secondly on the use of the statistic.

The estimation of misspecification is based upon the difference between the
estimated variances based on the mean forecast error (y —y) and the ‘true
variance computed through stochastic simulation. That is to say, the variance of
the forecast error. Since Fair’s model is specified as having knowledge of ‘past-
history’ up to today, it seems that misspecification is considered to be not only a
characteristic of the model, but a constant of it, a kind of original sin which one
cannot just take into account in passing.

I think that the d-statistic must first be considered an indicator of
misspecification and then used, when its value becomes unacceptable, to revise
the model; the decision as to the level at which it begins to provide strong
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evidence of misspecification belongs to the field of the criteria for evaluating
econometric models. This is the area to which the d-statistic properly belongs and
in which it can be used conceptually; and in fact it has been, even if there is no
evidence of the ‘past’ use of the d-statistic in revising the model. At least indirectly,
we can detect when a model is undergoing a specification process through a
subset of the exogenous variables —namely the dummy variables — which, as is
well known, increase in number as the updating of a model proceeds. Now
explanatory variables, including dummies, and different analytical specifications
of equations occur when indicators such as the d-statistic give strong evidence of
the presence of misspecification. At this point it becomes important to work out
the procedure which links the misspecification indicator to the main sources of
misspecification present in the model.

Further, it must be noted that d is based upon a not strictly outside-sample
forecasting. In fact, the estimated model is specified when the sample has, for
instance, size t = 100 and is then used to produce the misspecification component
of the forecast error as the sample period end is t = 60. To this end, all the
information contained in the available data is used. It is not certain at this point
whether the model ‘outside-sample’ accuracy computed for ¢t = 61-100 will hold
in the future. If it does not, the model will be revised. It thus seems that the
importance of the d-statistic is found more in its use for increasing the reliability
of an econometric model than for measuring the total uncertainty of forecast
errors.

In any case, the d-statistic is a measure of misspecification according to Fair’s
approach. It is thus worthwhile commenting on its use and components. The
detailed representation of the results of the simulation experiments for the real
GNP variable in Table 11.1 can be taken, as I have done, as an invitation to take a
closer look at the components of d in order to analyse the meaning of this measure
of forecasting accuracy.

First of all, one may observe that from the estimation period ending in 1968 IV
up to the period ending in 1979 I11, the sample size shows an increase of about
67 %, which is so remarkable as to lead one to expect some effect on the stability of
the coefficient estimate. In general, such an increase in sample size should reduce,
given no misspecification error, the variance of the forecasting error, at least in
part, because of the decrease in uncertainty in coefficient estimates.
Nonlinearities make this guess rather ambiguous. Anyway, we may take alook at
the tendencies of the standard errors of the forecast presented on the left-hand
side of Table 11.1. Using these figures, a ‘mean’ value for the standard error of the
forecast has been computed and reported in Table 11.3 considering the first N
values, for N = 10, 20, 37 for the different k’s (the quarters ahead).

As long as the ‘mean’ standard error of the forecast is meaningful in detecting
tendencies in the model’s forecasting accuracy, at least for real GNP, we may note
that the model does better for quarters in the second year (as the sample size
increases) while it is a little shortsighted for the first year.
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Table 11.3

‘Mean’ standard error of the forecast

k N: 10 20 37

1 0683  0.656  0.707
2 1.053 1016 1.108
3 1428 1404  1.492
4 1731 1737  1.798
5 2098 2082 2081
6 2516 2483 2396
7 3020 2984 2766
8 3411 3508  3.194

Furthermore, given the assumption used, it is possible to look at the d-statistic
components in a different way. This may indeed be more suitable for evaluating
the predictive accuracy of a model.

If we have

E=y—y
and it is assumed that

y exactly equals the true expected value j
&2 exactly equals the true value o2

and, under no misspecification error, the mean forecast error is such that E(¢) = 0
and E(8%) = o2 instead of the difference between the two estimates of o2 (one
computed from the mean forecast error and one computed by stochastic
simulation), we can work with the ratio

&
c

which, under the above assumptions, has zero mean and a variance of 1. Without
enlarging the set of assumptions concerning the mean forecast error, it is possible
to work with a kind of x? or, if we prefer to remain within the spirit of the d-
statistic, with the mean value of the square of the ratio.

The indicators in Table 11.4 have been computed from the figuresin Table 11.1.

If, on the other hand, we prefer to accept the normality assumption on the
mean forecast error, column (3) is a y? with the degrees of freedom of column (2);
the hypothesis of misspecification error on the model, at least for the real GNP
forecast over all the quarters considered, should, broadly speaking, be rejected.

If this normality assumption must be avoided we can restrict our attention to
column (4). Here, even if there are no boundaries to evaluate if the departure from
1 is large, the figures seem regular enough to justify the conclusion that the
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Table 11.4
1) (2) (3) 4)
Quarters  Numbers of > (8:/6:)? (3)/(2)
ahead forecasts

1 44 52.90 1.20
2 43 39.99 092
3 42 4231 1.00
4 41 41.89 1.02
5 40 4193 1.05
6 39 43.17 1.11
7 38 40.07 1.05
8 37 38.61 1.04

misspecification of the model does not appear to be relevant with respect to the
total uncertainty due to the other sources.

In order to extend our attention to other endogenous variables in the model,
the d-statistic can be computed separately, using the figures in Table 11.2. From
rows c and d it is easy to work out the mean values of d’s; their square roots are
plotted in Figure 11.8. These values are not comparable with the ones computed
for real GNP since they include uncertainty due to exogenous variables. In any
case, it is easy to recognize a strong relationship between the values of column (4)
in the previous table and the plot of the real GNP d-statistic. At least for this
variable, the impact of uncertainty due to exogenous variables does not alter the
tendency of the total uncertainty due to error terms and coefficient estimates. But
even when analysing rows b and ¢, uncertainty due to exogenous variables
appears to be a minor source of the standard error of forecast for all the variables.

Confining ourselves to the six endogenous variables considered in the paper, it
is possible to divide those into two groups: on the one hand we have real GNP,
unemployment rate, and bill rate; on the other hand the GNP deflator, wage rate,
and money supply. For the first group it is possible to assert that the model does
not reveal any evidence of misspecification; for the second group it is hard to say
that misspecification does not exist. The nature of the d-statistic does not permit a
rigorous decision. What can be achieved is a comparison between different
models using one of these as a control experiment. Indeed, this procedure has
been followed by Fair in a previous article in which the model is compared with a
set of equations in which each endogenous variable is regressed on a constant,
time, and its first eight lagged values. This model is particularly suited for
forecasting purposes. This kind of a comparison using an indicator of
misspecification, if not a test, may be a procedure for evaluating how far theory
has been useful in the specification of a model. Using a control model which is an
example of ‘measurement without theory’ we can analyse whether we have been
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able to do better with a given theory. If not, we have a negative measure of its
coherence with real life which remains valid even if the theory itself is considered a
corneistone in our reasoning.



