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INTRODUCTION TO THE SERIES

This series consists of a number of hitherto unpublished studies, which are
introduced by the editors in the belief that they represent fresh contributions
to economic science.

The term economic analysis as used in the title of the series has been
adopted because it covers both the activities of the theoretical economist
and the research worker.

Although the analytical methods used by the various contributors are not
the same, they are nevertheless conditioned by the common origin of their
studies, namely theoretical problems encountered in practical research. Since
for this reason, business cycle research and national accounting, research
work on behalf of economic policy, and problems of planning are the main
sources of the subjects dealt with, they necessarily determine the manner
of approach adopted by the authors. Their methods tend to be “practical”
in the sense of not being too far remote from application to actual economic
conditions. In addition they are quantitative rather than qualitative.

It is the hope of the editors that the publication of these studies will help
to stimulate the exchange of scientific information and to reinforce inter-
national cooperation in the field of economics.

THE EDITORS



To JMF



PREFACE

This study is a revised version of my Ph.D. thesis submitted to the Depart-
ment of Economics at the Massachusetts Institute of Technology in 1968.
1 owe a great deal of gratitede to Professors Franklin M. Fisher, Edwin
Kuh, and Robert M. Solow for their many helpful comments and suggestions
throughout the course of this work. I would alse like to express my appre-
clation to William D. Nordhaus for help at various points in this study.
Most of the computer work was done on the 1BM 7094 computers at MIT
and Princeton University. The research for this work was partly sponsored
by the National Science Foundation and the Woodrow Wilson National
Fellowship Foundation, to whom I am grateful. The revision was sponsored
by a grant from the Office of Manpower Policy, Evaluation, and Research
of the us Department of Labor,

Princeton, New Jersey Ray C. FAR
November 1968
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CHAPTER 1

INTRODUCTION

In the past few years there has been a growing interest in cyclical or short-run
fluctuations in output per man hour. An understanding of these fluctuations
is important in the analysis of such things as short-run fluctuations in unit
labor costs, the short-run distribution of income, the longer-run movements
in output per man hour, and the growth of potential or full employment
output. In the estimation of long-run aggregate production functions, which
has become so popular recently, some account must be made of cyclical
fluctuations in output per man hour and in capital stock utilization. For
policy purposes, an understanding of the relationship between aggregate
output changes and changes in the unemployment rate, of which the short-
run relationship between output and employment is a significant part, is
also of considerable importance.

Beginning with the work of HULTGREN (1960) and KuH (1960), there have
been a number of studies of short-run fluctuations in output and employment.*
There are two basic procedures which have been used in these studies. In
some of the studies output per man hour has been examined directly in an
attempt to discover how it fluctuates with respect to short-run fluctuations
in output. In other studies models determining employment (men or man
hours) as a function of output and other relevant variables have been
developed and estimated, the results of which reveal the short- and long-run
relationships between employment and output. Both of these kinds of studies
seem to find that output per man hour varies directly with output in the
short run, and the latter kind also appears to find evidence of increasing
fong-run returns to labor services alone. This rather universal finding is
contrary to what would be expected from the law of diminishing marginal
productivity of classical economic theory, and Solow has commented that

1 See HULTGREN (1960, 1965), Kuu (1960, 1965a, 1965b), NED (1963), Rames (1963),
Sorow (1964), WiLsoN and Eckstam (1964}, BrecHLinNG {1963), BarL and St Cyr (1966),
Sowico (1966), Brecuring and O'Brien (1967), Durymes (1967), IRELAND and SMYTH
(1967), Masters {1967), and SmyTH and IRELAND (1967).



2 INTRODUCTION 1

it is one of two main paradoxes, “whaose resolution would be a major step
toward the unification of long-run and shori-run theory”.!

In this study a model of the short-run demand for workers and for hours
paid-for per worker is developed and estimated. The model provides an
explanation of the observed phenomenon of increasing returns to labor
services which is not inconsistent with the assumptions of classical economic
theory, and it yields substantially better results than the basic model of
many of the previous studies, which is based on the postulation of an
observable short-run production function and a simple lagged adjustment
process. Central to the model developed here is the idea that during
much of the year firms have on hand too much labor for the amount of
output produced and that during these times the observed number of hours
paid-for per worker is greater than the unobserved number of hours actually
worked per worker. In the course of this study estimates of the amount of
“excess labor” on hand have been made for a number of industries over
time, and the empirical results which have been achieved using these estimates
strongly suggest that the amount of excess labor on hand is a significant
determinant of the short-run demand for workers and for hours paid-for
per worker. The results also suggest that the time stream of expected future
output changes is a significant determinant of these short-run demands as
well. _

The relationship between the number of workers employed and the
number of hours worked per worker has largely been ignored in previous
studies. In this study both this relationship and the relationship between
the number of workers employed and the number of hours paid-for per
worker are examined in detail, and one of the major findings of this study
is that the short-run demand for hours paid-for per worker is influenced by
many of the same factors which influence the short-run demand for workers.
From this analysis the short-run relationship between the number of hours
paid-for per worker and the number of hours worked per worker is seen
to be such that the former cannot be taken as an adequate measure of the
latter except during peak output periods. Having determined the short-run
demand for workers and for hours paid-for per worker, the short-run
demand for total man hours paid-for can be derived, and this in turn provides
an explanation of the relationship between total man hours paid-for and
output,

The data which have been used in this study are considerably more

L SoLow (1964, p. 19).
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disaggregated than those of previous studies. Monthly three-digit industry
data have been used, as opposed to quarterly data for zero-, one-, or two-
digit industries. In a short-run study the use of monthly data has obvious
advantages over the use of quarterly data, and problems of aggregation bias
should be lessened by the use of three-digit industry data. The question of
seasonal adjustment is an important one in a study such as this, and it will be
seen that the universal use of seasonally adjusted data or seasonal dummy
variables in previous studies is unwarranted. All data used in this study
are seasonaily unadjusted.

The outline of this work is as follows. In ch. 2 the previous studies of
short-run employment demand are summarized and discussed, and the
basic model which is common to many of these studies is estimated using
the same data and periods of estimation which are used (o estimate the
model developed in this study. In ch. 3 some empirical evidence on fuctu-
ations in output per man hour is given; the properties assumed about the
short-run production function are discussed; the concept of excess labor is
discussed and estimates of the amount of excess labor on hand are made;
the theoretical model of the short-run demand for workers is developed;
and the various expectational hypotheses which have been tested are dis-
cussed. In ch. 4 the data which have been used are described, and the
results of estimating the model developed in ch. 3 are presented. In this
chapter a comparison of the expectational hypotheses is also made.

In ch. 5 a number of hypotheses regarding the short-run demand for
workers are developed and tested, using the results presented in ch. 4 as a
basis of comparison. The possible short-run substitution of hours for workers
is examined; tests of possible cyclical variations in the short-run demand
for workers are made; the possible effects of labor market conditions (as
measured by the unemployment rate) on short-run employment decisions
are examined; the relationship of the model developed inch. 3 to an alternative
“lagped adjustment” model is discussed and other possible reaction be-
havior is examined; and finally the possible effects of capacity constraints
on the short-run demand for workers is examined. In ch. 6 the Holt,
Modigliani, Muth, and Simon (HMms) model is described and estimated,
and an alternative model which is similar to the model developed in ch. 3
but which uses some of the HvMs ideas is developed and estimated. The
results of estimating these two models are then compared with the results
of estimating the model developed in ch. 3. Ch. 6 concludes with a discussion
of some results achieved using different output data.

In ch. 7 a theoretical model of the short-run demand for hours paid-for
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per worker is developed and estimated. The effects of labor market con-
ditions on the short-run demand for hours paid-for per worker are examined,
and tests of possible cyclical variations in the short-run demand for hours
paid-for per worker are also made. In ch. 8 the results of chs. 4 and 7 are
brought together. The short-run demand for workers and for hours paid-
for per worker are compared, and the short-run demand for total man
hours paid-for is discussed. The relationship between the number of workers
employed and the number of hours paid-for per worker is clearly seen in
this chapter, as is the relationship between fluctuations in tota! man hours
paid-for and fluctuations in output. The economy-wide implications of the
results achieved in this study are also discussed in ch. 8.

In ch. 9 some further statistical tests of the equations which were estimated
in chs. 4 and 7 are presented. The residuals are tested for first-order serial
correlation, and Zellner's two-stage Aitken estimator is used to estimate
the workers and hours equations simultaneously. Zellner's method is also
used to estimate a number of different industry equations simultaneously.
The chapter concludes with a brief comparizon of the short-run demand
for workers across industries,

In ch. 10 a theoretical model of the short-run demand for non-production
workers similar to the model developed in ch. 3 for preduction workers is
developed and estimated, and the demands for the two kinds of workers
are compared. In ch. 11 a summary of the major results and conclusions is
presented, and in the data appendix the individual industry data and the
adjustments which were made in these data are described.



CHAPTER 2

DESCRIPTION AND CRITIQUE OF PREVIOUS STUDIES

2.1 Introduction

In this chapter a brief description of each of the studies listed in footnote 1
on page 1 is given. The theoretical model of each of the studies is described,
but no attempt is made to present the empirical results, since the data used
and the periods of estimation vary widely from study to study. The theoretical
models of many of the studies are quite similar, and for ease of exposition
the basic model which is common to these studies is presented first. Having
done this, it is relatively easy to see how the individual models differ from
the basic model and thus from one another.

After summarizing the studies which develop and use a model similar
to the basic model, an evaluation of these studies is made. The necessity
of making some kind of a cost-minimizing assumption with respect to the
workers-hours mix is emphasized, and the studies are criticized for using
seasonally adjusted data or seasonal dummy variables. Results are then
presented of estimating the basic model using the same data and periods of
estimation which are used fo estimate the model developed in this study.
The results strongly suggest that the basic model is incorrectly specified,
even under a slightly different interpretation of some of the coefficient
estimates.

The chapter concludes with a description of those studies listed in footnote
1 on page 1 which are not based on a model similar to the basic model.
Included in this list are those studies which do not develop a theorctical model
of the short-run demand for workers at all, but instead examine output per
worker or per man hour directly. In this section the Wilson and Eckstein
model is examined in somewhat more detail than the others.

In any study of short-run behavior it is important to make explicit the
time periods to which the variables refer. This is especially true in a study
such as this one where monthly data are used. If, for example, M, is used
to denote the number of workers employed, it is important to know whether
it refers to the number employed at the beginning or end of period ¢, to
the average number employed during period ¢, or to the number employed
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Tasie 2.1

Notation used in ch. 2

Y:  the amount of output produced during period .

L:  the amount of labor services employed during period ¢,

M  the number of workers employed during period 1.

H:  the number of hours worked per worker during period ¢.

K;  the stock of capital during period 1.

T the level of technology during period ¢,

L*  the amount of labor services needed during peried ¢, given ¥i, Kz, and T:.

HS5; the standard (as opposed to overiime) number of hours of work per worker during
period 1.

at some other time during period ¢, When quarterty data are used this
distinction is not as critical, and the question has largely been ignored in
previous studies. Consequently, in this chapter the notation will be rather
loose and reference will be made merely to the values of variables “during
period 17, The symbols used for the various variables are presented in the
text as the variables are introduced, but for reference purposes the symbols
for the more important variables are presented in table 2.1. Beginning in ch. 3,
the notation will be made more precise.

2.2 Description of the models similar to the basic model

2.2.1. The basic model

The model presented here as the “basic model™ makes no assumption about
. cost-minimizing bebavior of firms with respect to the short-run workers—
hours mix. It is thus inconsistent, as will be seen in § 2.3. Because some of
the studies described below make no assumption about cost-minimizing
behavior of firms, the basic model was framed in this way as well. It will be
modified in § 2.3 to correct for this inconsistency.

The basic model begins by postulating a short-run preduction function,
where the amount of output produced during period ¢, ¥,, is taken to be a
function of the amount of labor services used during period ¢, L}, the stock
of capital on hand during period ¢, K, and the existing level of technology, T,:

Y, = F(L;, K, T)). (2.1)

Specifically, it is assumed that the production function is of the Cobb—
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Douglas form and that technology grows smoothly over time at rate y.
Under these assumptions the production function (2.1) can be written

Y, = AL} *K% ", (2.2)

The elasticity of output with respect to labor services is «, and if there are
diminishing returns to labor in the short run, « is less than one. If the
assumption of constant returns to scale is made, then o + f = 1.

The firm is assumed to take the amount of output produced, the capital
stock, and the level of technology as given in the short run and to adjust
its employment according to changes in the three exogenous variables. The
production function (2.2) can be solved for L to yield

Ly = A7V y K gm0, (2.3)

Given the stock of capital and the level of technology, L; is the amount of
labor services required for the production of ¥,. A change in the amount
of output produced, the stock of capital, or the level of technology from
one period to the next will lead to a change in L. Rapid adjustments in L;
may be costly for the firm, however, and only part of the change in L] may
be made during any one period. To take this into account an adjustment
process of the following form is postulated:

Lz/'L:—i = (L:/L,,_l)’l, 0= A= 1 (24)

L, is the amount of labor services employed during period ¢, whereas L;
is the amount of labor services actually required in the production process
during period ¢. The adjustment process (2.4) implies that only part of any
required change in labor services will be made in any one period. A ten-
percent increase in Lj/L, ,, for example, will lead to a less than ten-percent
increase in L,/L,_,, unless of course 4 equals one.

Solving for L7 in (2.4), substituting into (2.3), and taking logarithms yields

1
logL, —logL,.,=——dlog 4 +l~llogY, —gﬁ,logK,
o o o

Ar— AlogL,_,. (2.5)

2 |~

Given time series on the amount of labor services employed, the amount
of output produced, and the stock of capital, eg. (2.5) can be estimated
directly, and as is seen below, many empirical studies of the short-run
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demand for employment have been concerned with estimating equations
very similar to (2.5).

2.2.2. The Brechling mode!

Brechling’s model (BRECHLING, 1965} is similar to the basic model above,
except that he does make an assumption regarding firms’ cost-minimizing
behavior with respect to the workers—-hours mix. He begins by postulating
a short-run production function like (2.1), where the ‘amount of output
produced, the stock of capital, and the level of technology are assumed to
be exogenous. He then postulates that the amount of labor services, L),
in the production function is some function of the number of workers
employed, M,, and the average number of hours worked per worker, H,:

Ly = f(M,, H). (2.6}

Brechling assumes that there are two hourly wage rates per period ¢, wy,
and wy,. w,, is the rate which is payable up to the standard number of
hours of work per worker during period ¢, denoted as HS,, and w,, is the
overtime rate. The total wage bill (short-run cost function) during period #
is then

W, = (Hy, wy, + Hy wy )M (2.7)

W, is the total wage bill, M, is again the number of workers employed
during period ¢, and Hy, and H,, are the average number of hours worked
per worker during period ¢ for standard and overtime pay respectively.
Given the amount of labor services needed during period ¢, L, the wage
bill (2.7} can be minimized with respectto M, and with respect to the average
number of hours worked per worker, H,. The cost-minimizing number of
workers, denoted as MY, turns out to be a function of L}, HS,, and w, jw,,"

Mf = g(L:: HS,, erfwzz)' (2.8)

1 BRECHLING (1965, p. 190, footnote 1) points out that for a unigue cost-minimizing
solution to exist, L*; cannot equal M. H: in eq. (2.6), 1.., labor services cannot be approxi-
mated by man hours. It should also be pointed out that since the iso-cost curve has a
kink in it at the point where If; equals /S; in the iso-quant-iso-cost diagram for M: and
Hq, it is likely, given reasonably smooth iso-guant curves, that the cost-minimizing solution
will be at the point where H% equals HS:. In other words, it is likely that the cost-mini-
mizing number of hours worked per worker, H%;, will be equal to the standard number of
hours of work per worker.
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Solving for L} in the production function (2.1) yields

L; = G(Y, K,, ), (2.9)
and substituting (2.9} into (2.8) vields

M = g(Y, K, T,, HS,, wi,{ws,). (2.10)

Brechling assumes that g is a linear function and that the ratio of the
standard wage rate to the overtime rate, w, /w,,, is constant over time and
thus can be ignored. He assumes an adjustment process like (2.4) of the
basic model for M{:*

M,— M, =MM{—M,_), 02i51L 2.11)

The final equation which he estimates is like eq. (2.5) of the basic model
with M, replacing L, as the labor variable, except that the variables are not
in log form and a term in HS, has been added. (S, has fallen slowly over
time in the United Kingdom.) In addition, Brechling adds the variable ¢
to his equation to allow for the possibility that technical progress has been
accelerating over time, and he adds the change in output, ¥, — ¥,_,, to the
equation, arguing that firms may build up their labor requirements in anti-
cipation of high levels of activity.?

BRECHLING and O’BRrIEN (1967) have gone on to estimate an equation
like (2.5) of the basic model {this time in log form and without the capital
stock variable) for a number of different countries and have analyzed the
differences in results across countries.

2.2.3. The Ball and St Cyr model

Ball and St Cyr’s model (BALL and ST CYR, 1966) is very similar to Brech-
ling’s model with a few modifications. They approximate capital stock by
an exponential trend and assume that labor services, L}, can be adequately

1 Brechling gives empirical results for both the linear and log forms of his equations. In
this discussion attention is concentrated on the linear version of his model, since this is the
version which Brechling concentrates on. The adjustment process for the linear version
i thus in linear rather than ratio form.

2 Brechling makes the assumption that ¥&uy = ¥; + & ¥y — ¥r.1), where Yo is the
amount of output which is expected to be produced during period £+ 1. Adding ¥%:41 to
an equation like (2.5) introduces the additional variable ¥; — Yi-1 in the equation.
Brechling also tries in his equation a four-quarter moving average of the first differences
in output.
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approximated by man hours, M,H,, instead of some more complicated
expression which Brechling is required to assume in eq. (2.6). M, is again
the number of workers employed, and #, is the average number of hours
worked per worker. The production function (2.2) for Ball and St Cyr is
therefore of the form

Y, = A(M, H)e", (2.12)

where p equals the rate of growth of technology (v in eq. (2.2)) plus the
rate of growth of the capital stock times the elasticity of output with respect
to capital.

They postulate a short-run cost function of the form

W, = wy M H, + F,, (2.13)

where wy, is the “effective wage per man hour”! during period 7 and is a
function of H,. F, is the fixed cost during period ¢. Up to HS,, the standard
number of hours of work per worker during period ¢, the cost to the firm
of one worker working one period is w, HS, (workers are assumed to be
paid for IS, hours during period ¢ regardless of how many hours they
actually work), and after that the cost is w HS, + wy (I, — HS,), where
again w,, is the standard wage rate and w,, is the overtime rate during period £,

|
|
|
!

MS, Hy

Fig. 2.1. The relationship between the effective wage per man hour, Wi, and the number
of hours worked per worker, Hy, in Ball and 5t Cyr's model.

In figure 2.1 the relationship between wy, and H, is depicted. Ball and
St Cyr argue that a reasonable approximation for wy, is the quadratic
Wy, = Vo — v H, + v,H}. 2.14)

1 Bart and St Cyr (1966, p. 180).
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Substituting this expression for wy, into the cost function (2.13), solving
for H, in the production function (2.12) and substituting the resulting
expression for H, into the cost function, and then minimizing the resulting
expression of the cost function with respect to M, yields

MY = 2v,/(AVy) e~ Wity i, (2.15)

M2 is the cost-minimizing number of workers. Eq. (2.15) is of the same
form as eq. (2.3) of the basic model without the capital stock variable,

Ball and 8t Cyr then assume an adjustment process like (2.4) of the basic
model for M7:

MJM,_y = (MiM,_ ), 0 A<, (2.16)

and arrive at an estimating equation lke (2.5) without the log K, variable
and with A, being used as the labor variable in the equation.

Bail and St Cyr’s results show strongly increasing returns to labor services,
even when direct (as opposed to overhead) labor is considered alone, and
they believe that this may be due to the fact that measured man hours,
denoted as (M, H,),, may not at all times be a good approximation of
“productive™ man hours. They postulate that

MH, = (M, H,),, (1 — U)", (2.17)

where U, is the “difference between the percentage unemployment . . . and
the percentage chosen to represent full employment”.? In other words,
“as unemployment rises the degree of underutilization of employed labor
is likely to increase™.® Using relation {2.17), they estimate the parameters
of the production function (2.12) directly (ignoring the adjustment process
and using the variable M,H, instead of #/, in the estimated equation} to
get an alternative estimate of returns to labor. The results in general give
lower estimates of returns to labor services, but of the eleven industries
for which estimates are made, two of them give non-sensible results and
five of the remaining nine give labor input elasticities (i.e., elasticities of
output with respect to labor services) greater than onme. Ball and St Cyr
remain agnostic as to “the extent to which the estimated labour input
elasticities are determined by the time structure of the production functions
[i.e., by equations like (2.5) of the basic model, which incorporate lagged

L Barr and St Cyr (1966, p. 189),
2 Barr and St Cyg (1966, p. 189).
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adjustment mechanisms like (2.4)] or a widespread propensity to hoard
labour permanently [as exemplified by eq. (2.17)]".1

2.2.4. The Ireland and Smyth model

The Ireland and Smyth model {(IRELAND and SmyTH, 1967) is a slight
modification of the Ball and St Cyr model, with a different interpretation
being given to the estimate of returns to labor serviges. Instead of a Cobb-
Douglas production function, they postulate a cgs production function:

Y, = e"A[S(MH) + (1 — &) (RUYT"™. (2.18)

The capital input variable, (KU),, is the capital utilized during period ¢
instead of the actual stock of capital in existence during the peried. The CEs
production function is homogenous of degree #, y being the measure of
short-run returns to scale. Ireland and Smyth assume that the percentage
change in (KU), is proportional to the percentage change in M, H, through
time, arguing that as long as there is excess capacity this assumption seems
more plausible than assuming that capital services grow at a constant rate
through time, as, for example, Balt and St Cyr do.

They postulate the same short-run cost function, eqs. (2.13), (2.14), as
Ball and St Cyr:

W; = WH,M:Ht = VO(M:Ht} - VI(Mth)Ht + Vz(MtHx)sz- (219)

Utilizing the above assumptions and minimizing W, in eq. (2.19) with respect
to M,, Ireland and Smyth arrive at the following equation:

M? = constant x /™ ¥} (2.20)
They next assume the familiar lagged adjustment process (2.4) for M2
MM, = (MyM,_ )" 03 251, 2.21)

and arrive at an estimating equation similar to {2.5) of the basic model with
M, being used as the labor variable:

log M, — log M,_, = constant + l»{log Y, — Yt - AlogM,... (2.22)
# ]

The only significant difference between eqs. (2.22) and (2.5) is that in
eq. (2.22) n has replaced « in the coefficients of log ¥, and ¢, In the Ireland

1 Barr and St Cyr (1966, p. 192).
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and Smyth mode! # is the measure of short-run refurns to scale, whereas o
in the basic model is the elasticity of output with respect to labor alone.
Most estimates of = in eq. (2.5) (or » in eq. (2.22)) turn out to be greater
than one, and Ireland and Smyth argue that a more realistic interpretation
of the coefficient estimates is that they are measures of short-run returns to
scale rather than returns to labor alone. If, for example, there are constant
returns to scale and if, as Ireland and Smyth assume, the percentage change
in capital services is always proportional to the percentage change in labor
services, then n equals one. To the extent that # is greater than one, there are,
under these assumptions, increasing short-run returns to scale.

SMyTH and IRELAND (1967) have estimated eq. (2.22) using Australian
data. The results show, on their interpretation, evidence of increasing short-
run returns to scale (i.e., values of » greater than one).

2.2.5. The Solow mode!

Solow’s model (SoLow, 1964) is very similar to the basic model. He estimates
an equation like (2.5) in both linear and log forms, trying as the labor
services variable both the number of workers employed and total man hours
paid-for. To the log form of his equation he adds the variable log ¥, —
log ¥,_,, which he argues can be interpreted either as a carrier of expecta-
tions or as a variable which “simply converts a geometric distributed lag
between employment and output to a slightly more general lag pattern,
geometric only after the first term”.’

It is clear from his discussion that Solow is not very satisfied with this
model and the results he obtains, and in the latter part of his paper he
discusses, as a possible alternative to the Cobb-Douglas production function
model, a vintage capital model with fixed coefficients both ex ante and ex post.

2.2.6. The Soligo model

Soligo’s model {SOLIGO, 1966) is in the spirit of the basic model. He begins
by postulating a Cobb-Douglas production function like {(2.2):

= AM KE €, (2.23)

where the labor input variable is taken to be the number of workers, 37
He is concerned with the problem that in the short run capital may not be

1 SoLow (1964, p. 18).
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perfectly adaptable; and if capital is not perfectly adaptable, employment
will not be adjusted as much in the short run as it would if capital were
perfectly adaptable.®

In the production function (2.23), M; is the desired work force if capital
were perfectly adaptable. Call M? the desired work force for the capital
stock in existence during period z. Soligo postulates that

MM = (CY, v >0, (2.24)

where C, is the rate of capacity utilization during period . What eq. (2.24)
says is that the further the firm deviates from the maximum rate of capacity
utilization, the greater will be the gap between the desired work force if’
capital were perfectly adaptable and the desired work force for the capital
stock in existence. Solving for M; in (2.24), substituting this expression into
eq. (2.23), and then solving for M yields:

M? = g7 Vay e g 8 Y (2.25)

Eq. (2.25) is similar to eq. (2.3) of the basic model with the addition of the
C, variable.
With respect to future output expectations Soligo assumes that

Yie = Y(Y/Y_), (2.26)

where Y35, is the output expected to be produced in the following period.
If output increases by one percent during period ¢, for example, then
according to eq. (2.26) it is cxpected to increase by one percent again during
period 7+ 1. Soligo assumes that the desired work force depends on future
output expectations and adds the term (¥¢,,/¥,)¢ [which by eq. (2.26)
becomes (Y,/Y,_,)%] to eq. (2.25), where & is the “elasticity of the desired
work force with respect to the predicted change in output™.?

Soligo assumes an adjustment process like (2.4) of the basic model for MZ:

MM,_y = (MYM,_ )", 02 £ L, (2.27)

and arrives at an estimating equation like (2.5) of the basic model with A{,
used as the labor input variable and with the additional terms —{1/a)v log C,
and Ad{log ¥, — log ¥,_,) on the right-hand side.

1 Perfectly adaptable capital stock is like putty - the “marginal product curve of fabor is
congruent to the long-run or ex anre curve™. SoLico (1966, p. 166).
2 Souico (1966, p. 172).
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2.2.7. The Dhrymes model

Dhrymes’ model (DHRYMES, 1967) deviates somewhat more from the basic
model than do the models previously discussed. Dhrymes first postulates a
s production function:

Y, = A5, M? + 8,K0Y (2.28)

The labor input variable is taken to be the number of workers, M;. Dhrymes
assumes that optimal employment is given by

aY, oM = sw, {2.29)

where “s is a well defined function of the elasticity of the demand for output
and supply of labor™,' and w, is the product wage. s is assumed to be a

constant function. Solving (2.29) yields
M;: — Aa:][l —a) So:,/(.z—l) wrl,'(a—l) Yraif(l wa). (2‘30)

¢ is the desired number of workers for period .

Dhrymes argues that ¥, and w, in eq. {2.30) should be replaced by ¥§
and w®, since M is based on expected output and the expected wage rate
for period . He assumes that w® = A, w, and ¥¢ = A,¥I¥Y] , ie, that
“expected wages are proportional to actual wages and expected output is
proportional to some root of the actual output in the current period and
the actual output of the period for which planning takes place”.? He assumes

an adjustment process like (1.4) of the basic model for M4
MJM,_ = (MM, )}, 041 (2.31)

Dhrymes is also concerned with the possible dependence of employment
on investment, for “one might expect the (marginal) productivity of labor
in general to depend on the type of capital equipment the unit employs™.®
Since “capital goods of different vintages embody in them different levels
of technical advance”,* he assumes that the parameter J, in the production
function (2.28) depends with infinite lag on investment, I. Specifically, he
assumes that:

1 DaryMmes (1967, p. 3).
2 Durymes (1967, p. 4).
3 DrryMES (1967, p. 4).
4 DHrYMES (1967, pp. 4-5).
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_ylogliy +yrlogl o +yslogd s+ pilogl_y
logd, =
1—u log I, + yslog i,y

. (2.32)

Combining the above information Dhrymes arrives at the following non-
linear equation to estimate:

2
log M, = constant + — E(log W -+ ¥s log wee )
a pu—

+ Ap(log Y, + yslog ¥,_q) + Alog Y,y + y5log Y1)
+ (1~ Alog M, + yslogM,_,} ~ vslog M,_,

4
+2 Z v, log I,_,. (2.33)
i=t1

In other words, log M, is a function of log ¥, log ¥, ,, log ¥,_,; log M,..,,
log M,_,;logw,logw,.;andlogt, ., logl _, logf, _;, logl, . Dhrymes
estimates the model for all employees and then for production workers and
non-production workers separately.

2.2.8. The Kuh model

Kum (1965b) makes a distinction between production workers and non-
production workers, the latter being more like “overhead” labor and thus
more like a fixed factor in the short run than the former. For production
workers Kuh regresses log M, on a constant, log ¥, log ¥,_,. log K,.,.
log M,_,,and log H, ., — log H,_, orlog H, — log H,_,. It is clear from
his discussion that his model is similar to the basic model discussed above.
The lagged variables are added to the equation because they “depict the
nature of the adjustment process™.?

Kuh discusses the possibility that there may be some substitution in the
short run between the number of hours worked per worker and the number
of. production workers employed, in the sense that the number of hours
worked per worker may be used as the principle short-run adjustment tool
with respect to changes in man-hour requirements.? With respect to the
addition of log H,_, — log H,_, to the equation, he argues that one would
expect that “the larger the rate of change in hours in the previous period,

1 KuH (1965h, p. 242).
2 Kun (19650, p. 239).
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the greater will be employment in this period as a substitute, in order to
reduce hours toward normal and thus minimize overtime production™.’

For non-production workers Kuh finds the coefficient of log ¥,_; to be
insignificant, and for his final equation he regresses log ¥, on a constant,
log ¥, log X,.., and log N,_;, where &, is the number of non-production
workers employed during period t.

Kuh also estimates an equation determining the number of hours worked
per week per production worker. He regresses log /, on a constant, log ¥, —
log ¥,_,, and log H,_,. According to Kuh, the main determinant of the
number of hours worked per week per worker “is a convention established
through bargaining and a variety of social and institutional forces”.® But,
“there is a lagged adjustment to the desired constant level of hours (more
accurately, a gently declining trend) and a strong transient response to the
rate of change of output™.? This leads to an equation of the form

log H, — log H,_ = a(f — log H,_y)} + y(log ¥; — log ¥, .,), (2.34)
or
log H, = «ff + (1 — «)log H,_, + y(iog ¥, ~ log ¥,_,}, (2.35)

which is the equation he estimates.

Kuh also argues that the relative scarcity of labor may be important in
determining the demand for hours worked per worker, and he adds log
7, and log U, — log U, .. to eq. (2.35), where U, is the unemployment rate
during period ¢, on the grounds that “tight labor markets generate a demand
for additional hours”.* When labor markets are tight, firms have more
incentive to increase H, rather than M,, due among other things to the
“deterioration in the quality of the marginal work force™ flog U, — log U,_,
enters as an “expectational variable™.8

2.3 Critique of the models similar to the basic model

2.3.1. Introduction
While the details of the various models described in § 2.2 differ considerably

1 Kun (1965h, p. 239},
% Kum (1965b, p. 239).
3 Kur (1965b, p. 239).
4 Kun (1965b, p. 240).
5 Kun (1965b, p. 240).
8 Kum (19654, p. 240).
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from one another, the models themselves are all based on the postulation
of a short-run production function and a simple lagged adjustment process.
Equations similar to (2.5) of the basic model have been the ones most often
estimated in the above studies.

In this section the above studies are evalnated, and some empirical results
of estimating the basic model are presented. It was mentioned at the be-
ginning of § 2,2 that the basic model as presented there is inconsistent because
no assumption about cost-minimizing behavior of firms with respect to the
workers-hours mix was made. This inconsistency will be discussed and
eliminated first before a further evaluation of the above studies is made.

2.3.2. The necessity of cost-minimizing assumptions regarding the workers—
hours mix

There are two different, though not mutually exclusive, cost-minimizing
assumptions which can be made regarding the short-run employment
decisions of firms. The first assumption which can be made is that firms are
concerned with the optimal short-run allocation of total factor inputs be-
tween labor services and capital services; and the second assumption which
can be made is that firms are concerned with the optimal short-run allocation
of labor services between the number of workers employed and the number
of hours worked per worker. Brechling, Ball and St Cyr, and Ireland and
Smyth make the second assumption but not the first, i.e., they assume that
in the short run firms are concerned with adjusting their workers-hours
worked per worker mix so as to achieve a minimum wage bill, but that firms
are not concerned with achieving an optimal capital-labor mix by adjusting
the amounts of capital services and labor services used to changing factor
prices. Dhrymes, on the other hand, makes the second assumption that
firms are concerned with achieving an optimal capital-labor mix, but he
does not discuss the optimal short-run allocation of labor services between
workers and hours worked per worker. Kuh, Solow, and Soligo do not make
any assumptions about short-run cosi-minimizing behavior.

Without the assumption of cost-minimizing behavior with respect to the
workers—hours worked per worker mix, there is a contradiction between the
production function {2.2), or {2.1), of the basic model and the lagged adjust-
ment process (2.4). Eq. (2.3) is derived from the production function (2.2)
and gives L] (the amount of labor services needed in the production process)
as a function of the exogenous variables, Y¥,, K,, and ¢. Assume that for
period ¢ eq. (2.3), given ¥,, K,, and ¢, calls for an L; greater than L,_,. The
lagged adjustment process (2.4) implies that L, (the amount of labor services
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used) will be less than L. The production function (2.2), however, reveals
that, given Y|, K, and ¢, this cannot be the case and still have ¥, produced,
L.e., it is not possible to have the amount of labor services used, L,, be less
than the amount of labor services needed, L. For L; less than L,_; no
problem arises, but for L} greater than L, | egs. (2.2) and (2.4) are in-
compatible. In other words, for (2.2) and (2.4) to be compatible, the labor
services input variable in the production function cannot be the same
variable that is subjected to the lagged adjustment process (2.4).

The cost-minimizing assumptions made by Brechling, Ball and St Cyr,
and Ireland and Smyth discussed above are sufficient for the compatibility
of the production function and the lagged adjustment process. Actually,
their assumptions are more complicated than is necessary. Assume, as Ball
and St Cyr do, that labor services can be approximated by man hours, so
that in the notation of the basic model, L; = (M H,)*, where, as usual, M,
denotes the number of workers employed and H, denotes the number of
hours worked per worker. A simpler assumption to make than either Brech-
ling’s or Ball and St Cyr’s! is that the cost-minimizing number of workers
during period 7, denoted as MY equals (M H)*/HS, HS, is again the
standard (as opposed to overtime) number of hours of work per worker '
for period ¢.* In other words, it is assumed that the cost-minimizing number
of workers occurs at the point where no undertime or overtime is being
worked, i.e., where each worker is working the standard number of hours
per period. The adjustment process (2.4) can then be in terms of M*:

MM, = (MYM,_ Y, 05451, (2.36)

and whenever M? is greater than M,_, (so that Af, is less than M%), the
number of hours worked per worker, H,, can be assumed to make up the
difference in the short run.

Ball and St Cyr approximate figure 2.1 by the quadratic (2.14) above, and
their cost-minimizing Ievel of hours is a function of the parameters of the
guadratic function, The simpler assumption made here takes the least cost
level of hours at HS, in figure 2.1, which is the least cost point before any
quadratic approximation is made.

When the basic model is referred to from now on, the reference will be
to the model as modified above. The lagged adjustment process will thus

1 Ireland and Smyth’s assumption is the same as that of Ball and St Cyr.
2 The standard number of hours of work per worker may be subject to long-run trend
influences, and this is the reason for the time subscript on HS.
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be taken to be (2.36) instead of (2.4} as before. The final equation of the
basic model is an equation similar to (2.5) above, except that M, has replaced
L, as the labor variable and the log HS, variable has been added:

1
logM, —loghM,., = — -Alog 4 + 1,llog Y, —
7 &
Bitog K, — T 3t — ilog M,-, — ilog HS, (2.37)
[+ 44

It should be pointed out that Dhrymes’ cost-minimizing assumption re-
garding the optimal capital services-labor services mix is not sufficient to
remove the incompatibility between the production function (2.28) and the
lagged adjustment process (2.31) in his model. If the desired number of
workers for period 7, M2, is less than M, _ |, then by the adjustment process
the actual number of workers employed during period ¢, Af,, will be less
than the desired number. If the amount of output produced, the stock of
capital, and the wage rate are assumed to be exogenous in the short run,
then his adjustment process {2.31) may yield an M, which, from the produc-
tion function (2.28), is not sufficient to produce the output. It is possible to
remove this incompatibility by assuming that the capital stock varies in such
a way In the short run as to allow the output to be produced, given the A,
resulting from the adjustment process. This, of course, is a very unrealistic
assumption to make; and Dhrymes’ model the way it stands has not accounted
for the possible incompatibility between the production function and the
lagged adjustment process.

In an appendix, Brechling (1963) presents estimates of his equations for
man hours as well as for workers, and since the man-hours variable does not
enter his model either as an input of the production function nor as the
variable in the lagged adjustment process, it is fot at all clear how these
estimates relate to his theoretical model.

2.3.3. The seasonal adjustment problem

A more serious criticism relating to all of the above studies refates to the use
of seasonally adjusted data. In all of the studies discussed above the authors
either use seasonally adjusted data or seasonally unadjusted data with
seasonal dummy variables to estimate their equations.

Many, if not most, industries have large seasonal fluctuations in output
and, to a lesser extent, in employment. In table 2.2 the percentage changes
from the trough month to the peak month of the year in output, Y, in the
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TasLg 2.2

The percentage changes from the trough month to the peak month of the year in ¥, M,
and HP for the years 1950, 1955, 1960, and 1964

1950 1955 1960 1964
Industry Yy M HP Yy M HP Y M HP Y M HP

201 425 146 137 346 83 114 201 66 67 249 79 86
207 931 321 91 790 255 72 760 234 68 797 172 3.1
211 355 79 232 188 66 102 143 50 217 449 39 289
212 321 104 181 195 112 103 151 50 133 793 192 153
- 231 228 71 72 257 93 91 343 28 76 304 44 42
232 413 73 80 243 64 77 289 60 74 248 66 7.1
233 53.7 254 125 316 164 51 277 122 71 192 58 97
242 662 233 94 244 115 48 421 192 88 287 108 8.1
271 249 46 29 277 51 47 239 31 28 233 28 238
301 27.1 119 98 289 35RB 82 304 105 97 199 50 120
k7| 178 73 57 102 20 28 137 55 49 198 73 35
314 214 7.1 135 235 88 69 225 58 104 170 48 6.7
324 580 70 29 432 49 1.7 937 170 43 9950 159 3.7
331 198 92 96 196 145 40 1083 330 180 253 133 3.7
332 513 366 140 215 190 58 538 143 80 246 77 50
336 60.3 357 104 171 121 40 344 131 43 132 46 29
M1 151.7 424 107 1140 213 87 904 180 9.1 718 144 64

. number of production workers employed, M, and in the average number
of hours paid-for per week per worker, HP, arc presented for the years
1950, 1955, 1960, and 1964 for the seventeen three-digit United States
manufacturing industries considered in this study.' The output fluctuations
in most cases are quite large, with output during the peak month being
between 10.2 and 151.7 percent larger than during the trough month. The
fluctuations in the number of workers employed and the number of hours
paid-for per worker are in general much less, but still are reasonably large.

A major criticism of the above studies of short-run employment demand
which are based on the concept of a short-run production function is that
the use of seasonally adjusted data or seasonal dummy variables is in-

! The data are discussed in ch. 4. As mentioned at the beginning of this chapter, for
monthly data it is important to make explicit the time periods to which the variables refer.
This will be done in ch. 4.
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compatible with the production function concept. A production function
is a technical relationship between certain physical inputs and a physical
output and is not a relationship between seasonally adjusted inputs and a
seasonally adjusted output. Unless one has reason to believe that the
technical relationship itself fluctuates seasonally, and at least for manu-
facturing industries it is difficult to imagine very many instances where this
is likely to be true, the use of seasonally adjusted data or seasonal dummy
variables is unwarranted.

Likewise, when seasonally adjusted data or seasonal dummy variables are
used, the lagped adjustment process (2.36) of the basic model must be
interpreted as implying the lagged adjustment of the seasonally adjusted
number of workers rather than the actual number of workers. Interpreted
in this way, it implies that the adjustment coefficient A fluctuates seasonally.
Here again there seems little reason to believe that 2 should fluctuate sea-
sonally. It is possible to argue that the adjustment costs might be less in the
spring and fall when a large number of students can be hired and then laid
off, but in general the interpretation of (2.36) in seasonally adjusted terms
seems theoretically fess warranted than in seasonally unadjusted terms,

2.34. Equation estimates of the basic model

The proof of any model is how well it stands up under empirical tests. If
the basic model above is to lead to any empirically meaningful results,
seasonally unadjusted data must be used. In tables 2.3 and 2.4 the results
of estimating two equations similar to eq. (2.37) of the basic model using
seasonally unadjusted monthly data for the seventeen three-digit manu-
facturing industries considered in this study are presented. In both equations
the log K, variable in eq. (2.37) has been assumed to be absorbed in the
time trend, as Ball and 8t Cyr have assumed, and in the second equation
the lagged output variable, log ¥,_,, has been added, as Bechling, Solow,
Soligo, and Kuh have done under various expectational hypotheses, Also, the
effects of the log HS, variable have been assumed to be absorbed in the
constant term and the time trend.

The data used to estimate the two equations are the basic data used to
estimate the model developed in this study. The exact period of estimation
used for each industry and the adjustments which have been made in the
data are discussed in ch. 4 and the data appendix. In what follows, Af,,,
denotes the number of production workers employed during the second
week of month ¢ and ¥,, denotes the average daily rate of output during
month ¢. The following two equations were estimated:
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TaBLg 2.3

Parameter estimates for eq. (2.37)

No. of Walue of
Iadustry obs. da dr 1000 42 da R2  SE DW /e
201 192 813 032 062 —.131 076 0194 1.03 4.09
(3.40)  (1.94) (145 (3.83)
2067 136 101 226 —847  —.333 579 0299 1.36 1.47
(3.05) (1338 (8.92) (7.64)
2l 136 —.109 047 —.089 036 .084 .0119 220 0.76
0.55) (2.96) (l.e2y (1.27)
212 136 —.283 097 —420 —.058 227 0188 2.57 (.60
(1.65) (6.17) (3.52) (2.20)
231 136 573 J18 0 —221 —.196  .273 0245 2.00 L.66
(1.81y (615 (29D (413
232 136 709 057 =305 —.137 199 0132 143 2.40
(3.52) 472 (218 (487
233 136 .681 63 271 2200 301 0348 1.32 1.35
(1.60)  (624) (2.89) (4.15)
242 154 601 2100 — 797 =245 589 0171 0.98 1.17
(3.88) (14.16) (9.35 (10.96)
271 166 782 043 068 147 312 0059 2.02 342
(3.95) (7.43) (2.21) (5.29)
kil 134 187 057 —307 —.073 173 0152 186 1.28
(112) 462 @71 3.1
311 170 196 094 —.349  — 138 146 0136 1.62 1.47
(L33 @80 @O0 @1
314 136 3.129 78 — 407 —.560 383 0190 1,30 3.15
(713 (728) (667 (8.30)
324 187 173 96 —.379 —.234 383 0228 1.27 244
(5.0% (9.82) (8.43) (8.07)
331 128 1.493 A73 —484 0 — 307 772 0103 1.53 1.77
(12.87) (2008 (1514 (17.39
332 170 424 131 —203 —.174 382 0175 1,99 1.33
(405 (084 (5.55 (8.5
336 170 006 081 —.173 —.085 126 .0240 1.19 1.5
005y (@7 (333 (390
kT 191 1.698 28 —.088  —.402 425 0282 O i

B0 (1065 (214 {10.59)

f-statistics are in parentheses.
2 Tmplied value of the production function parameter a.
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TaBLE 2.4

Parameter estimates for eq. (2.37Y

No. of aValue of
Industry obs. o dp 1000 a: s da RZ  SE DW —dyf(d+da)

201 192 717 125 033 - 083 —.135 252 0175 147 —830
(330 (6111 (079 (2.63) (6.65)

217 136 562 226 —.747 —.290 —.022 582 0299 1.47 1.42
(201) (13.32) (505) (4.42) (0.38)

211 136 —.135 032 —.101 —.04] 023 095 0119 2.04 0.75
069 (1.16) (182 (149 (127

212 136 ~.302 153 —264 —.031 —.079 296 0180 2.81 0.42
(84 (105 @16 (117 (3.58)

23] 136 .895 053 —366 —.305 131 .446 .0215 195 1.66
GAT (266 (530} (6.78) (6.39)

232 136 770 055 —.196 —.170  .032 230 0130 1.36 1.95
(3.85) (465 (3.19) (545 (2.31)

233 136 158 211 —.077 —.082 —.138 371 0331 162 1.12
037 (7.58) (075 (133} (3.84)

242 154 573 215 —7%0 —.237 —011 590 0171 1.02 1.16
(3.43) (11.42) (7.42) (342) (0.46)

27 166 532 .068 049 — 093 — 046 475 0051 219 4.23
(3.00) (1098) (179 (3.64) (7.06)

301 134 208 025 —.360 —.085 043 202 0150 1.80 1.25
(126) (1.29) (3.23) (3.56) (2.14) _

31 170 198 101 —.318 —.124 —.019 .149 0136 1.68 1.51
(139 @75 (G40 (374 0.89)

314 136 2013 221 —.135 —.292 —.85 513 0169 1.73 211
(4.68) (9.62) (1.89) (3.88) (5.91)

324 187 250 181 —.187 —.094 —.133 .579 0189 1.91 1.96
(LEOY (14.74) (438) (3.3D) (9.22)

331 128 1257 208 —.421 —.265 —.054 782 0101 1.76 172
(8.38) (12.52) (10.33) (10.83) (2.42)

332 170 363 iS58 —.182 —.155 —.03% 391 .0174 2.02 1.30
(3.26) (133 @67 (6.56) (1.58)

336 170 000 190 —.107 —.053 —.145 .237 .0225 1.60 1.04
(0.00) (689 (2.12) (2.49) (489

341 191 659 165 —.015 —.137 —.136 657 0218 184 472
(3.72) (17.15) (0.46) (3.62) (11.23)

{-statistics are in parentheses.
2 Implied value of the production function parameler .
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log My, — log M-y = ag + a, log ¥y + asi + azlog My, 4, (2.37)
logMy,, —logM,,, 1 =ag +a,log Yy, + ayt + azlogM,,,, 4

+ a,log Y, 4. (2.37)"

For eq. (2.37), which does not include the log ¥,,_; variable, the implied
value of the production function parameter x is —ay/@,, as can be seen
from eq. (2.37). (The effects of omitting the log K, variable in eq. (2.37) are
merely reflected in the coefficient of the time trend if X, is growing smoothly
through time, as Ball and St Cyr assume.) For eq. (2.37)", which includes
the log ¥,,_, variable, the steady state solution can be derived (by setting
My, =M, =Mand Y, = Y,_, = ¥), givinglog M as a function of a
constant, log ¥, and 7, and the resulting coefficient of log ¥ can then be
taken to be 1ja. This coefficient of log ¥is —{a, + a,)/a,, so the implied
value of win eq. (2.37)" is —aaf{a, + a,). Intable 2.3 the results of estimaling
eq. (2.37) are given, along with the implied estimate of o, —d;/4,, and in
table 2.4 the results of estimating eq. (2.37)" are given, along with the
implied estimate of «, d;/(d, + d,).

In all but five of the thirty-four cases the implied value of « turns out to
be greater than one, and in one of the remaining five cases it is negative.
In nine of the thirty-four cases « is greater than two, and in seven of these
cases it is greater than three. The results clearly do not appear to be consistent
with the interpretation of « as.the elasticity of output with respect to labor
services. o

Under the Ireland and Smyth interpretation, the implied value of  should
be interpreted not as measuring returns to labor services alone but as
measuring short-run returns to scale (capital services being expanded and
contracted along with labor services in the short run). Even under this
interpretation, however, one would expect that « (or x in the Treland and
Smyth notation) should be equal to or slightly less than one, since during
high rates of output, less {or at least not more) efficient capital is likely to
be utilized and the additional workers hired are likely to be less (or at least
not more) efficient. One would certainly not expect n to be considerably
greater than one, as is the case for most of the estimates presented in tables
2.3 and 2.4. The model, even under this alternative interpretation of a,
appears to be incorrectly specified.

In addition to the unrealistically large values of o, the estimate of the
constant term turns out to be negative as expected in only four of the
thirty-four cases.

The Durbin-Watson statistics given in the tables are biased towards two
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because of the existence of a lagged dependent variable among the set of
regressors in each equation.! Even without considering this bias, however,
the DW statistics presented in the tables reveal the existence of first-order
serial correlation in about half of the thirty-four equations estimated. The
existence of serial correlation appears to be less pronounced in the equations
which include the leg Y,_ | variable, but the problem still remains for at
least five of the industries. In general, the DW statistics cast some doubt
on the specification of the model.

Although seasonally unadjusted (monthly) data have been used to estimate
the above equations, as this seemed to be the theoretically preferred procedure,
in the previous studies, where seasonally adjusted (quarterly) data or sea-
sonally unadjusted (quarterly) data and seasonal dummy variables have
been used, the results in most cases also show strongly increasing returns
to labor services (or, on the Ireland and Smyth interpretation, strongly
increasing short-run returns to scale). The results presented in tables 2.3
and 2.4 are not unigue to the type of data used.

2.4 Description of other studies of employment fluctuations
2.4.1. The Neild mode!

Neild’s approach (NEILD, 1963) is highly empirical in nature, his ‘main
concern being with forecasting. His basic postulate is that employment
depends on a productivity trend and on “past and present levels of output™.?
He estimates two basic equations:®

log M, —log M,_, = a5 + %, (log ¥, — log ¥;_,) (2.38)

-+

aylog Y, — log ¥, ;)
+ oy(log Y,z — log ¥;_5),
and
log M, —logM,_; = oy + oy(log ¥, — log ¥,_ ) (2.39)
+ oz(log ¥,y — log ¥,..5)
+ g (log M., — log M,_,).

1 See NErLOVE and WarLis (1966).

2 NerLp (1963, p. 56).

% Neild estimates the same equations for both workers, M., and total man hours, M ..
Fhe equations presented in this summary are for M: only.
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Eq. (2.39), which includes the lagged dependent variable on the right-hand
side, implies that the number of workers employed is a geometrically
declining function of all past levels of output after the second period, while
eq. (2.38) implies that the number employed is a function of only the present
and the past two levels of output,

2.4.2. The Wilson and Eckstein model

Description of the model. The Wilson and Eckstein model (WiLsoN and
EcksSTEIN, 1964) is considerably different from the basic model presented
above. Wilson and Fckstein begin by postulating a long-run production
function

i
C = " (M H,),, (2.40)

which, when solved for (M H),, they call the “long-run labor requirements
function™;

(MH,), = aC,. (2.41)

C, is capacity output, and (M, H,), is the number of man hours required
to produce the capacity output.

In the short run the plant is fixed, and Wilson and Eckstein assume that
the “plant man-hour requirements function” can be approximated by a
straight line which intersects the long-run function from above at capacity
output:

(MHy), = oC, + B(Y; — Cy). (242

Y is the output which is planned at the beginning of period ¢ to be produced
during period ¢, and (M, H,), is the number of man hours required to produce
the planned output. f# is assumed to be less than «.

Wilson and Eckstein then define a “short-run maladjustment man-hour
requirements function™, which intersects the plant function from above at
planned output:

M H, = aC, + (Y7 ~ C) + WY, — YO (243)

Y, is the actual output produced during period ¢, and M,H, is the actual
number of man hours required to produce Y,. y is assumed to be less than §.
The relationships among the three man-hour requirements functions can
be seen graphicaily in figure 2.2.
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Fig, 2.2. Wilson and Eckstein's man-hour vequirements functions.

Wilson and Eckstein include technical change in their model by assuming
that

o=y + dlt, (2.44&)
B = fo + Bt . (2.44b)
Y = Yo + yil (2.44¢c).

They also assume that

e S . ot .

Y: = _6 @Yy +2Y,, + Y,o3), (2.45)
where Y;_; is seasonally adjusted output for period 7—i and §, is the
seasonal factor for period 1. They use seasonally unadjusted data and
seasonal dummy variables in the estimation of eq. (2.43) and estimate the
equation separately for production worker straight time hours and production

worker overtime hours. They also estimate a modified version of eq. (2.43)
for non-production workers,

Critique of the model. Wilson and Eckstein have three concepts of output —
capacity output, C,, planned output, ¥%, and actual output, ¥,. Man-hour
requirements differ to the extent that planned output differs from capacity
output and to the extent that actual output differs from planned output.
As can be seen from figure 2.2, the model has the rather odd implication
that if actual output is greater than planned output, actval man-hour
requirements per unit of output are less than plant man-hour requirements
per unit of output. It also has the implication that if actual output is greater
than capacity output (which they state can happen'), actual man-hour

1 Wi son and Ecxsteid (1964, p. 42).
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requirements per unit of cutput are less than long-run man-hour require-
ments per unit of output. Wilson and Eckstein argue that by sacrificing
maintenance work and using machinery more intensively actual man-hour
requirements per unit of output may be less at high levels of output than
plant or long-run man-hour requirements per unit of output.* Even if this
is true, however, it does not seem likely that the effects on man-hour require-
ments should be symmetrical for positive and negative deviations of planned
output from capacity output or of actual output from planned output, as is
implied in figure 2.2. It is also open to question whether actual man-hour
requirements per unit of output really are less than long-run man-hour
requirements per unit of output at output greater than capacity, especially
if less efficient machines are brought into use at high levels of output.

Wilson and Eckstein estimate eq. (2.43) first for production worker
standard hours, which are defined to be 37.5M,, and then for production
worker overtime hours, which are defined to be M (H, — 37.5). This proce-
dure appears to be inconsistent with their overall model. Eq. (2.43) is
interpreted as a man-hour regquirements function, and if M A, number of
man hours are required to produce the output, Y, then the relevant dependent
variable is A H, and not some fraction of it.

Actually, eq. (2.41) of their model might be better interpreted as expressing
desired man hours as a function of capacity output, with eqgs. (2.42) and
{2.43) showing how, due to adjustment lags in the short run, desired man
hours deviate from actual man hours used. Eq. (2.43) could perhaps then
be interpreted as a reduced form equation of some more complicated
employment demand equation, the reduced form equation being a com-
bination of a map-hour requirements function and a lagged adjustment
process. The theoretical underpinnings of the Wilson and Eckstein model
do not appear to be well developed.

2.4.3. The Hultgren, Raines, and Masters studies

As mentioned in c¢h. 1, an alternative approach to the study of short-run
fluctuations in output and employment is to examine ouiput per worker
{or per man hour) directly in an attempt to discover how it fluctuates with
respect to short-run fluctuations in output. HuLTerEN (1960, 1965), RAangs
(1963), and Masters (1967) have used this approach, and although this
is not the basic approach used in this study, these studies will be briefly
summarized.

U wirson and EcksteiN (1964, p. 42).
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After seasonally adjusting the data, HULTGREN (1960) examines how
output per man hour fluctuates during contractions (falling output) and
during expansions (rising output). He finds that output per man hour
increases during expansions, although there is some evidence that near the
end of the expansions this phenomenon is less widespread, and that output
per man hour decreases during contractions, although again there is some
evidence that this phenomenon is less widespread near the end of the
contractions. In another study, using different data, Hultgren arrives at a
similar conclusion.!

In the Raines model (Ramngs, 1963) output per man hour is taken to be
a function of capacity utilization (both the level and the change), the amount
and quality of the capital stock, and time. Raines estimates the following
equation:

log(Y,/M.H,) = u,t + ay(Y,/C) — as(¥,/C) (2.46)
+ 4 ATIC), + asAY/C)_
+ %M Y/C oy — 74,

Y,/C, is the capacity utilization in period ¢, and A4, is the average age of the
capital stock. The notation A(Y,/C,), means that when A(Y,/C,) is positive,
A(Y,JC), is set equal to this value, and when it is negative, A(Y,/C,}, is
set equal to zero; and conversely for A(Y,/C,)._.

Raines finds that output per man hour is positively related to the level
of capacity utilization and also to the change in capacity utilization, The
coefficient estimate of «, is larger than the estimate of «5,% which implies
that output per man hour is more positively related to positive changes in
capacity utilization than it is negatively related to negative changes in
capacity utilization.

MASTERS (1967), using seasomally adjusted data, examines how output
per worker behaves during contractions. For the years 1947-1961 he finds
64 contractions occurring in 24 three- and four-digit industries. For each
of these 64 cases he computes the change in output and the change in
output per worker, using as end points the peak and the trough of the output
series. Using these 64 observations, he regresses the change in output per
worker on the change in output and a constant, and finds that the change
in output per worker is positively related to the change in output, i.c., that
output per worker decreases during contractions.

1 HuLTGREN (1963, pp. 39-42}.
2 Rames (1963, Table I, p. 187},
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2.5 Summary

This completes the survey of previous studies of employment demand and
output per man-hour fluctuations. The approach of many of the studies
has been to postulate a short-run production function and a lagged adjust-
ment process and from these two equations to derive an equation in which
the production function parameter and adjustment coefficient can be esti-
mated. Previous results using seasonally adjusted quarterly data and the
results achieved in this chapter using seasonally unadjusted monthly data
have indicated that there are strongly increasing returns to labor alone or,
on the Ireland and Smyth interpretation, strongly increasing short-run
returns to scale. These results are inconsistent with the assumptions of
classical economic theory and in general cast doubt on the specification of
the model. Previous studies which have examined output per man-hour
fluctuations directly have found that output per man hour varies directly
with output in the short run, which also seems to be inconsistent with what
would be expected from the assumptions of classical economic theory.

In the next chapter an alternative model of the short-run demand for
workers is developed., The model provides an explanation of the observed
phenomenon of increasing returns to labor services and will be seen in
ch. 4 to yield substantially better results than those presented in tables 2.3
and 2.4 for the basic model of previous studies.



CHAFTER 3

A THEORETICAL MODEL OF THE SHORT-RUN DEMAND
FOR PRODUCTION WORKERS

3.1 Introduction

A necessary requirement of any theoretical model is that it explain to a
reasonable degree of approximation empirical phenomena which are ob-
served, One fact which has been observed so far is that the basic model
introduced in ch, 2 leads to unrealistically large estimates of the production
function parameter &, even under the Ireland and Smyth i‘nterpretation of o
as a measure of short-run returns to scale. For this reason and for the others
which were discussed in ch. 2, the basic model appears to be incorrectly
specified.

One limitation of the previous studies of short-run employment demand
is that the relationship between the number of workers employed and the
pumber of hours worked per worker does not appear to have been carefully
examined. It was seen in ch. 2 that some of the previous models are in fact
inconsistent because no assumption about firms’ cost-minimizing behavior
with respect to the workers-hours mix was made. On the empirical side,
Kuh has been the only one who has done any work at afl on explaining
short-run fluctuations in the number of hours worked per worker.

In this chapter some empirical evidence on short-run fluctuations in out-
put per man hour is presented which indicates that output per man hour
and output are positively correlated even at high rates of output. An expla-
nation is then provided of why this phenomenon of increasing returns to
labor is so often observed, The explanation is based on the idea that during
much of the vear firms hold too much labor for the amount of output
produced and that during these times the observed number of hours paid-
for per worker is greater than the unobserved number of hours actually
worked per worker. If this is true, then the properties of the short-run
production function cannot be estimated {(because the true production
function inputs are not observed), and in this study various properties of
the short-run production function have been postulated as opposed to
being estimated. After the concept of excess labor is discussed and the
postulates made about the properties of the short-ron production function
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are infroduced, measurements of the amount of excess labor on hand are
made for the 1947-1965 period for the seventeen industries considered in
this study. The measurements are based on the assumptions made about
the properties of the short-run production function.

A theoretical model of the short-run demand for workers is then developed.
Basically the short-run demand for workers is taken to be a function of the
amount of excess labor on hand and the time stream of expected future
output changes, The distinctions among the number of workers employed,
the number of hours worked per worker, and the number of hours paid-
for per worker are cenfral to the entire analysis, and the model developed
in this chapter opens the way to the development of a model of the short-
run demand for hours paid-for per worker in ch. 7. The chapter concludes
with a discussion of the expectational hypotheses which were tested in this
study.

3.2 Some empirical evidence on short-rm fluctuations in output per man hour

From table 2.2 in ch. 2 it can be seen that for most industries and years the
percentage change from the trough month to the peak month of the vear
in output is substantially greater than the percentage change in total man
hours. The number of man hours appears to fluctuate much less in the
short run than does the amount of cutput produced. Since this is true and

Qutput per
man hour

Qutput
Fig. 3.1. Expected relationship between output per man howr and output for any one year.

since it is also true that the phases of the man-hours series and the output
series are approximately the same, it is not too surprising that output per
man hour is positively correlated with output and that estimates of in-
creasing returns to labor services are obtained.
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If there is a production function which is at all observable in the short run,
however, one should expect the properties of the function at least to become
observable as output approaches peak rates of the vear, since it is likely
that there will be less slack at these high rates and thus that the production
function constraint will be binding. Thus for any one year, where the stock
of capital and the level of technical progress can be assumed to be fairly
constant, one might expect to observe diminishing returns (or at least not

Cutput per
man hour I o m
Output Cutput Output
Number of diagrams 28 12 28

in this category

Percentage of diagrams

a of, “fe
in this category .3 3.5 4 80
output per 1374 ¥ T
man hour
- - -
- - &
Qutput Cutput ) Quiput
Number of diagrams
in this category 160 37 3B
percentage of diagrams 51.6°% 119 % 11.3 %fa

in this category

Fig. 3.2, Observed relationship between output per man hour and ouiput for each year for
each of the seventeen industries.

strongly increasing returns) to labor services at high rates of output. One
thus might expect the relationship between output per man hour and output
for any one year to look like that depicted in figure 3.1, provided perhaps
that the year were not a recession year where even the rate of output in the
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peak month was low compared with past standards.! In figure 3.1 output
moves from its trough in month one to its peak in month six. From month
one to month four slack is being taken up as output rises, and after month
four the true properties of the short-run preduction function are being
observed.

These scatter diagrams were computed for each of the seventeen industries
listed in table 2.2 for each of the years? 1947-1965, There were a total of
310 diagrams computed. Six basic types of diagrams resulted from this
exercise, and they are depicted in figure 3.2, The arrows in these diagrams
point in the direction of calendar time movements. If diminishing or constant
returns 1o labor services are observed in the short run at high rates of output,
then the scatter diagrams should look like those depicted in figures 3.24, i,
and perhaps v. The number and percentage of diagrams which fell into each
of the six categories are presented in figure 3.2,

Slightly over half of the diagrams (figure 3.2iv) showed no evidence that
the growth in output per man hour even slowed down at high rates of output,
let alone become negative. About twelve percent of the diagrams (figure 3.2i)
showed a definite decline in output per man hour at high rates of output,
and about twenty-five percent of the diagrams showed either a decline in
output per man hour, a leveling off in output per man hour, or a slowing
down in the growth rate of output per man hour (figures 3.21, ii, and iii).
Eleven percent of the diagrams (figure 3.2vi) showed a less clear-cut scatter,
but perhaps can be interpreted as showing that the same output per man-hour
ceiling was reached more than once during the year at different rates of output.
The twelve percent of the diagrams depicted by figure 3.2v are also difficult
to interpret since the time movements are odd,® but perhaps these diagrams
can be interpreted as showing decreasing returns at high rates of output.

The general conclusion of this exercise is that there is some evidence that
the growth in output per man hour at least slows down at high rates of output,
but that for over half of the observations this is not the case and for only
twelve to twenty-four percent of the cases (figure 3.2i and perbaps figure

1 If in fact technical progress and the stock of capital are growing smoothly over time,
this will bias the scatter against a downward bend. Short-run fluctuations in output per
man hour dominate the longer-run movements, however, and this bias is likely to be quite
small.

2 A year being defined in this case as the (approximate) twelve-month period between
troughs. .

3 See the discussion in footnote I on page 45 for a further elaboration of this point.
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1.2v) does output per man hour actually appear to decline. This seems to be
rather conclusive evidence that a production function with the usual constant
or diminishing returns property is only infrequently observed in the short run,
even at high rates of output.

3.3 The notation

It was mentioned at the beginning of ch. 2 that for studies of short-run
behavior it is important to make explicit the time periods to which the
variables refer. For a monthly study such as this one, this can be quite
important, and the theoretical model developed in this study is designed to
be as consistent as possible with the available data. The Bureau of Labor
Statistics data on the number of workers employed and the number of hours
paid-for per worker, which are used in this study, are compiled from surveys

TaseE 3.1

Notation used in ch. 3

Your the amount of output produced during the second week of month ¢,

Moy the number of production workers employed during the second week of month ¢.

M*a,e  the number of production workers actually used during the second week of
month ¢ t0 produce Yow:.

Hope the average number of hours worked per employed worker (Maus) during the
second week of month 1.

H#*gye  the average number of hours worked per non-idle worker (M *s..) during the
second week of month 7.

Kaut the number of machines on hand during the second week of month ¢

K*5,:  the number of machines actually used during the second week of month 7 to
produce ¥Fewr.

HZ%s,, the average number of hours each machine on hand (Kuux) was used during the
second week of month 7.

H*Ey,, the average number of hours cach non-idle machine (K*n.:) was used during
the second week of month 2,

Towt the level of technical knowledge during the second week of month ¢,

HPsy:  the average number of hours paid-for per employed worker during the second
week of month 7.

HS2:  the standard number of hours of work per empioyed worker during the second
week of month £.

¥ésus11 the amount of output expected to be produced during the second week of
meonth ¢47 (7=0,1,2...), the expectation being made during the second week
of month #—1.
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taken during the week which include the tweifth of the month, or approxi-
mately during the second week of each month. The second week of the month
was thus taken to be the basic period considered in this study, and the
variables which are considered below reflect this fact.

The symbols for the variables which are considered in this chapter, and
which are to some extent considered thronghout the rest of the text, are
presented in table 3.1. The variables will be discussed as they are introduced
below. With respect to the notation in table 3.1, for symmetry purposes the
number of hours worked per employed worker should be denoted as H3,
instead of as H,,,, but in order to simplify the notation slightly and to
keep it reasonably consistent with that in ch. 2, the “M™ was dropped

M LI & 1Y *Af
from HJ . For similar reasons the *M” was also dropped from HJ,
M M
HPZ,, and HST .

One further comment regarding the variables listed in table 3.1. Except
for M,,,, and HP,,,, data on the variables listed in the table are not directly
available. For the empirical work, therefore, either some empirical approxi-
mation has to be found for each of the variables or assamptions have to be
made so that data on the variables are not needed. Tt will be seen in ch. 4,
for example, that while data on Y, are not available, data on the average
daily rate of output for the month, denoted as Y, are available, and that
with a few modifications of the theoretical model ¥, can be used in place
of Y,,, in the empirical work. For the most part in this chapter reference
will be made to the variables listed in table 3.1, with discussion of the data
problems being postponed until ch. 4.

3.4 The concept of excess labor

A theoretical model of the short-run demand for employment should provide
an explanation of why increasing returns to labor are so often observed,
even it appears at high rates of output. It is a major contention of this study
that during much of the year firms hold too much labor for the amount of
output produced, and that the observed number of hours paid-for per
worker is a poor proxy for the number of hours actually worked per worker
except during peak output periods. Let HF,,, denote the number of hours
paid-for per employed worker during the second week of month ¢, and let
H,,,, denote the number of hours actually worked per employed worker
during the second week of month t. When HP,,, is greater than H,,,, a
firm can be considered to be holding too much labor in the sense that it is
paying workers for more hours than they are actually working. On the other
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hand, during peak output periods when HP,,, and H,,, are likely to be
equal to one another and overtime is being worked, a firm can be considered
to be holding too little labor in the sense that if output were to remain
at.peal rates, more workers would probably be hired and fewer hours
worked per worker in order to decrease high overtime costs. A measure of
“excess labor on hand” should incompass both of these situations and should
be positive when HP,,, is greater than H,,, and negative when HP,,, is
equal to H,,,, and overtime is being worked.

Let HS,,, denote the standard (as opposed te overtime) number of hours
of work per worker during the second week of month 7. As was mentioned
in§ 2.3, HS may be subject to long-run trend influences and this is the reason
for the time subscript. Generally, HS, , should be around 40 hours a week
for most industries. Since HS,,, is the dividing line between standard hours
and more costly overtime hours, it can be considered to be the number of
hours a firm would like each of its workers to work in the long run if there
were no problems with fluctuating rates of output. In other words, HS,, .
can be considered to be the long-run equilibrivm number of hours worked
per worker. Using this concept, the measure of excess labor on hand during
the second week of month ¢ is taken to be log HS,,,, — log H,,,,, which is
the difference between the long-run desired number of hours worked per
worker and the actual number of hours worked per worker during the
second week of month 1.t If HS, ,, is greater than f,,,,, there is considered
to be a positive amount of excess labor on hand, and if #S,,, is less than
H,.,. there is considered to be a negative amount of excess labor on hand
(i.e., too few workers on hand).

If in fact firms hold positive amounts of excess labor during at least
part of the year, this provides an explanation of why estimates of increasing
returns to labor have so often been obtained. The properties of the short-
run production function are not being estimated because of the slack situation
which exists during much of the year, and the estimates merely show that
output fluctuates more in the short run than does the number of workers
employed or the number of man hours paid-for.

There are a number of reasons why firms may knowingly hold positive
amounts of excess labor during part of the year. Given the large short-run
fluctuations in output which occur during the year, large fluctuations in the

1 The functional form chosen for the model is the log-linear form, but to ease matters
of exposition and where no ambiguity is involved, the difference of the logs of two variables
(e.g., log HSuwm — log Heuws} will be referred to merely as the difference of the variables.
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number of workers employed or in the number of hours paid-for per worker
would be needed to keecp HP,,, always equal to H,,,. Soligo' presents a
comprehensive list of reasons why firms may be reluctant to allow large
fluctuations in their work forces. The most important ones are: (1) Contractual
commitments — such things as guaranteed annual wages, unemployment
insurance compensation, severance pay, and seniority provisions where
younger and perhaps more efficient workers must be laid off first. (2) Trans-
actions costs — the size of the office space and the number of employees
which must be used in the process of hiring and laying off workers will
depend on the frequency and magnitude of lay-offs and rehirings. (3} Re-
training costs and loss of acquired skills. (4) Morale and public relation
factors — qualified workers may not be attracted to a firm which has a
reputation of poor job security; large lay-offs may strain union-management
relations and may affect the efficiency of the employees remaining on the
job; and large lay-offs and rehirings may be harmful to its public image,
which may be important to the firm. (5) Reorganization costs — large changes
in the size of the work force may require considerable organizational changes,
which may lower efficiency in the short run.

These reasons which Soligo lists pertain to fluctuations in the number of
workers employed, but not necessarily to fluctuations in the number of
hours paid-for per worker. Why do not firms allow larger fluctuations in
the number of hours paid-for per worker corresponding to fluctuations in
output? Here again firms may be reluctant to do this for some of the same
reasons they are reluctant to allow large fluctuations in the number of
workers employed, namely reasons (1} and (4) listed above. Workers may
expect, for example, to be paid for a 40-hour work week, and firms may
subject themselves to serious morale and public relation problems if they
allowed this standard hourly work week to fluctuate very extensively.

It might be worthwhile at this point to discuss briefly how the concept of
excess labor developed in this study relates to the concepts used in previous
studies. The idea that firms may during any one period of time employ
more workers than they actually need to produce the output of that period
is, of course, not new. The lagged adjustment process (2.36) of the basic
model, which is so widely used, implies that Af,, the number of workers
employed, is not necessarily equal to MY, the desired number of workers
for the output ¥,. If A7, is greater than MY, then there are, in effect, too many
workers employed for the current amount of output produced. Solow, for

1 Sonigo {1966, pp. 174-175).
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example, uses the term “labor-hearding” “as a catch-phrase to stand for
alt the frictions involved in meeting transitory variations in output with
variations in employment™.}

‘What is not clear in much of the previous work is what happens to hours
paid-for per worker during the phases of adjustment. If the labor input
variable in the production function is taken to be man hours, then an A,
greater than M? need not imply any “man hours paid-for hoarding™ if the
number of hours paid-for per worker is reduced sufficiently. In the previous
studies this aspect of the short-run adjustment process has not been carefully
examined.

Ball and 5t Cyr, working not within the context of a lagged adjustment
model, but with the preduction function directly, do postulate that measured
man hours (M, H,),, may differ from “productive man hours™.2 Specifically,
they postulated (2.17), which is repeated here:

MH = (MH), (1 — U). (2.17)

U, is a measure of labor market tightness. Using (2.17), they estimated the
parameters of a Cobb—Douglas production function directly, assurming no
lagged adjustment process, but assuming that true labor services differ from
measured Tabor services in the manner depicted by (2.17). As stated in
§ 2.2.3, Ball and St Cyr remain agnostic as to whether this model or the lagged
adjustment model is more realistic. The postulate made in this study that the
number of hours paid-for per worker does not necessarily equal the number
of hours actually worked per worker is essentially the same as Ball and
St Cyr’s postulate that measured man hours may differ from productive
man hours. Ball and St Cyr, however, did not follow up their idea beyond
specifying (2.17) and attempting to estimate the parameters of their Cobb-
Douglas production function directly.

Since the number of hours actually worked per worker, H,., is not
observed except during peak output periods, where it probably equals
HP,,,, the amount of excess labor on hand, log HS,,,, — log H,,,,. cannot
be computed directly, and some approximation to it must be found. In
order for this to be done, however, more information is needed on the
proporties of the short-run production function, and this is the subject of
the next section.

t SoLow (1964, . 8).
? See the discussion in § 2.2.3.
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3.5 The short-run production functien

Most of the studies discussed in ch. 2 postulated some kind of a short-run
production function, the parameters of which were usually estimated by an
equation similar to (2.37) of the basic model. A short-run production
function is also postulated in the study, but it is assumed that the parameters
of this function cannot be estimated in the usual fashion with the data which
are available.

Notice from table 3.1 that a distinction is made between the number
of workers employed during the second week of month t, M,,.,, and the
number of workers actually used in the production process during the second
week of month #, M;,,. In other words, the possibility is allowed for that
some workers may be completely idle during the period and contribute
nothing toward the production of the period. The same possibility is allowed
for with respect to the stock of capital: some machines may be completely
idle during the period. Tt should also be noticed from the table that, by
definition, M, H,,, equals M, H, . since both of these variables equal
the total number of man hours worked during the second week of month 1.
The difference between H,,, and H,,, is merely whether in computing the
average number of hours worked per worker the average is taken over all
of the employed workers or only over the non-idle workers. For similar
reasons, K, Hr,, equals K, A5, in table 3.1,

2wt
The short-run production function is postulated to be:

YZwt = F(M;wt H;wta K;wr H;vax! T2wt)‘ (31)

¥,.,, is the amount of output produced during the second week of month 7,
M, H;,, is the number of production worker hours used during the second
week of month ¢ to produce Y,,,,, K;,,#,X, is the number of machine hours
used, and T, is the level of technical knowledge during the second week
of month 1.

M, by itself denotes the number of production workers used in the
production process during the second week of menth 7, and H;,,, by itself
denotes the average number of hours worked per non-idle worker during
the second week of month ¢. Likewise, K, by itself denotes the number
of machines used during the second week of month f, and HX by itself
denotes the average number of hours each of these non-idle machines was
utilized during the second week of month £. The total number of production

worker hours is thus taken to be the labor services variable in the production
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function (3.1), and the total number of machine hours is taken to be the
capital services variable.

Depending on the industry breakdown and the country, time series data
are usually available on the number of workers employed. Time series
estimates of the stock of capital are sometimes available as well, but data
are seldom available on the utilization of the capital stock, especially for
any kind of a detailed industry breakdown. For the United States, at least,
rather detailed industry data are also available on the number of hours
paid-for per production worker. For those studies described in ch. 2 which
used an hours variable at all in their empirical work, the hours variable
used was an hours paid-for variable. If the number of hours paid-for per
worker is g poor estimate of the number of hours actually worked per
worker, as is contended in this study, then good data on the number of
hours worked per worker are not available; and since data on machine
utilization are usually not available either, this means that the properties
of the short-run production function (3.1) cannot be estimated using available
data, even if the employment adjustment process can be correctly specified.

The approach taken in this study is to postulate certain properties about
the short-run production function and to develop a theory of the short-run
demand for workers wsing these postulates. Consequently, only indirect
tests of the validity of these postulates will be available, which are the tests
of how well the over-all model performs.

The first postulate relates to the short-run substitution possibilities be-
tween labor services and capital services. In the production function (3.1)
the amount of labor services used, M, /., can be changed either by
changing the number of workers used, M., or by changing the number
of hours worked per worker, #, .. In like manner, the amount of capital
services used, K, H,~ ., can be changed either by changing the number of
machines used, K., or by changing the number of hours each machine is
utilized, H;X . Because of the different ways in which labor services and
capital services can be changed, one must be careful when discussing sub-
stitution possibilities between capital services and labor services to specify
exactly what he means. For example, increasing labor services by increasing
the number of hours worked per worker and keeping the number of workers
used constant need not require any additional machines used, since the
existing machines can just be utilized more hours. Increasing labor services
by increasing the number of workers used and keeping the number of
hours worked per worker constant, however, is a different matter. Either
the new workers hired work with the old workers on the same number of
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machines, or the new workers hired work on machines which have previously
been idle.

It is postulated in this study that the short-tun production process is of
such a nature that a fixed number of workers is required per machine. If
the worker—machine ratio is greater than this number, it is assumed that
no additional output can be produced, and if the ratio is smaller than this
number, it is assumed that no output can be produced at ail. This assumption
implies that when new workers are hired, they work on previously idle
machines.! Another implication of the assumption is that the average number
of hours worked per non-idle worker, H,,,, and the average number of
hours each non-idle machine is utilized, H3%,, are the same. Machines, for
example, cannot be run eight hours a day and have workers working on
them only six hours a day.

The short-run production function is thus postulated to be (ignoring
for the moment technical progress and the possibility of non-constant short-
run returns to scale):

YZwr/H;wt = min {fo;wcs ﬁK;m}- (3.2)

Y, /H;,., in eq. (3.2) is the amount of output produced per hour by the
non-idle workers and machines,

This postulate of no short-run “substitution possibilities™ between workers
and machines may not be an unreasonable approximation of reality, but
no direct empirical evidence is given here to confirm it. The postulate would
be difficult to verify directly without a detailed examination of each produc-
tion process, an examination which has not been undertaken here. It will
be seen later to what extent the model developed in this study depends on
this postulate.

The second postulate made about the properties of the short-run produc-
tion function relates to the degree of increasing or decreasing short-run
returns to scale. In (3.2) it is implicitly assumed that there are constant
returns to scale. If it is assumed that there are short-run returns to scale of

1 This last statement is not guite true if the possibility of second and third shift work is
allowed for. If there is more than one shift, then new workers hired need not work on
previously idle machines if they work on a second or third shift; the same machines can
be used on all three shifts, For present purposes the distinction between first and second
or third shift work can largely be ignored by considering any machine which is used on,
say, two shifts as two different machines. The number of physically different machines
used in the production process may thus be less than K*z.: above,
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size i with respect to the number of workers and machines used, then (3.2)
becomes

Yol Haye = min {aM7,, BKT.}. (3.3)

If % is greater than one in (3.3), for example, then there are increasing returns
to scale,

The way (3.3) is specified, there are constant returns {o scale for changes
in the number of hours worked per worker and machine, H,,. If it is
assumed that there are also short-run returns to scale (of size v) with respect
to the number of hours worked per worker and machine, then (3.3) becomes

YZWTIH?:&I = min {OCM?WH ﬁK;'iut}a (34)

or
Yoo = min {aM3h Hay, BK2 Hael- (3.5)
7 and v in eq. (3.5), of course, do not necessarily have to be equal.

It is possible that empirical evidence on the extent of increasing or de-
creasing short-run returns to scale can be gleaned from the scatter diagrams
discussed in § 3.2. In these diagrams the variable actually plotted against
output was not output per worked man hour but output per paid-for man
hour, If it is assumed that there are no completely idle workers so that
M. equals M,,, and H,, equals H,,,, and if it is assumed that there are
constant short-run returns to scale both for changes in the number of
workers employed and for changes in the number of hours worked per
worker so that # and v are both equal to one in (3.5), then the scatter
diagrams should look like the one depicted in figure 3.3,

2wt
Mevet Prawe

HRi=Howe  Yauwt

Fig. 3.3. Expected relationship between output per paid-for man hour and output on the
assumption of constant returns to scale.
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Up to the point where the number of hours paid-for per worker, HP,,.,,
equals the number of hours actually worked per worker, H,,,, one should
observe an increasing output per paid-for man hour, Y, /M, HP,,,, as
output increases, because, while the number of hours worked per worker
needs to increase when output increases, the number of hours paid-for per
worker needs to increase much less, if at all. At the point where the number
of hours paid-for per worker equals the number of hours worked per
worker the praduction function constraint becomes binding on the number
of haurs paid-for per worker, and the scatter beyond this point should reveal
properties about the production function, such as the returns to scale
property.'

If there are constant returns to scale, then beyond the point where the
number of hours paid-for per worker equals the number of hours worked
per worker the scatter should be on a horizontal line, as in figure 3.3, If
there are increasing returns to scale so that s and v in (3.5) are greater than
one, the scatter should lie on an upward sloping line, and if there are de-
creasing returns io scale so that # and v are less than one, the scatter should
lie on a downward sloping line. If # is less than one and v is greater than one
or vice versa, the scatter can, of course, lie either on a upward or downward
sloping line depending on the size of » and v and on the size of the short-
rupn fluctuations in the number of workers employed and the number of
hours worked per worker.

The results of the scatter diagrams were given in figure 3.2 and were
discussed in § 3.2 above. It is the author’s general impression that there is
not enough evidence from these resuits to determine which is the most
realistic assumption about short-run returns to scale to make. The main
reason for this is that it is difficult to know where the point where the number
of hours paid-for per worker equals the number of hours worked per

L One should at feast expect this to be true for a continually increasing output. For a
decrease in output, even from a high level, it is difficult to know whether the number of
hours paid-for per worker decreases as much as the number of hours actually worked
per worker during the period, or whether the number of hours paid-for per worker is
adjusted downward with a lag. For a continually increasing output the problem is likely
to be less sericus, since at points beyond the point where the number of hours paid-for
per worker equals the number of hours worked per worker, the number of hours paid-for
per worker must increase at ieast as fast as the number of hours worked per worker and
is probably not likely to increase much faster. This is the reason why aftention was
concentrated in § 3.2 on the points of the scatter diagrams where output was increasing
and why diagrams like figure 3.2v were difficult to interpret.
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worker begins, and it may be that in many cases the point is reached only
at the peak level of output for the year, so that no scatter is observed beyond
this point. The results would tend to confirm the assumption of increasing
short-run returns to scale if one had good reason for beligving that scatrer
was actually observed beyond the point where the number of hours paid-for
per worker equals the number of hours worked per worker, but since there
is little evidence for believing this, the results are actually of little help.

The postulate made in this study is that both n and v in (3.5) are equal
to one. In other words, it is assumed that the short-run production function
is one of constant returns to scale, both with respect to changes in the
number of workers and machines used and with respect to changes in the
number of hours worked per worker and machine.

In eq. (3.5) it is implicitly assumed that all workers and all machines
are of the same efficiency. In reality workers and machines are likely to
differ in efficiency, and if workers are hired and machines utilized in order
of their efliciency, this will have an effect similar to the existence of de-
creasing short-run returns to scale with respect to the number of workers
and machines used (i.e., to 5 being less than one). Likewise, if the efficiency
of workers decreases the more hours they work per week (due to such
things as fatigue, boredom, etc.), this will have an effect similar to the
existence of decreasing short-run returns to scale with respect to the number
of hours worked per worker and machine per week (i.e., to v being less than
one). Tt thus appears ¢ priori that the assumption of n and v being less than
one is more realistic than the assumption that they are equal to one or are
greater than one. It was felt here, however, that it was better to make the
assumption of constant returns to scale (3 and v both equal to one) than to
arbitrarily specify a certain degree of decreasing returns to scale. It will
be shown later to what extent the model developed in this study depends
on this assumption. '

The assumption that both # and v are equal to one implies that there is
no difference in the effect on output whether labor services are changed by
changing the number of workers used or by changing the number of hours
worked per worker. If M;, H;,, is increased by, say, ten percent, then
output will be increased by ten percent also, and it dees not matter whether
the ten percent increase in M., H,.,, comes from increasing M., or 3,
or some combination of the two,

Except for the possibility of the existence of technical progress, the short-
run production function is thus postufated to be as in eq. (3.2): no short-run
substitution possibilities between workers and machines and constant short-
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run returns to scale both with respect to changes in the number of workers
and machines used and with respect to changes in the number of hours
worked per worker and machine per period. The assumption which is made
about technical progress will be discussed in the next section.

3.6 The measurement of excess labor

Under the assumptions just made about the properties of the short-run
production function, estimates of the amount excess labor on hand can be
made. Estimates of the amount of excess labor on hand for each of the
séventeen industries considered in this study were made in the following
manner, For each of the industries, output per paid-for man hour, ¥,/
M, .HP,,,, was plotted monthly for the 1947-1965 period.! These points
were then interpolated from peak to the next higher peak and so on for
the nineteen-year period. The peaks in this output per paid-for man-hour
series occurred at the corresponding peaks in the ocutput series in most
cases, as is implied by the results of the scatter diagrams above. Many yearly
peaks were lower than the peaks of the previous years, and these were not
used in the interpolations. For the beginning of each period the inter-
polation line was taken to be a horizontal line from the first month to the
first peak, and for the end of each period the interpolation line was taken to
be a horizontal line from the last peak to the last month.

The “cyclical” movements in output per paid-for man hour were guite no-
ticeable for most industries, corresponding roughly to the cyclical movements
inoutput. The long-run trend in output per paid-for man hour was upward for
nearly all industries. The procedure of going from peak to next higher peak
was not strictly adbered to in every case. For a small fraction of the cases &
particular peak seemed to be high relative to both past and future values, and
these peaks were not used as interpolation peaks. In other words, an effort was
made to smoeoth out the interpolation lines as much as seemed warranted
by the nature of the plots, and a few peaks were rejected as aberrations in
the basic data. The over-all procedure of choosing the peaks is, of course,
a highly subjective one, although in most cases the choices were fairly

1 All data were seasonally unadjusted. See ch. 4 and the data appendix for a discussion
of the data. It should be pointed out here that the output series actually used was not the
(unobserved) series on the amount of output produced during the second week of the
month, but the (observed) series on the average daily rate of output for the month. As
discussed in ch. 4, this approximation should be reasonably good in most cases.
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unambiguous. In the data appendix the months which were used as the
peaks for each of the seventeen industries are presented.

The following two assumptions are made regarding these interpelations.
The first assumption which is made is the assumption that at the interpolation
peaks there are no completely idle workers, so that, in the notation of table
3.1, M,,, equals M,,,. As will be discussed in ch. 4, the BLs data on M,,,
include workers who are on vacation and on paid sick leave, and so this
assumption that there are no completely idle workers at the peaks is not
likely to be completely true. The assumption may not be too unrealistic,
however, especially considering the fact that vacations are less likely to be
scheduled during the peak output months of the year' than during the more
slack months. If M,,, equals M., then the number of hours worked per
employed worker, H,,,,, and the number worked per non-idle worker, ...,
are the same. At the peaks, then, no distinction needs to be made between
employed and non-idle workers, The second assumption which is made is
the assumption that at the interpolation peaks the number of hours paid-
for per worker equals the number of hours actually worked per worker,
ie., that HP,, , equals H, , at the peaks. In other words, it is assumed
that at the peaks firms are not paying workers for any more hours than they
are actually working. This assumption appears to be fairly realistic, since
it seems unlikely that firms will behave in such a way that they end up paying
workers for unworked hours even at peak output rates.

These two assumptions imply that at the peaks the unobserved output
per worked man hour, Y,,,/M,,..H}.,., equals the observed output per paid-
for man howr, ¥,,,,/M,,  HP,,,. Therefore, from the postulated production
function (3.2), an estimate of the parameter x is available at each of the
peaks, The final assumption which is made 1s the assumption that « is a
function of time and varies smoothly along the interpolation lines from
peak to peak. In this way technical progress is introduced into the production
function (3.2). This assumption is not equivalent to assuming that o grows
smoothly throughout the sampie period, because the interpolation lines in
general had kinks in them at the peaks. From these assumptions and the
interpolation results, then, estimates of o are available for each month
throughout the sample period.

Notice that the assumptions of no short-run substitution possibilities
between workers and machines and of constant returns to scale made in

1 Remember that the peaks in the output per paid-for man-hour serics usually corresponded
to the peaks in the output series.



3.6} THE MEASUREMENT OF EXCESS LABOR 49

§ 3.5 are necessary for the above procedure to be valid, Otherwise, the
estimates of @ obtained above could not be considered to be estimates of a
parameter of the short-run production function. The accuracy of the esti-
mates of ¢ also depends on the assumption that at the peaks used in the
interpolations M,,,, equals M, and HP,,, equals H,,., and on the assump-
tion that & moves smoothly through time from peak to peak.

From the production function (3.2)

£ x l
Mzm HZW! =

YZ wis (3'6)

Loy

where the time subscript has been added to « to indicate that it varies through
time. Given the estimates of «,,, constructed above and the output data,
estimates of M, H,,., can be constructed from eq. (3.6). M, H,.,, is then
the estimate of the number of man hours actually required to produce Y.
When M., H,,, is divided by HS,,,, the standard or long-run equilibrium
number of hours of work per worker, the result, denoted as M2, can be
considered to be the desired number of workers employed for the second
week of month ¢

M%wt = M;wr H;w:/‘HSZM“ G

M, is the desired number of workers employed in the sense that if’ man-
hour requirements were to remain at the level M, H,., M}, can be
considered to be the number of workers the firm would want to employ in
the long run, In the long run each worker would then be working the
standard number of hours per week.

Using M2, the amount of (positive or negative) excess labor on hand
is taken to be log A,,, — log M1, which is the difference between the
actual number of workers employed and the desired number. In the dis-
cussion in § 3.4 the amount of excess labor on hand was defined to be
log HS,,,, — log H,,,, which is the difference between the standard number
of hours of work per worker and the actual number of hours worked per
worker. It is easy to show that this measure and the measure just constructed
are the same. Using (3.7) and remembering that M,,, H,,, equals M, H,....
it follows that:

log M2wt - IOg Mgwt = EOg MZwr - (IOg A’{;wr I—{;wx - 103 HSZwt)
= log M,,,, — log M, H;,, + log HS,,,
+ log Hjyy — log Hae
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= 1':)g MZwt H2wt - IOg A”f;wt }I;.w: + IOg HS?.W!
- ]Og HZwt
= log HS,,, — log Hy,,. (3.8)

In the rest of the text, therefore, these two expressions for excess labor will
be used interchangeably. What (3.8) says is that the amount of excess labor
on hand can be looked upon either as the difference between the number
of workers employed and the desired number employed or as the difference
between the standard number of hours of work per worker and the actual
number of hours worked per worker.

3.7 The short-run demand for predaction workers

The model developed here of the short-run demand for production workers
is not rigorous in that the employment behavior of firms is not derived from
the minimization of a particular short-run cost function. One possible
justification of not basing the model on the minimization -of a short-run
cost function is that the behavior of firms may be sufficiently complex that
it cannot accurately be described in terms of the minimization of a simple
analytic cost function. The model of Holt, Modigliani, Muth, and Simon,
for example, is based on the minimization of a cost function, and it is seen
in ch. 6 that one of the approximations which is made in order to enable
this to be done is unrealistic and leads to rather poor empirical results for
the over-alt model. For the model developed in this study there is certainly
some kind of a complex cost function in the background, the minimization *
of which implics the behavior postulated by the model, but the behavior
pestulated below is sufficiently complex that it is doubtful whether this
underlying cost function could be easily derived.

M,,,, denotes the number of production workers on the payroll of the
firm during the second week of month ¢. The problem is to explain the
short-run fluctuations in log M, — log M., . the (logarithmic) change
in the number of production workers employed from the second week of
month £ — 1 to the second week of menth . In the model developed here
production decisions are assumed to be made before employment decisions
and are assumed not to be influenced by the number of workers on hand.
A one-way causality is thus postulated from decisions on production to
decisions on employment. This assumption is discussed in detail in ch. 6,
but for present purposes production decisions are taken to be “exogenous”
with respect to employment decisions.
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It was mentioned above that large and rapid adjustments in the work
force of a firm are likely to be costly (from the point of view of actual costs
as well as of worker morale), and firms are likely to attempt to smooth
out their work force fluctuations. If output is expected to increase over
the next few months, firms may be reluctant to lay off workers they do not
actually need at present, and they may begin to build up their work force
in anticipation of higher future man-hour requirements. Conversely, if
output is expected to decrease over the next few months, firms may be less
reluctant to lay off workers, and they certainly have no need to build up
their work force any further. Therefore, the expected current change in
output (log Y5, — log ¥,,,,_;) as well as expected future changes in output
(log Y54 —log ¥iei-1. £ = 1, 2, ..., n) are likely to be significant
factors in the determination of log M,,, — log M,,,_+. (Y5, is the
amount of output expected to be produced during the second week of month
¢ + i, all expectations being made during the second week of month ¢t — 1)
In other words, because of adjustment costs, the time stream of expected
future changes in man-hour requirements (and thus, roughly, of expected
future changes in output) is likely fo be a significant factor affecting short-
run employment decisions.

The amount of excess Iabor on hand during the second week of month
t — 1 would also be expected to have an effect on a firm’s employment
decisions. One would expect that, other things being equal, the larger the
amount of positive excess labor on hand during the second week of month
t — 1, the larger would be the number of workers who would be laid off
during the monthly decision pericd. Holding positive amounts of excess
labor is costly, and the firm can be considered in the short run to be con-
tinuously trying to eliminate this excess labor in the light of such things as
worker morale problems and other adjustment costs. Conversely, if there
is negative excess labor on hand (too few workers employed), the firm can
be considered to be constantly trying to add workers to achieve a zero
amount of excess labor.

The amount of excess labor on hand during the second week of month
t — 1 is measured as log M,,,  — log MZ, ., and was constructed in
the manner described above. Regarding the measurement of the amount
of excess labor on hand, there is another set of variables which is worth
considering as well. Since the number of man hours paid-for fluctuates
much less than output in the short run and thus less than man-hour require-
ments, the past changes in output, log ¥y, ; — log ¥y =12, ..,
m), may be useful proxies for the amount of excess labor on hand in the
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sense that if output has been declining in the past, there should be more
excess labor on hand than if output has been rising in the past.’ Of course,
log M,,,., —log M{,, _, and the log Y,,, ; — log ¥,,.,_;_, variables
will be highly correlated, and to the extent that the assumptions made above
are true, log M,,,,_y — log M3, _, is the better measure of excess labor
on hand.

It is not inconceivable, however, that both log M,,, , — log MY, _,
and the past changes in output are significant in the determination of
logM,,, —logM,,,_,.Eventhoughthevariableslog ¥,,,,_; — log ¥5,., ;4
(i = 1,2, ..., m) are measuring part of log M,,, , — log ME,._\, the
reaction of the firm to the two types of variables may be sufficiently different
to make both types of variables significant. Even if it is assumed that log
My, —log M3, is a perfect measure of the amount of excess labor
on hand and that a firm reacts in a specified way to this variable, the firm
still may react more strongly (weakly) in eliminating this excess labor when
the increase (decrease) in part of the excess labor comes in the immediate
past month or two. In other words, the past two or three months’ activities
may have a stronger effect on a firm’s employment decision than effects
which have been cumulating over a Ionger period of time.,

In the development of the model some assumption has to be made
regarding the influence of wage rate fluctuations on the short-run demand
for workers, As mentioned in § 2.3, there are two different kinds of short-run
cost-minimizing assumptions which can be made —~ one concerned with the
optimal short-run workers-hours worked per worker mix and the other
concerned with the optimal short-run capital services-labor services mix.
DnryMmes (1967) has been the only one who has been concerned with this
second assumption,

If there are no short-run substitution possibilities between the number of
workers and machines, short-run changes in the wage rate can have no
effect on the short-run worker-machine ratio. Since a firm is assumed to
hold positive and negative amounts of excess labor during much of the vear,
however, a change in the wage rate will change the cost of holding this
excess labor, If the wage rate rises, for example, and if adjustments costs
do not increase proportionately with the wage rate, a firm may decide to
hold less excess labor, other things being equal, because of the increased
relative cost of holding this labor. Thus, an increase in the wage rate may

1 ¥aue-: i5 the actual amount of outpit produced during the second week of month £—1,
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have a negative effect on the change in employment, and a decreasein the
wage rate a positive effect,

In the model developed here it is assumed that the short-run employment
decisions of firms are not significantly affected by short-run wage rate
changes.! This assumption does not appear too unreasonable, especially
considering the fact that short-run wage rate fluctuations are likely to be
rather small and that adjustment costs may increase nearly proportionately
with the wage rate.

The long-run effects of the growth of technology on the number of
production workers employed have already been accounted for in the
construction of M4, .. If « in the production function (3.2) is increasing over
time due to the growth of technology, then, other things being equal, M?,,
in eq. (3.7) will be falling, since man-hour requirements, M, H;,.,, will
be falling. The amount of excess labor on hand will thus be increasing.
In the model developed here, therefore, the effects of the growth of tech-
nology on short-run employment decisions are taken care of by the firm’s
reaction to the amount of excess labor on hand.

The following equation is thus taken to be the basic equation determining
log M,,,, — log Ma,_ !

log M, — log My, = oy(log My, — log M- )

+ Z B, (10g Ysun—s — 108 Yoweoi—1)
i=1

+ yolog Y3, — log Yo 1)

+ 2 vilog Y5, — log ¥Yipimq)  (3.9)

i=1
In eq. (3.9) «, is the partial “reaction coefficient” to the amount of (positive
or negative) excess labor on hand, and it is expected to be negative. The
reasons for the inclusion of the various output variables in eq. (3.9) have
been discussed above. One would expect that the §, coefficients would
decrease as i increases (the more distant the change in output the smaller
the effect on current behavior) and that the y, coefficients would decrease

1 ft would be better, of course, to test this assumption, but unfortunately data on
standard hourly wage rates (as opposed to average hourly earnings, which reflect overtime
earnings as well) are not available.
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as i increases (the further in the future the expected change in output the
smaller the effect on current behavior), with y, being the largest of the
coefficients.

With respect to the excess labor variable in eq. (3.9), log M2, , is
defined from eq. (3.7) to be

log Miwt—-l = log M’;wz—l H;wﬁ] —log HS; 1. (3.10)

The variable M,,,_,H,,,-, was constructed in the manner described in
§ 3.6, but as yet no assumption has been made regarding HS,,, ., the
standard number of hours of work per worker for the second week of month
t — 1. The following assumption is made, It is assumed that HS is either
a constant or a smoothly trending variable, and specifically that

HSyup-q = He*, (3.11)

where H and y are constants. On this assumption log HS,,,_, in eq. (3.10)
equals log H + pf, and so the excess labor variable in eq. (3.9) can be
written

xy(log My, | — log M3, ;) = ) _
' %(log My, —1 — W08 My g Hayeoy) + oy log H 4+ oyt (3.12)

This introduces a constant term and a time trend in eq. (3.9).

There may also be an additional factor in the constant term of eq. (3.9)'
besides a;log H. The specification of eq. (3.9) implies that the desired
amount of excess labor on hand is zero. It may be, however, that a firm
desires to hold a certain positive amount of excess labor at all times as
insurance against, say, a sudden unexpected increase in demand or a sudden
increase in absenteeism. If log £ denotes this desired amount of excess labor,
then the excess labor term in eq. (3.9) should be o, (log A,,,,., — log M%,, .,
— log E}, which adds the (constant) term —ua, log E to the equation. The
possibility that log E is greater than zero will be ignored in the discussion
which follows, but it should be kept in mind in the interpretation of the
estimate of the constant term of eq. (3.9).!

Eq. (3.9) is not yet in estimatable form because the expected output

1 Tt should also be pointed out here that if the assumption made above that at the inter-
polation peaks output per paid-for man bour equals output per worked man hour is
wrong, but that the percentage difference between output per paid-for man hour and
ouatput per worked man hour is the same at each one of the peaks, then this error will be
absorbed in the constant term in eg. (3.9).



3.8] THE EXPECTATIONAL HYPOTHESES 55

variables are not directly observed, and so in order for it to be estimated
some assumption has to be made as to how expectations are formed. The
expectational hypotheses which were tested in this study will be discussed
in the next section.

3.8 The expectational hypotheses

Three basic expectational hypotheses were tested in this study. The first
hypothesis which was tested is the hypothesis that expectations are perfect.
In other words, the hypothesis states that

log Y;w!**i = log YZWI"’l" 1‘ - 0, 1, ey 1 (3.]3)
The second hypothesis which was tested is the hypothesis that

log Yis: = log Yo, 45212 + Aflog Yo — 108 Yie13)s
i=0,1,..,n (3.14)

What this hypothesis says is that firms during the second week of month
¢t — 1 expect the amount of output to be produced during the second week of
month ¢ -+ 7 to be equal to the amount of cutput produced during the second
week of the same month last year, plus a factor to take into account whether
output has been increasing or decreasing in the current year over the
previous vear, log Y,,.,_; — log ¥Y,,.,_ 13 If, for example, output has been
increasing in the sense that log ¥,,,., — log ¥,,,_,5 15 positive, firms
expect log ¥,,,+; — log ¥y,,4+;-12 to be positive by a certain percentage,
the expected percentage being based on the percentage increase of the past
month. Similarly, if output has been declining, log Y54, — 108 Youivi42
is expected to be negative. The A; coefficients may conceivably be different
for different /, since as the output to be predicted moves into the future,
firms may put less reliance on immediate past behavior.

The third expectational hypothesis which was tested in this study is a
combination of the first two. Specifically, it assumes that the hypothesis of
perfect expectations holds for ¥j,, and that the second hypothesis holds
for Y5 v i=1,2,..., n It seems likely that firms will have a rather goed
idea of the amount of output they are going to produce in the forthcoming
month, but a less clear-cut idea for more distant periods. If in fact employ-
ment decisions are made on less than a monthly basis, the hypothesis of
perfect expectations for the current month appears quite reasonable, since
presumably the number of workers employed will be adjusted throughout
the month as the amount of output produced changes.
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The method which was used to test these hypotheses is as follows. For
each expectational hypothesis the implied value of each ¥%,,,; was sub-
stituted into eq. (3.9), and the equation was estimated for each of the
seventeen industries. The three equations for each industry were then
compared with respect to the goodness of fit criterion and with respect to
the significance of the y; coefficients, and that hypothesis was chosen for
each industry which vielded the best results. Because the Y7%,,,; variables
cannot be directly observed, only this indirect test of the three hypotheses
is available. The validity of this test, of course, depends on the assumption
that eq. (3.9) is specificd correctly to begin with.,

For the perfect expectational hypothesis the actual future values of cutput
are used as measures of the expected future values. Under the second
expectational hypothesis, the expectational part of eq. (3.9) becomes (as-
suming # to be three):

3

yollog Y5, — log Yaue— ) -+ Z 7{log Yiwes: — log Y500 p)
=1
= yollog Ya,m iz — log Yo, ) + 7i(log ¥so 1y — l0g Yy 00— 3}
+ ?j'z(k)g Yiweo1o0 — 108 Yo 11) + yallog Yo, g — log ¥y 10}
+ (Yoho+ 1141 —Vida T VaAs —Y2dy Hyada —vsdilog Yo,y
—~log Yz, -13). (3.15)

For this second expectational hypothesis, if all of the A; coefficients are
equal (to, say, A}, then the coetlicient of log ¥,,,_, — log ¥,,,_,; becomes
Yo4, and A can be identified; otherwise the 4; coefficients cannot be identified.

Under the third expectational hypothesis, the expectational part of eq.
(3.9) becomes (again assuming » to be three):

3

yollog Y5, — log Yo, ) + Z pilog ¥iurs — log Y50 s)
i=1
= pollog Ya,, — log Yoy 1) + p4(log Yoy — log Yo
+ 720108 Yaou 10 — log Yoo 1) + yallog Yo, o — log Y5 10)
+ (yeAy Hy24s— 724 T ysds—yadalliog Yo, — log Yi._13).
(3.16)

Again, only if all of the 4, coefficients are equal (to, say, /) can A be identified.

The hypothesis that expectations are perfect may not be as unreasonable
as it sounds. Firms are likely to have more information at their disposal
regarding future demand conditions than merely information on the amount
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of output they produced in the past or on past demand conditions. If firms
do not use a naive equation like (3.14) to forecast and if the forecasting
technique they do use is fairly accurate, then the perfect expectational
hypothesis should be a better approximation of how expectations are formed
than the other “non-perfect” expectational hypotheses. The hypothesis that
expectations are perfect will, of course, be completely realistic if firms
schedule production in advance and do not deviate from this schedule even
if expected demand conditions change.

3.9 Summary

This completes the discussion of the theoretical model of the short-run
demand for production workers developed in this study. It was seen that
output per man hour and output appear to be positively related even during
peak output periods and that there is little evidence of decreasing or constant
returns to labor services. The explanation presented here of the widely
observed phenomenon of increasing returns to labor is based on the idea
that firms hold positive amounts of “excess labor’” during much of the year
and that the true production function inputs are not observed. A critical
distinction is made between the (observed) number of hours paid-for per
warker and the (unobserved) number of hours actually worked per worker,
and it is contended that the former is a poor proxy for the latter except
perhaps at peak rates of output. If this is true, then the properties of the
short-run production function cannot be estimated because of lack of data,
and in this study various properties of the short-run production function
have been postulated. The short-run preduction process has been assumed
to be of such a nature that a fixed number of workers is required per machine
and that there are constant returns to scale both with respect to changes in
the number of workers and machines used and with respect to changes in
the number of hours worked per worker and machine.

The amount of excess labor on hand was defined to be the difference
between the standard number of hours of work per worker and the actual
number of hours worked per worker. A measurement of the amount of
excess labor on hand was made for each indusiry for each month of the
sample period by interpolating plots of output per paid-for man hour from
peak to next higher peak; assuming that at the peaks output per paid-for
man hour equals output per worked man hour so that an estimate of the
production function parameter « is available at each of the peaks; assuming
that % moves smoothly through time from peak to peak; using the estimates
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of o and the output data to compute estimates of man-hour requirements;
dividing man-hour requirements by the standard number of hours of work
per worker to get the desired number of workers employed; and then taking
the (fogarithmic) difference between the actual number of workers employed
and the desired number employed. This latter measure is the same as the
{logarithmic) difference between the standard number of hours of work per
worker and the actual number of hours worked per worker. The entire
procedure is based on the assumptions made about the properties of the
short-run production function.

A model of the short-run demand for workers was then developed in which
the change in the number of workers employed was taken to be a function
of the amount of excess labor on hand and the time stream of expected
future changes in output. The past change in output variables were also
added on the assumption that they may help depict the nature of the reaction
to the amount of excess labor on hand. Three expectational hypotheses were
proposed to be tested in this study, one in which expectations were assumed
to be perfect and the other two in which expectations were assumed to be
based on past output behavior,

In the next chapter the data which have been used in this study are dis-
cussed, and then eq. (3.9) is estimated for each of the seventeen industries
considered in this study under the three proposed expectational hypotheses.



CHAPTER 4

THE BASIC RESULTS FOR PRODUCTION WORKERS

4.1 Introduction

In this chapter the results are presenfed of estimating eq. (3.9) under the
expectational hypotheses discussed above. These basic results are discussed
in detail in this chapter, and then in ch. 5, using eq. (3.9} as a starting point,
various hypotheses regarding other possible determinants of short-run
fluctuations in the number of workers employed are presented and tested.
The data used in this study are considerably more detailed than the data
used in previous studies, and these data will be discussed first,

4.2 The data

The basic model of previous studies discussed in ch. 2 and the model
developed in this study take the firm as the basic behavioral unit. Data are
not available by firm, however, and some amount of aggregating must be
done. In many of the previous studies highly aggregate data have been used,
such as for all of manufacturing. The use of highly aggregate data is likely
to conceal certain relationships which may exist in the disaggregate data,
and Hultgren has discovered in his work that the use of large statistical
aggregates tends to conceal the disaggregate relationships between fluctu-
ations in output and output per man hour.! The basic reason for this is
.that production cycles in different industries do not coincide with one
another and to some extent tend to cancel each other out. Also, one might
expect that hiring and firing practices would differ considerably across
industries.

The two studies of the United States which have used quarterly two-digit
industry data are those of DHRYMES (1967) and Kun (1965b). Unfortunately,
much of these data are nearly useless for the study of short-run relationships
between output and employment. The quarterly two-digit industry data
have been constructed by interpolating annual two-digit industry data using

1 HULTGREN (1960, pp. 28-25).
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the Federal Reserve Board (¢FRB) indices of industrial production. About
half (by value added) of the FrRB indices, however, are obtained by inter-
polating annual data using the Bureau of Labor Statistics (BLS) man-hour
data and seme assumption about how output per man hour fluctuates with
output in the short run — and this is one of the very things the studies are
concerned with estimating, When these data are used, combined with the
BLS data on employment, to estimate the relationship between employment
and output in the short tun, the net result is to estimate the estimating
technique used by the Fre to construct the output data in the first place.
There are only four two-digit industries in which the data are not based at
least in part on man-hour interpolations — 33 Primary metals, 26 Paper
and allied products, 21 Tobacco manufacturing, and 29 Petroleum refining
and related industries.

Fortunately, there are better United States data available, at a sacrifice,
however, of complete coverage of all of United States manufacturing. There
are seventeen three-digit industries for which ¥R output data and »BLs
employment data are available monthly from 1947 to the present where

Tanrg 4.1

The seventeen industries considered in this study

SIC number Description

201 Meat products

207 Confectionery and related products
n Cigarettes

212 Cigars

231 Men’s and boys’ suits and coats

232 Men’s and boys’ furnishings

233 Women’s, misses’, and juniors’ outerwear
242 Sawmills and planing mills

271 Newspaper publishing and printing
301 Tires and inner tubes

311 Leather tanning and finishing

314 Footwear, except rubber

324 Cement, hydraulic

33 Blast furnace and basic steel products
332 Iron and steel foundries

336 Non-ferrous foundiies

341 Metal cans
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the FRB output data are measured independently of BLS employment data.
In addition there are about twenty four-digit industries for which these
data are available monthly from 1938 to the present.! The seventeen three-
digit manufacturing industries considered in this study are listed in table
4.1, These industries constitute about eighteen percent of manufacturing by
value added.

There are other advantages of using these data in addition to the output
estimates being independent of the man-hour data. For the three-digit
industries the degree of disaggregation is quite good, and many of the
problems with using highly aggregate data should be mitigated. The three-
digit industries are much more homogeneous groups than even the two-digit
industries. The use of monthly data in a short-run study also scems very
desirable, as some of the relationships between short-run fluctuations in
employment and output may be covered up in quarterly data.

The BLS production worker data used in this study refer to persons on
establishment pay-rolls who receive pay for any part of the pay period which
includes the 12th of the month. Persons who are on paid sick leave, on paid
holidays and vacations, or who work during part of the pay period and are
on strike or unemployed during the rest of the period are counted as em-
ployed. These are the data which were used for Af,,,,. Data for the average
number of hours paid-for per production worker during the second week
of month t, HP,,.,, were also taken from the Brs. These data are compiled
from the same survey as the data on the number of production workers
employed.

The FrB data on output do not refer to the amount of output produced
during the second week of the month, which from the point of view of the
modet developed in ch. 3 it would be desirable to have, but instead refer to
the average daily rate of output for the menth. For lack of a better alternative,
however, the FrB data were used as the output data in this study. Unless the
weekly rate of output fluctnates considerably during the month, the average
daily rate of output for the month should be a fairly good approximation
to the average daily rate of output for the second week of the month. The
observed average daily rate of output for the month will be denoted as
Yy, to distinguish it from the unobserved but theoretically preferred Y,,,,
variable. Some of the consequences of using ¥,, in place of ¥,,, will be
discussed below,

1 There are also three three.digit mining industries for which data are available from 1947
to the present.
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The basic period of estimation was taken to be the period 1947-1965,
but a number of adjustments in this basic period were made for each industry.
For example, in all of the seventeen industries except 201, 271, 324, and 341,
a significant percentage of firms shut down for vacations in July (usually
the first two weeks), and in industries 207, 211, 212, 231, 232, 233, and 314
a significant number of firms also shut down during the Christrnas week
in December.! In July and December many of these firms find demand at
low levels anyway, and they find it to their advantage to shut the entire
plant down for a week or two for vacations, rather than to keep the plant
open and spread the vacations over a longer period of time. For these
shutdown periods production is clearly not exogenous, and thus it was
decided to exclude from the periods of estimation the months in which
shutdowns occurred. This means, for example, that for industries which
shut down in July and December the valyes of log M,,,, — log M,,,,_ for
June to July, July to August, November to December, and December to
January were excluded.

Since past and expected future output changes are assumed in the model
developed above to have an effect on employment decisions, excluding the
four July and December observations when shutdowns occur does not
exclude the July and December ocutput figures from entering the estimated
equation, With respect to this problem, the use of the FrRB data on the
average daily rate of output for the month is probably more desirable than
the use, if they were available, of data on the amount of output produced
during the second week of the month. If firms shut down during the first
two weeks of July, for example, little if any outpur will be produced during
the second week, but the total effect on the average daily rate of output
for the month will be less. Regarding the past and expected future output
streams, for the months in which shutdowns occur firms are more likely to
look at the average daily rate of output for the month than the rate during
the second week. To the extent, however, that without the shutdown in,
say, July, the average daily rate for July would have been larger and the
June and August rates smaller, the log Y5, — log Y5, and log ¥5,. . —
log Y3, variables are probably inadequate measures of the time stream

July

of expected future output changes. This (hopefully slight) miss_peciﬁcation

1 This information was gathered mainly from industry and union officiais,
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should be kept in mind when interpreting the estimates of the coeflicients
of the expected future output variables.

In the development of the model in § 3.7 it was argued that the variables,
Jog Yy,,—; — log Yaue—ioy (i = 1, 2, ..., m), might be significant in the
determination of log M,,, — log M, ,. It was argued that these past
output change variables might be picking up part of the reaction of the firm
to the amount of excess labor on hand. Because of the fact that the output
variable used in the empirical work is not the amount of output produced
during the second week of the month, but is rather the average daily rate of
output for the month, there is an additional reason why log ¥, _, — log
¥;,_, may be a significant determinant of log M,,,, — log M,,,,_, inaddition
to it possibly picking up part of the reaction to the amount of excess labor
on hand. Remember that log M, — log M, 18 the change in the
number of production workers employed from the second week of month
{ — 1 to the second week of month 7. To the extent that output is, say,
increasing throughout month ¢t — 1 and to the extent that the number of
" production workers employed responds to this increase during the last half
of month ¢t — 1, log M,,,, — log M, ., will be influenced by the increase
in output during the last two weeks of month ¢ — 1. It will therefore be
influenced by log ¥,,_, ~— log ¥,,_,, since an increase in output in the last
two weeks of month 7 — | raises the average daily rate for the whole month,
Y- . There is no way these two possible effects can be separated, and so
the estimates of the coefficient of log ¥, — log ¥,,_, muast be interpreted
with caution.

In eight of the seventeen industries there were significant strikes (involving
10,000 workers or more) during the nineteen-year period of estimation. In
table 4.2 these strikes are listed by industry, and the date of each strike and
the number of werkers involved are given. In the actual regressions these
observations were omitted, as well as the observations for the two or three
months before and after the strike. Some of the estimated equations had
lags in output of up to 13 months, however, and either all of these ohserva-
tions had to be omitted or an output variable had to be constructed to use

1 For the Newspaper industry, 271, the December cbservations were omitted in the
empirical work, since the average daily rate of output for this month was much lower
than the rate during the second week, due to the heavy advertising before Christmas and
the much lighter advertising after Christmas, There is still a problem here, of course, to
the extent that the use of the December output observations is resulting in a bad approxi-
mation to the time stream of expected future output changes.
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Tapre 4.2

Strikes involving 10,000 or more workers

4.2

Approximate No. of workers

Industry period of strike involved
201 March 16, 1948 June 3, 1948 83,000
September 4, 1959 Qctober 24, 1959 18,000

233 February 17, 1948 February 19, 1948 10,000
242 April 29, 1952 May 31, 1952 45,000
June 21, 1954 September 13, 1954 77,000

June 5, 1963 Angust 18, 1963 26,000

271 December 8, 1962 March 31, 1963 20,000
September 16, 1965 October 10, 1965 17,000

301 April 7, 1948 April 11, 1948 10,000
August 27, 1949 September 30, 1949 15,000

July 8, 1954 August 27, 1954 22,000

August 13, 1954 September 5, 1954 21,000

November 1, 1936 November 19, 1956 21,00¢

April 1, 1957 April 16, 1957 14,060

April 10, 1939 May 1, 1959 25,000

Aprit 16, 1959 June 10, 1959 13,000

April 16, 1959 June 15, 1959 19,000

Fune 2, 1965 June 9, 1965 22,000

324 May 15, 1957 September 16, 1957 16,000
331 October 1, 1949 December 1, 1949 500,000
July 19, 1951 July 24, 1951 12,000

April 29, 1952 August 15, 1952 560,000

July 1, 1956 August 5, 1956 300,000

July 15, 1959 November 8, 1959 516,600

41 December 2, 1953 January 12, 1954 30,000
March 1, 1965 March 24, 1965 31,000

for each strike month, For industries 242, 271, and 34], instead of omitting
all of the necessary observations, in place of the actual value of the output
variable which was recorded during the strike month, the value of the output
variable during the same month of the previous year was used, multiplied
by the ratio of the previous non-strike month’s value to the same month of
the previous year’s value. [For example, if # were a strike month and ¢ — 1
were a normal month, the value of ¥; used for month ¢ would be Y, 5
(Y4 1/ Y- 13)-] This variable is, in effect, trying to measure what output
would have been if the strike had not taken place. In the data appendix



4.3] THE RESULTS FOR PRODUCTION WORKERS 65

these adjustments are presented for the respective industries. For industries
201, 233, and 324, where strikes involving 10,000 or more workers occurred,
the strikes did not seem to have a noticeable effect on output, and for these
industries no adjustments in the output series were made. Also for the strike
ridden industries, 301 and 331, no adjustments in the output series were made,
but for these two industries all of the necessary observations were omitted,

Because of the adjustments for shutdowns and strikes, different periods
of estimation were used for different industries. The actual period of estima-
tion which was used for each industry is presented in the data appendix.
Tt turned out that the same period of estimation was used for industries
207, 211, 212, 231, 232, 233, and 314, and the same period for industries
311, 332, and 336. For the remaining seven industries the period of estimation
was unique to the specific industry,

For the Tires and inner tubes industry, 301, and the Cement industry, 324,
monthly data on production were available from the Rubber Manufacturers
Association (ema) and the Bureau of Mines respectively. These data are
essentially the same as the FrRe data for the industries, since the ¥RB uses the
rMA and Bureau of Mines data to construct the production indices. In this
study the RMA data have been used directly for industry 3G1, and the Bureau
of Mines data have been used directly for industry 324. The production data
for industry 324 are not available beyond 1964. Whenever the output data
were gathered from sources other than the rrb, the monthly figures were
converted into average daily rates for the month using the FRB estimate of
the number of working days in each month for each industry. This procedure
is discussed in detail in the data appendix.

4.3 The resulés for production workers

4.3.1. The basic results

The basic equation determining the short-run demand for production workers
is eq. (3.9), and it is repeated here in the form in which it was estimated:

log MZW! — ]Og M2wt—1 = O‘J](IOg A/I:?.wt*l. - log MZa:vt—lHZ’:vt“l) + milog H
"

+ oyt + Z Bllog Yy —log Yy ;1) + yollog Y5, —log Yy 1)

i=1

+ Z ylog Yg2; — log Yoy (3.9

i=1
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TagLE 4.3

Parameter estimates for eq. (3.9 under the expectational hypothesis which gave the better results
Jor each indusitry

2
» o
2 k-
S . AN
E 5 amlog# & 100 mu  fa Js B B Fo
201 192 —1.03% - 178 —.077 074 067 .265
(4.54) (4.54) (3.90) (3.96) (3.60) {10.16)
207 136 —.874 —.151 121 064 081 262
(G4 (34D (32D 539 @ (1165
211 136 —.775 —.133 —.030 08¢0
(5.79  (580)  (3.20) (4.43)
212 136 —.636 —.108 —.038 053 154
(4.76) {4.73) {1.52) (4.57) {7.76)
23t 138 —1.036 —,181 085 032 0635 127
(4.54) (4.44) (2.90) (3.06) (3.95) (4.03)
232 136 —.508 —.090 —.062 021 18
(5.50)  (5.57)  (3.40) 293  (9.59
233 136 ~.048 - 003 041 129 d6d
©28) (016  (0.78) (608) (669
242 154 —.260 —.044 —.011 {060 105 146 .150 218
(142)  (141) (©55 45D (735 (862 (68D  (i3.65)
271 166 ~—.258 - 044 —.001 120
(257 @60)  (0.09) (7.58)
Kl 134 —626 —.108 - 062 055
20 (18 (279 (2.88)
31t 170 —1.021 —.174 — 056 190
(6.88) (6.87)  (3.33) 8.12)
314 136 — 672 —.115 042 322
Q51 (250 (203 (10.73)
324 187 -, 653 —.110 060 224
(637 (639 (244 (16.50)
33t 128 —.209 —.035 .Ola 044 067 037 A2 184
(3.05 (298 (10D  (3.36)  (478) (248  (6.29) (9.89)
332 170 - 134 —.123 D45 A72
(8.65)  (8.63) (2.04) (8.26)
336 170 - 606 —.113 ~—.0l5 090 164
{5.61) (5.39) 0.62) 4.62) 6.33)
341 191 —.373 —~.067 —.060 038 182 -
(3.60) (3.62) {2.38) {(3.58) (1532 =

r-statistics are in parentheses,

& § is the coefficient estimate of tog Yir-1 — log Yge-13 under the non-perfect expectational hypothesis.

(23}
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Notice in eq. (3.9)' that the output variables are the observed Fre variables
and not the theoretically more correct ¥,,, variables. From eq. (3.12) the
excess labor variable in eq. (3.9), o, (fog M., — log M£,,_ ), is equal to
a(log Maye_y — log My Haw—1) + oy log H + a,uz, and this latter ex-
pression is the one presented in eq. (3.9)". The M;,,_,H,,,—, variable was
constructed in the manner described in § 3.6.

Eq. (3.9Y is, of course, different depending on which expectational
hypothesis is assumed. For the perfect expectational hypothesis the actual
values of the Y, ; are used in the equation, and for the other two hypotheses
the expectational part of eq. (3.9)" takes the form presented (for # = 3) in
egs. (3.15) and (3.16), with ¥, replacing Y,,, in the equations. It was men-
tioned in § 3.8 that for the two “non-perfect™ expectational hypotheses the
A; coefficients can be identified only if they are all equal. For all hypotheses,
however, the v, coefficients can be identified.

Each expectational hypothesis for each industry was judged by the goodness
of fit of the equation and by the significance of the y; coefficients. It turned
out that the expectational hypothesis which assumes non-perfect expectations
for Y€, proved to be substantially inferior in every industry to either of the
other two hypotheses, and the results achieved using this hypothesis will
not be presented here. These results imply, not too surprisingly, that firms’
expectations of the amount of output they are going to preduce one month
ahead are quite accurate.

The results of estimating eq. (3.9) for each of the seventeen industries
are presented in table 4.3, For each industry the expectational hypothesis
which gave the better results has been used. For the non-perfect expectational
hypothesis the coefficient of log ¥y, — log Y-, is denoted as . The
industries for which estimates of § are given in the table are the industries
in which the non-perfect expectational hypothesis proved to be better. In
table 4.6 the results of estimating equation (3.9) for each industry under the
alternative expectational hypothesis to that assumed in table 4.3 are presented,
and a comparison of both hypotheses for each industry can be made, Before
this comparison is made, however, the results presented in table 4.3 will be
discussed.

The results presented in table 4.3 appear to be quite good, For every
industry the fit is better than the fit of the basic model of ch. 2 and in most
cases substantially so. The coefficient estimates are of the right sign except
for two of the estimates of 8, and most of them are highly significant.? All
of the estimates of the coefficient o, of the excess labor variable are negative,
and in all but two industries they are highly significant. One of these two
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industries is industry 242, where the past four changes in owtput are signifi-
cant. Without these four variables included in the equation, the estimate of
&, was significant, but with these variables included it lost its significance.
The size of the estimate of «, for each industry appears reasonable, with a
range of —.005 to —.181. This implies, other things being equal, an elim-
ination of the amount of excess labor on hand of between about one and
twenty percent per month, excluding any effects of the past output change
variables. From the results in table 4.3 the amount of excess labor on hand
definitely appears to be a significant factor in the determination of short-run
changes in the number of workers employed.

With respect to the past output change variables, ignoring the fact that
log Y¥,,_, — log ¥,,_, is significant in ten of the industries (which may be
merely because of the fact that ¥, is used as the output variable instead of
Y.}, one or more of the past output change variables are significant in only
five of the seventeen industries. It appears, therefore, that the reaction to the
amount of excess labor on hand is fairly well specified by the inclusion of
the log M,,,.; — log M4, _, variable in the equation, and that adding
the past output change variables does not add much to the explanation of
tog M,,,, — log M,,,,.., for most industries.

For every industry the estimate of the coefficient y, of the current output
change variable is positive and highly significant. For all but three of the
industries one or more of the expected future output change variables are

1 The results of estimating eq. (2.37) of the basic model of previous studies are presented
in tables 2.3 and 2.4.

2 In estimating eq. (3.9) the expected future output change variables were carried forward
until they lost their significance, and the past output change variables were carried back
until they lost their significance. In five of the industries - 211, 231, 271, 301, and 324 — one
or two of the expected future output change variables were not significant, but the ones
further out were, In these five cases the insignificant variables were left in.

Because the excess labor variable in eq. (3.9) is of the nature of a lagged dependent
variable, the classical r-test is only valid asymptotically. Consequently, in the discussion
which follows the “s-statistics™ will be interpreted somewhat loosely. A coefficicnt estimate
will be said to be “significant” if its #-statistic (the absolute value of the ratio of the coefficient
estimate to its standard error} is greater than two. A variable will be said to be “significant™
if its coefficient estimate is significant.



70 BASIC RESULTS FOR PRODUCTION WORKERS * [4.3

Tarie 4.4

Parameter estimates for eq. (3.9 with aylog Maui-1 replacing aillog Maweq — log M¥our0H 20 1)
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(2.35) (2.34) {0.20) (5.22) (6.83) (9.93}
207 136 238 —.036 —.014 096 144 197
(L1 {1.17) {0.26} (.10 (11,16} (14.96)
211 136 185 —.033 017 15
(1.18) (1.17y {0.47) {0.83)
212 136 101 Q16 064 iy 113
0.69) (0.66)  (0.67) (6.06) (5.84)
23 136 an - 56 004 038 093 339
(1.29) (1.37) (0.07} (3.41) (5.67) {1.47)
232 136 292 037 021 035 076
(1.35) (1.51) (0.76) (4.72) {6.56)
233 136 880 —.112 082 144 139
(229 @235  (1.80) (7.14) (5.86)
242 154 210 - 025 —.092 068 13 161 173 2204
{1.600 (1.62) (1.49) (5.24) (8.82y (1287 (13.09) (13.98)
271 166 539 —.074 068 082
(3.15) (3.13) (2.59) (7.95)
301 134 374 —.054 — 085 —.003
{2.01) (2.02) (1.6M {0.14}
n 170 056 — 009 - 032 101
{0.38) (0.39) (0,413 {4.43}
314 136 1.386 —.179 - 052 249
(3.22) (3.22y (1.43) (12.09
324 187 087 - 015 —.010 195
{0.56) (0.58) (0.34) (12.82)
331 128 —.026 002 007 0357 083 D38 143 168
(0.24) (0.20) 0.32) 4.40) (6.10) 4.25) (7.69) (8.78)
332 170 — 088 Ol 034 139
(0.7 (0.67) (1.02) (5.54)
336 176 —. 140 2] 033 A19 122
(1.56) (1.53) (£.19) (5.85) 4.73)
341 191 .259 —.042 005 061 145
(1.60) (1.59) {0.19) (7.48) {17.56)

t-statistics are in parentheses.
& § is the coefficient estimate of log Yai-1 — log Yas-13 under the non-perfect expectational hypothesis.
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also significant, For the fourteen industries in which output expectations
are significant, the horizon over which expectations are significant varies
from two months for industries 211 and 242 to six months for industry 201.

For the most part in the table the estimates of the y, coefficients decrease
in size as the expected output changes move further away, which is as expected,
The estimate of the coefficient y, of log Y5, — log ¥,, ., is the largest of the
output variable coefficient estimates for all of the industries except 301,
where the estimate of y, is slightly larger.' The over-all results strongly
indicate that expected future output changes are significant determinants of
the change in the number of production workers employed.

The Durbin-Watson statistics presented in table 4.3 are biased toward
two because the excess labor variable (log M, ., — log M. H;.,_\)
is of the nature of a lagged dependent variable. The bias can be significant,
and there may be serial correlation in the model even though the pw
statistics in table 4.3 do not indicate so except for industries 212, 232, and
233. This problem will be taken up in detail in ch. 9, but what can be said
here regarding the Dw statistics is that in general the results show much
less evidence of serial correlation than do the results presented in tables
2.3 and 2.4 of estimating the basic model of previous studies. It will be seen
in ch. 9 that serial correlation is not a serious problem with respect to the
estimates presented in table 4.3,

Because of the fact that the excess labor variable is of the nature of a
lagged dependent variable, it might be thought that its significance is due
to this fact alone and not because it is measuring excess labor. In econometric
time series equations, lagged dependent variables are often significant, and
the theoretical reasons for why the lagged dependent variable should be
significant are often hard to pin down. The excess labor variable in eq.
(3.9)" is not a simple lagged dependent variable, however, because log
M, H; . is substracted from log M., ... This is not a trivial difference,
for M., (H,,— has a large short-run variance since it follows fluctuations
in output closely. One possible test to use to see whether the excess labor
variable is significant merely because log M,,., | is significant is to estimate
eq. (3.9) using log M, in place of log My, — log M3, 1 H ot
and see whether log M,,,_, is significant and whether the fit has been
improved by removing the “restriction” from log M,,,, .,- Another possible
test to use is to estimate eq. (3.9} using the lagged dependent variable, log

1059 for 1 vs. .055 for %.
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My, — log M,,,_,, in place of the excess labor variable and see whether
it is significant and whether the fit has been improved.

These two tests were performed, and the results are presented in tables
4.4 and 4.5. For each industry the same equation was estimated as was
estimated in table 4.3 (same period of estimation, same number of expecta-
tional variables, etc.) except that log M,,,_, — log M3, H,.._, was
replaced by either log M,,,,—; or log M,,,_; — log M,,,_,. The constant
term .and the time trend were left in both equations, although there is
probably little theoretical justification for including them. There is actually
little theoretical justification for either of the equations, and the estimates
are meant merely to be used as a test to see whether the excess labor variable
is significant merely because it is of the nature of a lagged dependent variable.

In table 4.4 the results of using log M,,,., in place of the excess labor
variable in eq. (3.9)" are presented, and in table 4.5 the results of using
log M;,,.¢ — log M,,,_, are presented. Looking at the results in table 4.4
first, it is seen that log M,,,.., is significant in only five of the seventeen
industries — 201, 233, 271, 301, and 314. For two of these five industries,
201 and 301, the fit is worse in table 4.4 than in table 4.3 with the excess
labor variable included. For industry 301 the difference is substantial
(R? = .042 vs .297), and for this industry none of the output variables is
significant in table 4.4, For the other three industries, 233, 271, and 314,
the fit in table 4.4 is better than in table 4.3, but only slightly so (for 233 R* =
.531 vs .512; for 271 R* = .560 vs .552; for 314 R* = .67] vs-.661). For the
twelve industries in which log M,,,,_, is not significant, the fit is worse in
table 4.4 than in table 4.3 except for industry 242, where the fits are essentially
the same. {(Remember that the excess labor variable was not significant for
industries 242 because of the inclusion of the past four output change
variables.) For most of the twelve industries except 242, the fits are not
only worse in table 4.4 than in table 4.3 but are substantially worse, and
many of the output variables are either not significant or less significant
in table 4.4 than they were in table 4.3. The over-all results definitely indicate
that the excess labor variable, log M, ., — log M1 H} -1, is nOt
significant merely because log M,,, ¢ is: log M,,,—, is not in general
significant by itself and using log M,,,- in place of leg M,,,_, — log
M- 1Hyy - has considerably worsened the over-all results.

Turning now to the results in table 4.5, it is seen that log M., , — log
M,,.,_, is significant in only six of the industries — 231, 271, 301, 311, 324,
and 332. For two of these industries the coefficient estimate of log M., —
log M,,,,_, is negative, and for the other four the estimate is positive. For
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TasrLe 4.5

[4.3

Parameter estimates for eq. (3.9Y with ai(log Maw—1 — log Maui-2) replacing ea(log Mawey —
log M*sue 1 H *s-1)

e @ b5 ]
T s x
2 2 & & 5 K B B kB
201 192 001 —.004 —.017 096 11 169
©.57) 0.06) (1.08) (435 (375 (10.20)
207 136 —.001 —.076 036 .109 -153 219
0.25) (121 (L.21) {6.15) {9.64} {10.10)
211 136 001 106 —.019 026
{0.58) (1.4%) (1.18) (1.43)
12 136 003 —.091 002 077 103
(0.98} (1.96) (0.06) (6.39) {5.42)
231 136 025  —.203 072 052 128 039
(5.60) (2.64) (2.37) “4.21) (6.15) (1.50)
232 136 2007 —016 —0.12 036 080
(2.47) (0.26) (0.6% (4.68) {6.99)
233 136 —.020 A13 050 -103 180
(3.43) (1.82) (114 (4.16) (7.51)
242 134 —.003 024 005 062 109 158 170 -207
(1.29) (0.29) (0.26} (4.06) (6.04) (9.15) (8.38) (12.98)
271 166 003 —168 —.103 080
4.0%) (3.03) (2.13) (7.6T)
301 134 —.002 216 0o -001
(0.64) (2.62) (0.41) (0.04)
311 170 —.002 64 —002 093
(0.84) (249) {0.13) (4.21}
34 136 —.003 154 45 -268
.01 (1.83) (2.15) (13.15)
324 87 002 Q45 — 003 184
0.66) -(2.51) 014 (12.22)
33 1286 —.005 - 063 004 063 086 065 JA355 A70
(2.03) (0.77) ©.25 4.38) (6.05) {3.99) {6.37) {9.13)
332 170 —.003 200 019 127
(0.85) 2.92) (0.74) (5.25)
33 10 —.003 132 010 -105 107
0.76) (1.96) (0.42) (4.87) (4.0%)
341 191 002 003, —.018 0359 149
(0.68) {0.04) 0.78) {4.68) (18.17)

{-statistics are in parentheses.

a § is the coefficient estimate of log ¥a:-1 — log ¥a—19 under the non-perfect expectational hypothesis,
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# $2 ba $a %5 %a 3 R? SE  DW
082 046 080 126 065 069 061 627 0127 204
(6.06) {2.45) {4.84) (7.66) (4.16) (3.65) {3.43)
152 106 070 033 070 844 0187 2.09
609 (622} (812 (3.36) (3.14)
—.013 032 - 024 185 Oli4 254
(1.10) (3.32) {1.48)
379 0170 1.74
037 028 018 014 525 0203 187
Q207 (193 (167D (©.86)
067 045 006 Aan 0119 1,30

@69 @27 (0.80)
524 0288 1.58

069 062 ' J80 0127 1.88
(4.8%)  (4.98)
—.003 024 035 008 053 559 0048 188
©29 (252 (342  (08% (482

021 001 019 062 0164 202
(1.09 (008 (105 ‘

011 067 052 027 030 260 0128 249
©61) @19 (353 206 (238

080 125 055 080 653 0144 2.8
(3.677 (823 (33D (3.40)
—014  —018 021 017 023 573 0192 226
093 (118 (1300 (112 _ (1.22)

75 0104 164

009 026 015 019 238 0196 239
(0.56)  (1.83)  (L10)  (1.38)

058 070 063 032 026 476 0189 203
(302) @17 443 (2349 (186

038 023 017 006 755 0187 198

@I 29 (214 (0.78)
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industry 271 the fit is slightly better in table 4.5 than in table 4.3 (R® = 559
vs .552), but for the other five industries the fit is substantially worse in
table 4.5 (for 231 R* = .525 vs .567; for 301 R* = .062 vs .297; for 311
R? = 269 vs .413; for 324 R* = 573 vs .639; for 332 R? = .238 vs .450).
For the eleven industries in which log M, , — log M,,,,_, is not signifi-
cant, the fit is worse {and in many cases substantially worse) in table 4.5
than in table 4,3 except for industry 233, where the fit is slightly better in
table 4.5 (R? = .524 vs .512). The output variables in table 4.5 are in general
much less significant than in table 4.3. The use of log M,,,_, — log M,,.._
in place of the excess labor variable, log M,,,., — log M., H],. 1,
therefore, has considerably worsened the over-all results, and it seems safe
to conclude from the results in tables 4.4 and 4.5 that the excess labor variable
is significant in its own right and not because it is of the nature of a lagged
dependent variable. Some further results will be presented in ¢h. 7 which
indicate that the excess labor variable is also significant in the equation
determining the change in the number of hours paid-for per worker, and
these results are an independent confirmation of the hypothesis that the
amount of excess labor on hand affects short-run employment decisions.

In a monthly model such as this one there is the possibility that the
behavior of log M,,, — log M,,,_, is significantly different during one
specific month .of the year than during the other eleven months. To the
extent that the model is well specified this should not be the case, but there
may be factors influencing log M,,, — log M, in a systematic way
during the same month each year which have not been taken into account
in the model. One possible test to use to test whether this is true is the F-test,
testing the hypothesis that the coefficients for one specific month of the year
are the same as the coefficients for all of the other months. A cruder test
was in fact performed in this study. For each industry for each month the
number of positive and negative residuals was calculated to see if there was
a systematic tendency for the estimated equation to underpredict or over-
predict for a specific month. Assuming that the probability of any one
residual being negative is one-half, the hypothesis that the residuals for
any one month come from a binomial population (with p = 1/2) was
rejected (at the five-percent confidence level) in 37 of the 162 cases, or in
about 23 percent of the cases.!

1 It should be emphasized that this test is crude and that the results of the test should be
interpreted as indicating only general tendencies.
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Six of these cases occurred for the June-May period {where the model
underpredicted) and seven for the October—September period (where the
model overpredicted). The student influx in early June and outflow in
middie September probably account for this sitnation. Four of the cases
occurred for the December—November pericd (where the model under-
predicted), and these are probably accounted for by the fact that for De-
cember the average daily rate of output for the month is likely to be much
less than the rate during the second week. Five of the cases occurred for
the March-February period {where the model overpredicted), and this may
be accounted for by the fact that for March the average daily rate of output
for the month may be greater than the rate during the second week if the
spring upturn begins during the last half of March, The other fifteen cases
were about evenly distributed over the remaining months and showed no
systematic tendency to underpredict or overpredict for a particular month.

For the 77 percent of the cases where the hypothesis was not rejected,
the residuals appeared to be fairly random. The general conclusion of this
test is that while there are some systematic tendencies by month which the
model fails te account for, some of which can be explained by faulty data
and some by student inflows and outflows, the model in general seems to do
reasonably well.

In summary, then, the results appear to be quite good. The amount of
excess labor on hand definitely appears to be a significant factor in the
determination of the change in the number of workers employed, and the
time stream of expected future changes in output also appears to be a
significant factor. The coefficient estimates are of the right sign and in most
cases are highly significant. For every industry the fit is better than the fit
of the basic model of previous studies, and for most industries it is substanti-
ally better. There seems to be only a few monthly systematic tendencies
which the model has not explained, and it will be seen later that in general
the residuals of the equations are not serially correlated.

4.3.2. A comparison of the expectational hypotheses

In table 4.6 the results are presented of estimating eq. (3.9) for each industry
under the alternative {and inferior) expectational hypothesis to that assumed
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TapLe 4.6
Parameter estimates for eq. (3.9) under the alternarive {and inferior) expectational hypothesis to rhat
used in table 4.3 for each industry
£
g 2
2 < N N . -
E '-2 alog 4 1000 ag e B& B Jis3 v Do
201 192 —.430 —.073 —.026 064 103 20
(2.52) (2.52) (1.46) (3.23) (5.68) {8.74)
207 136 —.775 —.134 074 064 109 245
- (2.80) 2.79) (2.03) {5.03) (5.16} {10.00)
21 136 —.674 - 115 —.047 07% 012 .039
(5.82) (5.83) (3.00) (4.21) {0.94) {4.56)
231 136 —.805 —.136 .084 ’ 2031 066 094 4
(6.27) {6.04) {2.88) (2.50) {4.05) 4.08)
232 138 —.383 -~ 068 —.031 030 088
(2.88) {2.89) {147 ) (35D 3.25
242 154 —.042 ) 006 066 111 156 .166 222
021 (0.21) @30 (4.78) (7.39) 8.7 (7.3 (13.14)
273 166 —.304 —052 005 125
211 245 059 s
31 170 —.911 ~. 155 —.044 164
(3.97) {3.96) (2.23) (4.60)
34 136 —.599 —.102 043 300
(2.86) (2.84) (2.02) (11,38
324 187 —.668 —.112 066 221
(6.28) (6.29) (2.33) {1399 4
332 170 - 367 —.061 {035 .133
(2.51} {2.49) (1.42) (4.58)
336 170 —.228 —.038 —.001 132 126
{1.15) (1.12) (0.0%) (6.03) (3.54)
41 191 —.227 —.041 - 045 038 173
(2.15) (2.16) (1.65) {3.69) (14.24)
301 boG —.591 —.102 —.054 - 059
4.40) (4.36) {1.58) {223
g9 —.351 —.060  —.010 —.007
{1.80) (1.78) (0.3D) (0.22}

{-statistics are in parentheses.
* @ is the coefficient estimate of log Yar-1 — log ¥Yae13 under the non-perfect expectational hypothesis.
b Different period of estimation used here than in table 4.3.
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2 Vi P M4 s s "0 R? SE DW

.106 046 124 140 058 042 607 0130 172
(507) (205 (670) (809  (342)  (2.08)

161 126 075 034 B30 0195 1.9
(586)  (1.06)  (8.10)  (3.46)

338 0102 193

— 019 037 020 562 0194 213
©99 (2600  (2.03)

021 023 000 D3 314 0124 154
(146)  (210) (.03 (1.10)

052 064 03 710 0131 1.88
(B9 49D (2.30)

035 040 048 019 030 024 51T 0050 213
(175 (223) (333 (1.59) (.89 2.03)

028 068 049 034 023 .o—010 271 0128 192
(125 (342 288 217 (.67 (0.63)

114 133 040 637 0147 205
@1 (834 (2.98)

042 026 046 053 630 0179 203
(1.8 (13D (23D (286
- 027 001 —.000 001 —6 371 0179 206
(174 (006 (003 (009 (0.52)
- 032 023 032 019 017 —019 447 0195 183
(W) .26 (8n (1 (10D (1.24)

047 043, 025 010 038 767 0183 1.7
(4.19) (447 Q67 (10 (2.96)

067 049 037 212 0151 206
(2.93) (237 (1.8%)
—032 036  — .04t —034 180 0155 2.4

(1.56) (1.41) (1.74} {1.84)
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in table 4.3.' For each industry the same expectational time horizon (size
of n) was used as proved to be significant for the estimates in table 4.3. For
industries 212, 233, and 331 none of the expected future output change
variables was significant under either expectational hypothesis, and thus no
comparison for these industries is needed.?

For six industries — 201, 207, 211, 231, 314, and 324 - the non-perfect
expectational hypothesis is superior. Examining the results for these industries
in the two tables reveals that the perfect expectational hypothesis warks
almost as well in all six industries. For the perfect expectational hypothesis
the estimates of the y; coefficients are nearly as significant as for the other
hypothesis, and the fits are nearly as good. Industry 201 shows the most
difference between the two hypotheses, but even in this case the perfect
expectational hypothesis does not perform badly,

In three of the six industries where the non-perfect expectational hypothesis
gives the better results, the estimates of the coefficient d of log ¥,,_, — log
Y4-13 are not significant, which, under the assumption that all of the A,
coefficients are equal, implies that the rate of output in a specific future
month is expected to be equal to what the rate of output was during the
same month of the preceeding year. Expectations in this case are static.

For the remaining eight industries — 232, 242, 271, 301, 311, 332, 336,
and 341 — the perfect expectational hypothesis is superior. Examining the
results for these industries in the two tables reveals that the non-perfect
expectational hypothesis works almost as well for industries 242, 271, and
341. For the five industries, 232, 301, 311, 332, and 336, however, the
non-perfect expectational hypothesis yields substantially inferior results than

1 As mentioned in § 4.2, for industry 301 none of the strike-period observations for cutput
was changed and all of the necessary cbservations were omitted. Since the non-perfect
expectational hypothesis involved longer lags, it was necessary 10 omit more observations
under this hypothesis than under the perfect expectational hypothesis. To make the
results for this industry comparable, therefore, the equation for the perfect expectational
hypothesis was re-estimated using the same period of estimation as was used to estimate
the egquation for the non-perfect expectational hypothesis. In table 4.6 both of these
results are presented, and a comparison of the expectational hypotheses for this industry is
made using these results.

# For industry 331 none of the strike-period observations for output was changed, and
when estimating eq. (3.9) for this industry under the non-perfect expectational hypothesis,
a different period of estimation (in which more observations were omitted) was used
than was used in fable 4.3. None of the expected future output change variables was
significant for either period of estimation, and so the larger period of estimation was used
for the estimates in table 4.3,
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does the perfect expectational hypothesis, both on grounds of goodness
of fit and significance of the y, coefficient estimates. The fits are much
worse' and most of the estimates of the y, coefficients are not significant.

It is thus quite evident that if one had to choose between the two hypoth-
eses, he would choose the perfect expectational hypothesis as giving the
better results. In all fourteen industries for which future output expectations
are significant at all, the perfect expectational hypothesis gives good results
and results better than the other hypothesis in eight of the fourteen indus-
tries, The non-perfect expectational hypothesis, on the other hand, gives
good results for only nine of the fourteen industries. It was mentioned in
§ 3.8 that the perfect expectational hypothesis may be a better approxim-
ation of reality if firms can in fact forecast more accurately than the naive,
non-perfect expectational hypothesis says they can or if firms schedule
production in advance and do not deviate much from this schedule even
if demand conditions change. In this study and in the work which follows,
an absolute choice was not in fact made between the two hypotheses, and
the hypothesis which gave the better results for a particular industry was
assumed to be true for that industry.,

One other comparison was actually made of the two expectational hypoth-
eses. In addition to the assumption that ¥$ = ¥, the following additional
assumptions were made:

log Y5,.; — log ¥y = {,(log ¥4y — log ¥y)
+ (1 — {)log Yguy — log ¥y), (412}

log Y5:2 — log Ygu: = ((log Y10 — log Yy 41}
+ (L= {Hlog Yy e ~ log Yyry),  (4.1b)

log Ygu5 =~ log Yo = {5(log Yyoo — log ¥y 10)
+ (1 — {3)log Yy u5 — log Yai2), (4.1c)

and so on. These assumptions are in a sense a weighted average of the two
expectational hypotheses.> For the perfect expectational hypothesis all of

L For 232, R? = 314 vs .494.

For 301, R2 = 180 vs .212.

For 311, R2 = 271 vs 413.

For 332, R2 = 371 vs .450.

For 336, R? = 447 vs ,551.
2 This type of assumption is similar to that made by Lovell in his study of inventory
investment. See LoveLL (1961, p. 305).
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Paramerer estimates for eq. (3.9Y under the assumpiions made in eq. (4.1) about expectations, Estimates presented only for the coefficients of
the expectational variables

p o

U S D S PN \ N N

£ Z. 11 y3ls Yas3 Pawd ysbs w181y vl —Ca) yall — L) va(l—Ca) ws(1--L5) R2 SE DW

207 136 152 089 058 029 051 055 021 007 851 L0185 2.01
4.1h (2.76) (2.07} {1.30) (1.30) (1.65) (0.76) (0.30)

232 136 002 014 015 082 050 005 507 0106 1.46
{0.19 (1.28) (.46} (6.45) (4.05) 0.52) )

242 154 011 032 066 041 788 0126 1.84

: 097 (1.64) (4.11)  (2.06)

311 170 018 4 028 021 —.23 089 095 073 047 06! 435 8114 2.12
(1.11) (1.82) (1.26) (1.02) {1.14) (4.89) “4.73) 3.77) (2.51) (3.30)

314 136 046 098 047 097 060 008 666 0143 212
(2.08) (3.29) {1.65) (3.49) {2.09 (0,29)

Implied values of the J; coefficients
& {a ) s {s

207 749 617 134 806

232 022 219 150

242 143 438

311 168 301 277 A0g — 605

314 Kyvl 620 855

#-statistics are in parentheses,

A
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the {;s are zero, and for the non-perfect expectational hypothesis all of the
{’s are one and the log Y,,.; — log ¥, variable is added.

Eq. (3.9) was then estimated under the assumptions made in (4.1) for
each of the fourteen industries for which future output expeciations are
significant. Again, the same size of » was used for each industry as proved
to be significant in table 4.3. For five industries — 271, 301, 332, 336, and
341 - it was obvious that the {, coefficients were not significantly different
from zero. The output variables representing the perfect expectational
hypothesis completely dominated the output varizbles representing the
non-perfect expectational hypothesis. For four industries — 201, 211, 231,
and 324 - it was obvious that the (1 — {,} coefficients were not significantly
different from zero. For these industries the output variables representing
the non-perfect expectational hypothesis completely dominated the output
variables representing the perfect expectational hypothesis. These results
are consistent with the results reported above of estimating eq. (3.9) under
each expectational hypothesis separately. As was seen in'tables 4.3 and 4.6,
for industries 271, 301, 332, 336, and 341 the perfect expectational hypoth-
esis gave the better results, and for industries 201, 211, 231, and 324 the
non-perfect expectational hypothesis performed better.

For the five remaining industries — 207, 232, 241, 311, and 314 - one
hypothesis likewise appeared to dominate the other, but since this domination
was not quite as evident for these industries, it is worthwhile to examine the
resulis more closely. In table 4.7 the results of estimating eq. (3.9) under
the assumptions made in (4.1} are presented for these five industries. The
estimates are given only for the coefficients of the expectational variables,
as the other coefficient estimates were little changed. Also presented in
table 4.7 are the derived values of the {; coefficients.

For industry 207 the estimates of the coefficients of the output variables
representing the non-perfect expectational hypothesis are larger and more
significant than the estimates of the coeflicients of the other output variables
(which are small and not significant). The size of {, coefficients ranges
between 617 and .806. For industries 232, 242, and 311 the estimates of the
coeflicients of the output variables representing the perfect expectational
hypothesis are in general larger and more significant, but there does appear
to be a tendency for the estimates of the coefficients of the output variables
representing the non-perfect expectational hypothesis to become larger
and more significant relative to the estimates of the coefficients of the other
output variables as the period for which the expectation is made moves
further into the future. In other words, there seems to be a tendency for
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to increase as i increases. This is definitely true for industries 232 and 242,
and slightly true for 311, except for the last coeflicient, {4, which is in fact
negative. Industry 314 gives the best results for assumption (4.1). Except
for the last period, the estimates of the coefficients of the output variables
representing each hypothesis are significant. There is also clear evidence
that {, increases as { increases for this industry.

This slight over-all evidence that {; increases as 7 increases is consistent
with theoretical notions, as one would expect that as the periods for which
the expectations are made move further into the futare, there will be less
ability to predict accurately and more of a tendency to rely on past behavior,
The results in general indicate, however, that the “weighted average™ as-
sumptions made in (4.1} are not an improvement over either the perfect
expectational hypothesis or the non-perfect expectational hypothesis con-
sidered separately. The fits are little changed over those in table 4.3, and in
general one set of output variables dominates the other set.

4.4 Summary

The resuits presented in this chapter appear to be an important confirmation
of the model of the short-run demand for workers which was developed in
ch. 3. Using monthly data for seventeen three-digit United States manu-
facturing industries, the basic equation of the model [eq. (3.9)'] was estimated
under the perfect and non-perfect expectational hypotheses. For every
industry the fit of eq. (3.9 was better than the fit of eq. {2.37) of the basic
model of previous studies and for most industries was considerably better.
The excess labor variable in eq. (3.9) was significant in all but two industries,
one in which the past four ouiput change variables were significant. In all
of the industries the current output change variable was significant, and for
all but three of the industries at least two other expected future output
change variables were also significant, The results indicate, therefore, that
both the amount of excess labor on hand and the time stream of expected
future output changes are significant determinants of the change in the
number of production workers employed.

Regarding the expectational hypotheses, the perfect expectational hypoth-
esis gave somewhat better over-all results than the non-perfect expectational
hypothesis, but the latter gave slightly better results for six of the fourteen
industries where future output expectations were significant. The decision
was made to use the non-perfect expectational hypothesis for these six
industries and the perfect expectational hypothesis for the eight others.



CHAPTER 5

TESTS OF VARIOUS HYPOTHESES REGARDING THE
SHORT-RUN DEMAND FOR PRODUCTION WORKERS

5.1 Introduction

Eq. (3.9), which was developed in ch, 3 and estimated in ch, 4, appears to
be an adequate specification of the short-run demand for production workers.
Both the amount of excess labor on hand and the time stream of expected
future output changes appear to be significant factors in the determination
of a firm's demand for production workers. In table 4.3 the results of
estimating eq. {3.9)' for each of the seventeen industries under the best
expectational hypothesis for that industry were presented. In this chapter
various hypotheses regarding other possible determinants of the short-run
demand for production workers are discussed, and using the estimates in
table 4.3 as a base of reference, these hypotheses are tested. As was the case
for the tests of the expectational hypotheses in ch. 4, the validity of these
tests depends on the assumption that eq. (3.9) is an adequate specification
of the short-run demand for production workers to begin with,

5.2 'The short-run substitution of hours for workers

As was seen in ch. 2, Kun {1965b) has been the only one who has done any
empirical work at all on the short-run relationship between the number of
workers employed and the number of hours worked per worker. Kuh adds
the variable log H,._; — log H,_, (using the notation of ch. 2) to an equation
like (2.37) of the basic model, arguing that a positive rate of change of hours
in the previous period will have a positive effect on the number of workers
employed in the current period as firms try to reduce high overtime costs.
The hours variable which Kuh uses is an hours paid-for variable.

In this study the view has been presented that H,,,, the actual number of
hours effectively worked per worker during the second week of month 7,
is not observed and that the observed number of hours paid-for per worker
during the second week of month ¢, HP,,,,. is likely to be a poor measure
of H.,, during all but the peak output periods. Since H,,,, cannot be observed,
no tests can be made on the possible short-run substitution of hours worked
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per worker and workers. In fact the model developed above asswmes that
the number of hours worked per worker is the major adjustment mechanism
in the short run. The assumptions of no short-run substitution possibilities
and of constant returns to scale, combined with the fact that output fluctuates
more than the number of workers employed in the short run, imply that
the number of hours worked per worker is the primary adjustment mech-
anism, From eq. (3.6) H,,, is equal to Y5,/o3,.M,,,." and since oy, Is
fairly constant in the short run, if ¥,,,, changes by a larger percentage than
M,.,,, H;,, must adjust accordingly.

Due to this observational problem, tests can only be performed on HP,,.,.
It was seen above that the amount of excess labor on hand during the second
week of month ¢ — 1, measured as log HS,,,,_; — log H,,,.,,% definitely
appears to be a significant factor affecting firms’ employment decisions. The
question arises whether a variable like log HS,,,., — log HP,,,,_,, which
'is the difference between the standard (or long-run equilibrium) number of
hours of work per worker and the actual number of hours paid-for per
worker, should be significant as well, AHP,,, can never be less than M,
(hours actually worked per worker must be paid for by the firm), and when
HP,,, equals H,,,., the excess labor variable and log HS, ., ~ log HP3,,,_¢
are equivalent. When HP,, is greater than H,,, these two variables are
not the same, and @ priori there appears to be little reason why in this case
log HS,,,,-, — log HP,.,,_ should be a significant factor affecting employ-
ment decisions. If HP,,,_, does not equal HS,,,_,, the cbvious thing for
the firm to do (if it wants to make any adjustment at all) is to change HP,,..
It can raise HP,,, at will, and as long as AP, is greater than H,,,, the firm
can also lower HP,, without the necessity of increasing M,,. The firm
cannot, however, lower HP,,, at will if HP,,, equals H,,, and in this case
it must increase M,,, in order to lower AP;,. This, however, is exactly what
the excess labor variable implies the firm will do when H,,,_, is greater
than HS,,, ;. There thus scems to be little reason why log HS,, ., —
log HP,,,,_, should be a significant determinant of log M,,., — log M,
other than at those times when HP,,,_, equals ;.

1 Eg. (3.6) is actually expressed in terms of M*a..H *2: rather than Mz Heue, but since
these two variables are equal to one another (both of them being equal to the total number
of man hours worked), eq. (3.6) can be expressed in terms of Mazu: H3we, which then implies
that Hays is equal to Yowe/cowe Maus.

2 Tn this discussion the measure of the amount of excess labor on hand is referred to as
log HSowt-1 — 10g Hawz-1 instead of the equivalent log Maur—: — log MY%p-1.
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There also seems little reason why, as Kuh's argument suggests, log
HPs,..—1 — log HP,,,_, should be a significant factor affecting employment

TasLs 5.1

Parameter estimates for eq. (3.9 with the additional term oslog HPuw-1. Estimales
presented for ay and a2 only

Industry No, of obs. & G2 SE DW

201 192 —.176 — 035 0120 1.91
{4.50) {0.69)

207 136 —151 044 0181 2.14
(3.37) 0.39)

211 136 —.127 017 0102 1.98
(5.20) (0.69)

212 136 - 122 —.040 0159 2.55
{4.08) (0.7

231 136 - 182 011 0194 1.97
4.39) {0.18)

232 136 — 094 — (38 0106 1.41
(5.69) {1.13)

213 136 - 029 327 0280 149
(0.94) {3:57)

242 154 —.045 — 028 0127 1.76
) {1.42) (0.57)

271 166 —.048 —.026 0048 211
£2.60) £0.58)

301 134 — 086 074 0140 1.95
{4.36) (2.16)

311 170 --.169 022 0115 2.14
(5.88) (0.36)

314 136 —.140 —.076 0143 2.18
.73 a1y

324 187 —.116 —.102 0177 2.00
(6.14) (0.83)

331 128 —. 111 --.180 0097 1.69
* (4.29) 3.27)

332 170 126 —.006 0167 224
6.22) {0.15)

336 170 —.093 214 0167 2,10
. 469 “@.11)

341 191 —072 . —.104 0180 1.92
(3.82) (1.36)

t-statistics are in parentheses.
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decisions. It is the /eve! of HP,,, . (whether or not HP,,,_, is greater than
Hyi—q or HS, .4, etc.) which would seem to be appropriate for considera-
tion and not the change in HP,,,_, from whatever level last period.

For ecach of the seventeen industries the variable log HS,,,_, — log
HP,,, ., was added to eq. (3.9)" to see if this variable had any of the same
properties of the excess labor variable, log HS,,, .., — log H,.,_;. On the
assumption that log HS,,,_, equals log H + us, which was made in eq.
(3.11), this is equivalent to adding the variable log HP,,,_, to eq. {3.9).
Since the sign of the coefficient of log HS,,,_; — log HP,,,._, is expected
to be negative if this variable has any of the same properties of the excess
labor variable, the estimate of the coeficient of log HP,,,_, should be
positive in the estimated equation. The coefficient of log HP,,,,_, is denoted
as ;.

The resuits of adding log HP, ., to eq. (3.9)" are presented in table 5.1.
The same equation was estimated for each industry (same period of estima-
tion, same expectational variables, etc.) as was estimated in table 4.3, except
that log HP,,,, was added to the equation. The results in table 5.1 are
thus directly comparable with the results in table 4.3. Since the addition of
log HP;,,._ 4 to the equation had little effect on the other coefficient estimates,
only the estimates of «; and «, are presented. As is clearly evident in table 5.1,
log HP;,;—, does not appear to be a significant determinant of log M,,,, —
log M, ;. In only two industries — 301 and 336 ~ is its coefficient estimate
significantly positive, and in only five of the seventeen industries is it positive
at all. Notice that in both industries 301 and 336 the absolute value of the
estimate of the coefficient «, of the excess labor variable has decreased in
size from the absolute value of the estimate in table 4.3 (for 301 from .108
to .086, and for 336 from .113 to .093), which is as expected, since the two
variables are likely to be measuring the same thing during part of each year
(the peak output months). For twelve of the industries the estimate of zx,
is negative, and it is significantly negative for two of these industries ~ 233
and 331. No specific interpretation can be given for these negative signs,
except that the results clearly seem to be inconsistent with the idea that a
high level of hours paid-for per worker in the previous period leads to more
workers hired in the current period (other than at those times when HP,,,,_;
equals H,,, 1)

Most of the estimates of «, are not significantly different from zero and
the fit in table 5.1 for most of the industries has not been improved from the
fit in table 4.3, and it seems reasonable to conclude that the level of hours
paid-for per worker in the previous peried is not a significant determinant
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TABLE 5.2

Parameter estimates for eq. (3.9) with the additional term vs(log HPawi—1 — log HPay_s).
Estimates presented for ax and as only

Industry No. of obs. &1 &a SE DW

201 192 —. 177 066 0120 2.00
{4.55) (1.26)

207 136 —.152 D17 0181 212
(3.39) (0.16)

211 136 —.117 027 0102 2.07
(4.60) (1.45)

212 136 —. 111 . —.021 0159 2.57
472 (0.49)

231 136 —.180¢ A4 0192 204
(4.46) (1.62)

232 136 —.0%0 052 .06 1.54
{5.54) {107}

233 136 - 007 —.043 (293 1.45
{(6L.23) (0.50)

242 154 - 042 —.046 0127 1.74
(1.34) 0.77)

271 166 - 043 —.060 0048 2.09
(2.52 (1.47)

301 134 ~-.101 068 0141 1.94
(6.54) (1.44)

311 170 —.164 167 0114 2.26
(6.36) (£.94)

314 136 —.085 221 0136 2.05
(1.9 (3.69)

324 187 —.109 048 0177 2.02
(6.18) .37

331 128 —.032 - 111 0099 1.68
(270 (2.10)

3132 170 —.111 206 0164 2.42
(7.43) (2.44)

336 170 —.109 182 0174 1.85
{3.38) (1.59)

341 191 - (66 - 12 0181 1.98
(3.58) 0.18)

t-statistics are in parentheses.

of the number of workers hired or fired in the current period, This, of course,
is as expected from the argument given above.
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In table 5.2 the results of adding the variable log HP,,,,., — log HP,,,_,
to eq. (3.9) are presented. The coefficient of this variable is denoted as x,,
and again only estimates of o; and %, are presented, as the other estimates
were not substantially affected. On the argument expounded by Kuh, o,
is expected to be positive.

For eleven of the industries the estimate of ¢, is positive, and for two of
these industries — 314 and 332 - the estimate of «, is significant. In both of
these industries the absolute value of the estimate of «; has fallen from
that presented in table 4.3 (for 314 from .115 to .085, and for 332 from .123
to .111). For the six industries where the estimate of o5 is negative, it is
significantly negative for one of them — 331. In fourteen industries the
estimate of o is not significant. The fits in table 5.2 are little changed from
those in table 4.3, and it seems safe to conclude from these results that
log HP,,, ., — log HP,,, .., is not a significant determinant of log M,,,, —
log M,,,,.-1. This is also as expected, since there seems to be little theoretical
reason why this variable should be significant.

5.3 Tests for cyclical variations in the short-run demand for production workers

The model developed in this study has been formulated as a monthly one,
with seasonal fluctuations playing an important role. In most, but not all,
of the industries seasonal fluctuations in output are so large that they tend
to swamp the cyclical fluctuations. An important guestion is whether the
employment behavior of firms is different during general contractionary
periods of output than during general expansionary periods.

The hypothesis which is tested here is the hypothesis that during con-
tractionary periods firms “hoard” labor in the sense that the model [eq.
{3.9Y'] predicts more workers fired (or fewer hired) than actuaily are during
the period and that during expansionary periods firms “dishoard” labor
in the sense that the model predicts fewer workers fired (or more hired)
than actually are during the period. The idea behind this hypothesis is that
firms might expect contractionary and expansionary pericds to be temporary
and react to them in a temporary way by letting hours worked per worker
adjust more than they would if these conditions were expected to be per-
manent.

Two tests of this hypothesis were made for each industry. For the first
test the output variable, log ¥, was regressed against twelve seasonal
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dummy variables’ and time in an effort to eliminate the purely seasonal
and trend fluctuations in log ¥, The residuals from this equation, denoted
as log P, were then taken to be a measure of the cyclical fluctuation in
log Y,,. Since the cyclical effects on employment decisions may not be
symmetrical for contractions and expansions, the following two variables
were constructed: {log Py, — log Py,—,), and (log P, — log Py,—,}-. The
variable (log P, — log P,,_,)+ was set equal to log P, — log P,,_, when
log P, — log P,,_, was positive and was set equal to zero otherwise. The
variable (log Py, — log P, ). was set equal to log P,, — log £,,_, when
log P;, — log P, |, was negative and set egual to zero otherwise. These
two variables were then added to eq. (3.9)". If the ahove hypothesis is true,
these variables should have significantly negative, though not necessarily
equal, coefficient estimates. When log P, — log P,,.., i3 positive (expan-
sionary period), the model on the above hypothesis should predict too few
workers hired or too many fired, and when log P, ~ log P,,_, is negative
(contractionary period), the model should predict too few workers fired
or too many hired.

In table 5.3 the results of adding (log £, — log P,,.;). and (log P, —
log Py, ) - toeq. (3.9) are presented. The coeflicients of these two variables
are denoted as «, and oz respectively. In table 5.3 estimates of ay, vg, o4,
and «; are presented; the effects on the other coefficient estimates were
slight. Comparing the SE’s in table 5.3 with those in table 4.3, it is seen that
only in industries 212, 233, 324, and 331 has the fit been noticeably improved
by adding the two variables. For 212 and 233 the estimates of «, and a5 are
negative, as expected, but for 324 and 331 the estimates are positive. For
the other thirteen industries, only in 301 and 336 is the estimate of either
&, OF &g significant, and in both cases the estimate is of the wrong positive
sign. Of the 34 estimates of a, and x5, 16 are negative and 18 are positive.

For industries 212 and 233, where the fit is improved and the estimates of
oy and s are negative, the estimate of the coefficient y, of log ¥'§, — log
Y, -1 is larger than it was in table 4.3 without the inclusion of the two vari-
ables. This is consistent with the above hypothesis, since presumably with
the inclusion of the two variables the “hoarding™ phenomenon is explicitly
taken account of and is not erroneously included in the log ¥'§, — log Y, 4
variable, For industries 324 and 331, where the fit is also improved but where

T Dummy variable one being set equal to one in January and zero otherwise, dummy
variable two being set equal to one in February and zero otherwise, and so on.
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TaABLE 5.3

Parameter estimates for eg, (3.9) with the additional terms as(log Py—log Par-1)- and
as{log P;igw_nlog Pgae-1)-. Estimates presented for ai, yo, @, and as orly

Tadustry No. of obs. @1 Mo s &s SE DWW

201 192 —.177 268 —008 —.007 0121 1.92
4.33) (7.89) (0.16) .13

207 136 —.154 264 021 —.032 0181 213
(3.44) (10.98) (0.44) (0.65)

211 136 —.138 099 011 —.050 0102 191
(5.87) (3.91) .23 (1.16)

212 136 —.119 230 —128 116 0154 255
(5.01) (7.59) (2.43) (2.64)

231 136 —.169 JA8%  —07r  —.074 0194 201
{4.01) (338 (115 {115

232 136 —.086 A6 —.022 Q016 0107 1.43
(5.08) (687  (0.84) (0.65)

233 136 —.007 239 —170 —.098 0284 159
{0.25) {(7.01) (2.50) (1.62)

242 154 —.031 245 047 —088 0125 1.83
(0.99 (11.69) (0.94) (1.82)

271 166 —.038 113 069  —042 0048 216
(2.24) 686y (L7 {0.82)

301 134 —.101 009 21 .043 0140 198
(6.63) {0.34) a1n (0.88)

311 170 —.169 153 Jd02 001 M4 214
(6.63) (3.56) (1.65) (0.01)

314 136 —.115 309 013 085 0143 223
(2.50) 982 Q17 (125

324 187 —.120 17e 204 076 0164 229
(730 (11.8%) {4.32) (1.65)

331 128 —.038 o7 147 142 0094 215
(3.35) (2.23) (4.05) (2.84)

132 170 —.119 102 110 064 0166 2.30
(8.08) (2.28) {1.92) {0.99)

136 170 —.103 105 001 140 0174 184
(4.65 (2.06) (0.0 (2.14)

341 191 - 068 d91 —o26  —o021 0 0181 1.98

(3.64  (1321)  (0.84)  (0.84)

r-statistics are in parentheses.
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the estimates of %, and &5 are positive, the estimate of y, is smaller than
it was in table 4.3; adding the two variables took away some of the influence
of the log Y, — log ¥,., variable,

In summary, then, the results for industries 212 and 231 are consistent
with the hypothesis that firms hire fewer workers or fire more than predicted
during expansions and conversely during contractions, while the results
for industries 324 and 331 are consistent with the counter hypothesis —
that firms hire more workers or fire fewer than predicted during expansions
and conversely during contractions. Considering all of the industries to-
gether, however, the general conclusion appears to be that this test has not
revealed any substantive evidence that firms behave differently than the
model predicts they should during contractions or during expansions, that
the model as exemplified by eq. (3.9) appears to be adequately specified
for “cyclical” short-run employment behavior,

The above test has the disadvantage that the variable log Py, the residual
from the regression of log ¥, on twelve seasonal dummies and time, includes
the random error term in the log ¥, series as well as the cyclical term. Taking
first differences of the log P,, series aggravates this problem, and it may be
the case that the random error term in the log P,, — log P, series domi-
nates the cyclical term.

Because of this possible difficulty, another test was made of the above
hypothesis, The National Bureau of Economic Research has divided over-all
* economic activity into upswings and downswings.! Using their definitions
of peaks and troughs in the post-war period, a dummy variable, denoted at
D,, was constructed which was set equal to one for each month when over-all
economic activity was declining (NBER peak to trough) and zero otherwise.
D, was then added to eq. (3.9Y, and if the above hypothesis is true, the
estimate of the coefficient of D, should be significantly positive (more
warkers hired or fewer fired during contractions than predicted). The dis-
advantage of this variable for testing the above hypothesis is that it relates
to over-all economic activity and not necessarily to the activity of the
particular industry in question; but the variable may be a rough indicator of
general tendencies in the industry.

The results of adding D, to eq. (3.9)" are presented in table 5.4. The
coefficient of D, is denoted as «,, and estimates of a;, v, and 2, are presented
in the table. The other coefficient estimates were little affected.

1 See, for example, Us DEPARTMENT OF COMMERCE (19674a).
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TagiE 5.4

[5.3

Parameter estimates for eq. (3.9Y with the additional term acld:. Estimates presented for

ay, Yo, and e only

Industry No. of obs. &1 o & SE Dw

201 192 —.170 .259 —002 0120 1.95
{4.38) 9.96) (L.1)

207 136 —.159 264 —.003 0180 212
(3.45) (11.51) {0.64)

211 136 —.134 086 —.001 0103 1.93
(5.79) (4.42) (0.41)

212 136 -.110 155 001 0159 2.64
{4.69) (1.72) (0.32)

23] 136 —.181 127 000 0194 1.68
(4.34) (3.98) 0.06)

232 136 —.093 119 001 0107 1.44
(5.40) (9.41) 0.49)

233 136 —.005 163 001, 0293 1.45
(0.15) (6.66) 0.13)

242 154 —.044 215 — 003 0126 1.79
(1413 (13.33) (1.12)

211 166 — 047 122 001 0048 214
2.70) (7.58) (0.86)

301 134 —.070 033 —.013 0137 2.07
(3.81) (1.68) (3.35)

311 170 —.164 183 —.004 0114 221
(6.3 (7.74) {1.63)

314 136 —.121 .325 003 0143 2.18
(2.61) (10.76) (0.95)

324 187 —.110 221 —.005 0177 2.03
(6.39) (16.04) (1.32)

33 128 —.029 174 —.004 0101 1.81
(2.31) (8.79) (1.38)

332 170 —.106 .153 —.008 0165 236
6.42) 6.77) (2.02)

336 170 —.080 137 —.014 0168 213
3.4 {5.46) {(3.83)

341 191 —.062 180 —.004 D180 2.0
(3.33) (15.03) (1.01)

f-statistics are in parentheses.
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The estimate of «, is positive as expected in only five industries, and it is
not significant for any of these five. For the remaining twelve industries
where the estimate of o is negative, it is significant for three of them — 301,
332, and 336. For these three industries the estimate of the coefficient v,
oflog Y5, ~ log ¥, is smaller than it was in table 4.3 with D, not included
in the equation, and for 301 the estimate of y, in table 5.4 is no longer
significant. This phenomenon is probably due to collinearity between D,
and log ¥¢, — log Y,,_, in the equation,

These results clearly give no indication that the model underpredicts
during the contractions as defined by the nBer. The insignificance of all
but three of the estimates of «, implies, according to this rather crude test,
that firms do not behave differently than predicted during contractionary
perioads,

The two tests together thus indicate that firms do not appear to behave
differently than predicted during general contractionary periods of output
or during general expansionary periods.

5.4 The effect of the unemployment rate on short-run employment decisions

So far the effect of possible supply constraints on the number of workers
employed has not been considered. It has been implicitly assumed that a
firm has no trouble in the short run in finding and hiring the number of
workers that it wanis. In tight labor markets, of course, this may not be
the case.

The hypothesis which is tested here is the hypothesis that a tight labor
market {measured by a low unemployment rate) tends to damp short-run
changes in the number of .production workers employed, i.e., that a tight
labor market causes a firm to hire less (because workers are difficult and
expensive to find) or fire less (because of fear of not being able to hire the
workers back when needed), and that a loose labor market (measured by
a high unemployment rate) tends to increase short-run changes in the number
of production workers employed (because workers are easier to find and
the firm need worry less about rehiring workers it has laid off).

Let U denote the unemploymient rate at which, in the eyes of the firm,
the labor market switches from being relatively tight to being relatively
loose, and let U,,,, denote the unemployment rate diiring the decision period,
from the end of the second week of month t — 1 to the end of the second
week of month 7. According to the above hypothesis, the effect of a positive
log U,,, — log U (loose labor market) on log M,,, — log M, in eq.
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(3.9) is expected to be positive for log M,,, — log M, positive and
negative for log M., — log M., negative, and the effect of a negative
log U,,, — log U (tight labor market) is expected to be negative for log
M;,.. — log M,,,., positive and positive for log M,,, — log M,,.,_,
negative.

Because of this asymmetry of effects, log U, , — log Ucannot be added to
eq. {3.9) in any simple linear way, and it is assumed to enter in the following
way: '

log M, — log M, = 2{log M,,,_, — log M;wt-lH;wr—l)
+ o, log H4+ o, pt

m

+ Z Bllog Yy i — log ¥pein ) + yollog Y, — log ¥y )

fe=1
n

-+ Z 1log Y5 :: —~ log Yy 1) + ¥(log U,,, — log Uy + o
=

where (5.1y

W= ‘:"IOI:OC](IOS My — log M;w:—lﬂzwr -1} -+ alog H

+ oo pt + Z flog Yy — log Yy_i—1)
i=1

I=

T pollog ¥4 ~ Tog Yy_) + > 7(log Yoprs — log Yo -
o

i=1

The error term &, is explicitly introduced in eg. (5.1) to avoid possible
ambiguity as to how it is assumed to enter in the specification of the equation.

What eq. (5.1) says is that the size and sign of the coefficient ¥ of log
Us e — log U are determined by the other determinates of log M,,, —
log M;.,,_,. If, for example, the other determinates imply that log M., —
log M,,,-, should be positive and large, then this implies that ¥ will be
positive and large; and if furthermore log U,,,, — log U is, say, negative,
then eq. (5.1} implies that log M,,, — log M,,,_, will be smaller than it
would have been if log U,,,, — log [7 had been zero or positive. The specifi-
cation of this equation is consistent with the above hypothesis that tight
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labor markets damp fluctuations in log M,,, ~ log M.,,,., while loose
labor markets tend to increase these fluctuations,

Eq. (5.1} is non-linear in the parameters and thus cannot be estimated by
ordinary least squares. It is also the case that the parameter ¥ in eq. (5.1)
is not identified. T is supposed to be the unemployment rate which divides
loose from tight labor markets. Since U could not be estimated simultaneously
with the other coefficients in eq. (5.1, it was rather arbitrarily taken to be
the average of U, , over the sample period. Hopefully this measure is a rough
approximation to the unemployment rate in the “average” (from the point
of view of the firm) labor market.

The coeflicients in eq. (5.1) were estimated by minimizing the sum of the
squared residuals of the equation. The sum was minimized by the use of the
quadratic hill-climbing technique of GOLDFELD ef al. (1966).) On the as-
sumption that ¢, in eq. (5.1) is normally distributed, the estimates attained
by this procedure are maximum likelihood estimates,? and so an estimate
of the asymptotic variance-covariance matrix of the parameter estimates
can be obtained as [— 2% log L/0¢*]™ !, where L is the likelihood function,
¢ is the vector of parameters, and where the derivatives are evaluated at the
coefficient estimates.® In the present context the asymptotic variance-co-
variance matrix of the parameters other than o7 is 2¢%[8* &'¢/20%] %, where
gis the T x 1 vector of errors g,, o° is the variance of ¢,, and 8 is the vector
of parameters other than o2, The maximum likelihood estimate of 62 is
&&/T, where § is the vector of caleulated residuals and 7 is the number of
observations. For present purposes, however, the estimate of ¢* was taken
to be #8/(T — K). where K is the number of coefficients estimated. Both of
these estimates of ¢ are consistent, and the estimate of o2 used here has
the advantage of being more comparable with the ordinary least squares
results in table 4.3, The estimate of asymptotic variance-covariance matrix

L See also GoLpreLp, Quanot, and TrROTTER (1968).

2 Note that eq. (5.1) includes the log Mzwe—1—log M*zuws—1.H *204-1 variable, which is of
the nature of a lagged dependent variable. For equations with no lagged dependent variables
the properties of the maximum likelihood estimates are well established (e.g., consistency
and asymptotic efficiency), but the properties are less established for equations with
lagged dependent variables. The resulis which have been achieved for a few cases (see
Koopmans and Hooo, 1953, pp. 146-147), however, indicate that for equations with
lagged dependent variables the maximum likelihood estimates retain their desirable
properties,

9 See, for example, GorneerGer (1964, p. 131).
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which was finally calculated was, therefore, 28'2/(7 — K)) [8* #'¢/38%] 1,
where the derivatives are evaluated at § = @.

The unemployment rate data used for U,,,, were unpublished and were
obtained from the BLs directly. Data were available on a monthly basis
seasonally unadjusted from 1948 to the present for durable goods and non-
durable goods industries, as well as for the over-all economy and other
categories, Given these data, it seems that the most relevant measure of the
tightness of the labor market facing any one firm is the unemployment rate
in the durable or non-durable goods industry, depending on which category
the firm is in. Durable and non-durable is as fine a level of disaggregation
as is available for the unemployment rate data, although with workers being
able to move from one industry to another, it is not clear that the degree of
disaggregation should be any greater even if it were possible to get more
disaggregated data. Thus the durable-non-durable breakdown was used
for the unemployment rate data.

Prior to 1955 the BLS unemployment data refer to the week containing
the 8th day of the month, and since 1935 they refer to the week containing
the 12th day of the month. Ideally the U,,, variable above should refer to
the state of the labor market from the end of the second week of month
{ — 1 to the end of the second week of month ¢. The U,,,, actually observed
relates approximately to the second week of month £, or a little earlier
before 1955. On theoretical grounds U,,, would appear to be a closer
approximation to the relevant decision period than, say, U/, ,_;, which
actually relates to the week before the decision period. U,,,, was thus chosen
as the more relevant variable,

There is a possible simultaneous equation bias which could creep into
the estimates of eq. (5.1), since a firm’s employment policy obviously
affects the number of workers unemployed. Since each of the three-digit
industries studied here is a relatively small part of total durable or non-
durable manufacturing, this bias is not likely to be serious, and the un-
employment rate has been taken to be exogenous to each industry.

The results of estimating eq. (5.1) are presented 1n table 5.5, Since the
other coefficient estimates were not substantially changed, only the estimate
of i, is presented. Under the hypothesis discussed above, i, is expected
to be positive if in fact tight labor markets tend to damp short-run fluctu-
ations in the number of production workers employed and loose labor
markets tend to increase the fluctuations. The “f-statistic” presented in
table 5.5 is the absolute value of the ratio of the coefficient estimate to its
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TABLE- 3.5

Parameter estimates for eq. (3.1}, Estimares presented fov wo only

Industry No. of obs. lf/o SE

201 192 431 0118
(279

207 136 072 L0180
{0.65)

211 136 —.252 0102
{0.57)

212 136 —.049 0159
{0.14)

231 136 .594 0188
{2.93}

232 136 A51 0106
{1.80)

233 136 271 0292
(1.19)

242 154 079 .0127
(0.80)

271 166 014 0048
{1.21)

01 134 0OB7 0141
(1.5

Ik 170 356 0114
(1.09)

314 130 .022 [0143
(0.12)

324 187 147 0177
(0.50)

kX 128 275 0100
{1.66)

332 170 583 0164
2.37)

336 170 693 0170
(3.33)

341 191 —.00% 0181
(0.10)

f-statistics are in parentheses.
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asymptotic standard error, the latter being computed from the asymptotic
variance-covariance matrix discussed above,

In all but three industries — 211, 212, and 341 — the estimate of g is
positive, For four of these industries — 201, 231, 332, and 336 - the t-statistic
is larger than two, and for six others it is larger than one. For about half of
the industries the SE for eq. (5.1) is smaller than the SE for eq. (3.9) presented
in table 4.3.

The fact that all but three of the estirnates of y, are positive and the fact
that ten of the estimates are larger than their asymptotic standard error
indicate that the degree of labor market tightness may affect short-run
employment decisions. The evidence is not strong and any conclusion must
be tentative, but the hypothesis under consideration here appears {o have
some validity, Some evidence on the significance of labor market tightness
for the change in hours paid-for per worker will be given in ch. 7, and these
results will shed some further light on the possible validity of the above
hypothesis. )

5.5 The relationship of the excess laber model to a lagged adjustment model

The empirical results which were discussed in ch. 4 regarding the expectational
hypotheses indicated that the expectational hypothesis which assumes non-
perfect expectations for Y3, is not realistic,’ and this hypothesis was
dropped from further consideration. Assuming, then, that Y3, equals ¥,,,
in eq. (3.9) and ignoring for the moment the past change in output variables,
the equation can be written

log My, ~ 10g Mypeey = 0t (log Mo,y — log M3, )

+ yollog ¥y, — log Yo, —y) + Z ¥log Y3 — log Yiua—1) (3.2)
f=1
M2, is the desired number of workers employed for the second week of

month r — 1 for the output ¥,,, ,. Since the firm is assumed to know
Y,,., in advance {perfect expectations for ¥,,,), it can also be assumed to

1 For sake of consistency with the discussion it ¢h. 3, the discussion in this section is
couched in terms of ¥u.: instead of the observed Ya. '
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know M2, in advance. Therefore, the following “lagged adjustment” model
could be constructed and estimated:

IOg Mj,, — k’g Mﬁwz—i = A(log Mgw: - lOg Mzwx—l)

n

+ Z 7108 Y Supss — 108 Yiuesior). (5.3)

i=1

M2, is the desired number of workers employed for the second week of
month 7, desired as of the second week of month ¢+ — 1. Using the definition
of M{,, in eq. (3.7) and the assumptions made about HS,,, in eq. (3.11),
¢q. (5.3) could be estimated in a manner analogous to eq. (3.9)", the basic
equation of the “excess labor™ model.

The lagged adjustment model as exemplified by eq. (8.3} appears to be
more in the spirit of the basic model of ch. 2, with the expected future change
in output variables being added. Of course, the basic difference between this
model and the basic model of ch. 2 is that here M1, is constructed, under
the assumptions of no substitution possibilities and constant returns to
scale, from the interpolations discussed in § 3.6, whereas in the basic model
of ch, 2, M{,, is assumed to be derived from a Cobb-Douglas production
function, the parameters of which are assumed to be estimatable from the
derived equation (2.37).

The relationship between the excess labor equation (5.2) and the lagged
adjustment equation (5.3) is easy to see. Since in eq. (3.6) [which is derived
from the production function (3.2)} the production function parameter
%4, 18 assumed to move slowly through time from peak to peak, for short-
run considerations #,,, can be approximated by a constant, say & If it is
assumed that the standard number of hours of work per worker per week
is constant over time so that HS,,.,, = HS,,, = H, which is approximately
true in the short run even if A5 is a slowly trending variable as assumed in
eq. (3.11), then from eqs. (3.6) and (3.7)

Mgy, = 22 (5.4)
and

Miyoy = — =222t (5.5)
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Therefore,
log M;wt - IOg Mgwt—l = IOg Y2wr — iog Y’Z,wr*‘l’ (5‘6)
or
_ 10g Mgwt = ].Og Mgwt‘“1 + 10g Y2wt - log Y.’lwr—l’ (5'7}

Substituting this value of log M2, into the lagged adjustment equation
(5.3) yields

log M, ~ log M, = Mlog Mzdwt—-l —logM,,, 1)

H

+ Alog Yo — log Yapog) + Z y(log Y3, — log ¥Y3,,:-4). (5.8)

i=1

Comparing eqs. (5.8) and (5.2}, it is seen that the lagged adjustment model
is equivalent to the excess labor model with the additional restriction that
2| equals ‘yo| in eq. (5.2). In other words, the lagged adjustment model
can be considered to be special case of the excess labor model. The results
of estimating the excess labor equation, which were presented in table 4.3,
strongly indicate that |«,| does not equal 74| (even considering the fact that
for some of the industries the past output change variables are taking away
some of the influence of the excess labor variable and thus are decreasing
the size of I:x1 ), so that the model of the short-run demand for preduction
workers appears to be better specified in terms of the “excess labor reaction”
equation (5.2) than in terms of the “lagged adjustment”™ equation (5.3).

5.6 Alternative distributed lags

Eq. (3.9) implies that log M,,, is a distributed lag of past values of the
desired number of workers employed, log MZ,, and of the past values of the
various change in output variables in the equation. Jorgenson has shown
that any arbitrary distributed lag function can be approximated by a raticnal
distributed lag function.! Let the lag operator I be defined such that LiX, =
X, and let p(L) and v{L) be polynomials in L. Then eq. (3.9) can be
written

L) 10 My = 11108 M-y + > 108 Yruers = 108 i)
i=1

1

1 JorGenson (1966, p. 142).
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+ po(log Y3, — 108 Yaye—1)

+ > 3008 Viers = 108 ¥iureio) (5.9
) i=%
where
L) =1—(1 +a)L (5.10)
and .
L) = —ay. ‘ (5.11)

Eq. (5.9) can be divided through by »(L) to give log M, as a rational
distributed lag of past values of log MY, and past values of the change
in output variables.

A more complicated lag than that implied by eq. (3.9) is implied by an
equation like (3.9) with the variable log M., — log / 4 e2 added to
it. This variable is a measure of the amount of excess labor on hand during
the second week of month ¢ — 2, and adding it to eq. (3.9) (with coefficient
) implies that in eq. (5.9) #

WLy =1—(1 + a)L— a7 (5.12)

and
WLy = —», — ;L. (5.13)

In an effort to test for a more complicated lag structure than that specified
in eq. (3.9), the variable log M,,,,_, — log M3, was added to eq. (3.9)".
From eq. (3.7) M{,,,-; equals M, _2Hy 2/HSy,, -, and if it is assumed
that the effects of log HS,,,,—, can be absorbed in the constant term and
time trend in the equation, then adding log M,,, , — log M2, _; to eq.
(3.9) is equivalent to adding log M,,,., — log M, _,H,,_, to the
equation. The results of adding log M,,,_, — log M} 1H3,..2 to eq.
(3.9)" are presented in table 5.6. Only the estimates of the coefficients of
log M3y — log M;wr—l.H;w't—l and log M., — log M3, H},, -, are
presented, the coefficient of the latter being denoted as a..

In only one industry — 212 — is the estimate of «. significant, where it is
significantly positive. In seven industries the estimate of «, is negative and
in the other ten it is positive. When the estimate of «, is negative, the
estimate of «, is smaller in absolute value than it was in table 4.3 when
log My,,_, — log M, .H,..—» was not included in the equation; and
when the estimate of « is positive, the estimate of «, is larger in absolute
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TanLe 5.6

[5.6

Parameter estimates for eq. (3.9) with the additional term o:(log Mawi—2 — log M*ou0-

H*yui-5). Estimates presented for oz and aq only

Industry No. of obs. &1 &7 SE DwW

201 192 —.127 —.056 0120 2.02
(1.81) {0.84)

207 136 —.202 055 0180 204
(2.85) {0.90)

211 136 131 — 004 0103 1.93
(5.63) (0.40)

212 136 —.325 184 0149 1.76
(5.87) {4.25)

231 136 — 206 133 0192 1.89
(3.89) (1.79)

232 136 —.092 001 0107 1.45
(1.66) (0.03)

233 136 +.105 — 116 0289 1.57
(1.57) (1.85)

242 154 —.014 —.032 0127 1.85
©.17 (0.39)

271 166 —.033 — 021 0048 2.22
(1.81) (1.8

301 134 — 093 —.022 0142 1.99
4.8%) (1.20)

311 170 —-.176 .003 0115 2.12
(6.70) ©.26)

314 136 —.126 022 0143 2.09
(2.68) (1.09)

324 187 w104 — 012 0177 2.02
(5.1 (0.49)

331 128 — 156 119 .0100 1.61
(1.84) (1.44)

33z 170 —.145 024 0186 2.22
6.77) (1.35)

336 170 —.128 014 0176 1.74
(1.77) (0.22)

341 191 —.119 049 20180 1.89
(1.68) 0.77

1-statistics are in parentheses.
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value. There is also a strong tendency for the addition of log M,,,_: —
log M- 3H3.. -2 to decrease the significance of the estimate of x,. The
effect on the other coefficient estimates was small except on the estimate of
the coefficient f, of log ¥, — log ¥4, .. The introduction oflog M, _; —
log M}, H,, 4 tended to decrease substantially the significance of the
estimate of #, (for those industries, that is, where the estimate of f, was
significant to begin with). This is probably due to the fact that log M7, _,
approximately equals!' log M2, — (log Y,,_, — log ¥, _;), and adding
the variable log M,,,_, — log MJ,,,_,.* which approximately equals log
M,y o —log M4, _, +log Y,y —log ¥,,_;, to eq. (3.9) is likely to
lead to collinearity problems between thisvariableandlog ¥, , — log ¥4, _,.

Because of the insignificance of all but one of the estimates of «, and
because the introduction of log M,,,,., — log M,,._,H,. .., had negligible
effects on the standard errors except for industry 212, there appears to be
little evidence of the existence of a more complicated lag structure as
exemplified by adding this variable to eq. (3.9)".

Regarding the reaction of firms to the amount of excess labor on hand,
it may be the case that firms react differently depending on the size of the
amount of excess labor on hand, i.e., firms may react in a non-linear way
to the amount of excess labor on hand. The hypothesis which is tested here
is the hypothesis that the larger the amount of positive excess labor on
hand the stronger is the reaction of firms in eliminating it and the larger
the amount of negative excess labor on hand the stronger is the reaction of
firms in adding more workers. The hypothesis was tested by adding the
variable (log M,,, , — log M%,,_,)2 to eq. (3.9)"% The notation + indi-
cates that when log M,,,, — log MY, , was negative, the squared term
was taken to be negative as well. This is consistent with the idea that
(log M,,,., — log M3,,_,)} should be positive when there is a positive
amount of excess labor on hand and negative when there is a negative
amount of excess labor on hand.

1 See eq. (5.7).

2 Remember that adding the variable log Mawe-2 — log M*2u-0H *201.2 to the equation
(which was actually done) is equivalent to adding log Mauwt—o — log M@3.-2, under the
assumption made about log HSauwe-2 above.

% For this variable, M?2.:-1 had to be constructed, and it was constructed in the following
way. log HPzy: was regressed against a constant and time for the basic period of estimation
for each industry, and the predicted values of this equation were taken to be the values of
log HS2ue. The already constructed M *zue-1H*2p,0.-1 was then divided by HSzue-1 to yield
M.
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TaBLE 5.7

Parameter estimates for eq. (3.9 with the additional term as(log Mayi—1—log M ;’wl)a.
Estimates presented for a1 and as only

Industry No. of obs. &1 &s SE DW

201 192 —.135 —.198 0119 1.93
(3,013 (1.74)

207 136 -.072 —.154 0179 2,12
(1.00) (1.42)

211 136 —.161 190 0102 1.89
(5.13) (1.31)

212 : 130 — 056 -.336 0158 2.60
_ (1.32) (1.48)

231 136 -~ 090 —.217 0191 1.59
{(L.5T) (219

232 136 - 06 —.127 0T 1.48

(1.75) (0.96) :

233 136 150 -—.405 0288 1.50
(1.98) (2.24)

242 154 079 137 0127 1.81
(1.59) (0,90

271 166 —.032 - 087 0048 2.11
’ {1.26) (0.64)

301 134 — 072 - 340 0142 197
(2.20) (1.22)

4 170 —.2358 298 0115 2.14
(3.60) (1.02)

314 136 —.191 ST7 0143 222
{2.49) (1.25)

324 187 : —.136 0352 0177 2.02
{4.01) (0.90)

331 128 —.052 066 0101 1.87
(2.26) (0.88)

332 170 -, 136 103 0167 2.20
(4.62) (1.06)

336 170 . —.167 231 0175 1.81
301 (1.04)

.41 191 009 —.106 0178 2.02
{024y (2.36)

¢-statistics are in parentheses.
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In table 5.7 the results of adding (log M,,,_; — log M, )2 to eq.
(3.9) are presented. The coeflicient of this variable, denoted as xg, is expected
to be negative if in fact the larger the amount of excess labor on hand the
stronger the reaction is. In table 5.7 only the estimates of «; and «, are
presented; the effects on the other coefficient estimates were minor.

In nine of the industries the estimate of %, is negative (as expected), and
in three of these industries ~ 231, 233, and 341 - the estimate is significant,
When the estimate of o, is negative, the estimate of o, decreases in absolute
value compared with the estimate of o, in table 4.3 without (log M, —
log M4, ;)% included, and when the estimate of a4 is positive, the estimate
of o, increases in absolute value. The introduction of (log M,,.,_, — log
M5,,_1)? tends to decrease the significance of the estimate of «,. Except
for perhaps industry 233, the effects on the standard errors are slight. The
results rather strongly suggest that the reaction to the amount of excess
labor on hand is not stronger the larger the amount held.

It appears, therefore, from the two tests performed here that the intro-
duction of the excess labor variable, log M, — log M3, and (for
a few industries) the past change in output variables to the equation deter-
mining the short-run demand for workers adequately approximates the
reaction of firms to the amount of excess labor on hand.

5.7 Possible capacity constraints

By specifying the short-run production function as one of fixed proportions
and constant returns to scale, it is implied that when new workers are hired
they work on previously idle machines (or on a previously non-existence
second or third shift).! Labor services (measured in this study as man hours)
can, of course, be increased by increasing the number of hours worked per
worker without having to add more machines, since the existing machines
can just be utilized more hours. At high rates of output firms are not likely
to have idle machines on hand, and if they want to increase the rate of
output even more from an already high rate, they may have no choice but
to increase labor services by increasing the number of hours worked per
worker rather than by adding new workers. This would imply that for further
increases in the rate of output from an already high rate log M,,, — log
M, ., should be smaller, other things being equal, than for the same

1 Bee the discussion in § 3.5,
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TABLE 5.8

5.7

Parameter estimates for eq. (3.9) with the additional term weDK:. Estimates presented
for ve and ay only

Industry No. of obs. Ho o SE DW aly

201 192 261 0005 0120 1.94 6.8
(9.84) (0.11)

207 136 .261 0002 0181 2,12 9.6
(10.09) 0.0

21 136 084 0007 0103 1.93 6.6
@.15) ©.17)

212 136 138 - G018 0159 2.61 13.2
(7.22) .41)

231 136 129 - 0037 0154 1.98 7.4
(3.95) (0.24)

232 136 125 - 0051 0106 146 11.8
(9.58) (1.58)

233 136 73 —.0107 0292 1.49 2.6
(6.67) (1.09)

242 154 223 -—.0056 0126 1.79 7.1
(13.63) {1.32)

271 166 124 -.0039 0046 213 19.3
(8.13) (3.59)

30t 134 070 —,0101 L0140 1.88 11.2
(3.53) (2.25)

31l 170 188 004 0115 2,12 53
(7.89) ©.31)

314 136 324 —.0016 0143 2.19 74
{10.21) {0.29)

324 187 224 0020 0177 2,01 12.3
{16.46) (0.45)

33 128 189 -~ 0040 010 1.89 10.2
(9.94) (1.24)

332 170 176 —.0046 0167 222 8.2
(8.24) ©0.91)

336 170 158 0036 0176 1.78 10.6
(6.02) (0.69)

341 191 176 0095 0180 1.97 6.8
(14.34) (1.51)

f-statistics are in parentheses,

2 Percentage of observations for which DK; was set equal to one.
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increase in the rate of output from a lower rate, since hours worked per
worker would take up more of the adjustment at high rates of output.

This hypothesis that log M, — log M,,,;-, is smaller, other things being
equal, at high rates of output was tested in the following manner. For each
industry, output Y, was plotted monthly for the nineteen-vear period, and
a dummy variable, denoted as DX, was set equal to one for those observa-
tions where Y, — Y,., was positive and ¥, _, appeared to be large
relative to surrounding observations, and was set equal to zero otherwise.
On the above hypothesis the coefficient of DK, should be negative, This
test is of course somewhat subjective in that the construction of DX, is
subjective, but the test should give a general indication whether log M,,, ~
log M., behaves differently, other things being equal, when the rate of
output is high and increasing.

The results of adding DK, to eq. (3.9) are presented in table 5.8. The
coefficient of DK, is denoted as a,, and estimates of y, and a, are presented
in the table. Presented also in the table for each industry is the percentage
of observations for which DK, was set equal to one. For ten of the seventeen
industries the estimate of «, is negative, as expected, but significantly so for
only two of them ~ 271 and 301. The estimates of y, are little affected by the
introduction of DK, and the other coefficient estimates were little affected
either. Only for industries 232, 271, and 301 has the standard error gone
down even slightly compared with the standard error in table 4.3. It s
rather clear that DK, is not a significant variable, and at least on this test
the behavior of log M,,, — log M,,,_, does not appear to be different
when the rate of output is high and increasing.

If the above assumptions about the short-run production function are
true, these results indicate that at least for rates of output which are actually
observed there does not appear to be machine capacity problems at high
rates of output. The crude nature of the above test should be emphasized,
however, and perhaps not too much weight should be put on the results.

5.8 Summary

In this chapter various hypotheses regarding the short-run demand for
production workers were proposed and tested. For the most part these
hypotheses were rejected. Neither the past level of hours paid-for per
worker, log HP,,, ., nor the past change in the number of hours paid-for
per worker, log HP,,,,-., — log HP,,,,. ,, appears to be a significant deter-
minant of the change in the number of workers employed, although as was
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seen in ch. 4, the amount of excess labor on hand, which is measured as
log HS,,-1 — log H,,..;, definitely appears to be significant. These
results are as expected from the theory discussed above,

Since seasonal fluctuations are quite pronounced in many of the industries;
two tests were made to see whether the behavior of firms jis different than
the model predicts it'should be during general contractionary periods of out-
put and general expansionary periods, The hypothesis that firms “hoard”
fabor during contractions and “dishoard” labor during expansions (in the
sense that the model predicts more workers fired or fewer hired than actually
are during contractions and conversely during expansions) was tested.
Although the tests were rather erude, there did not seem o be any evidence
that this hypothesis is true.

The one hypothesis which appeared to have some evidence in its favor is
the hypothesis that labor market conditions (as measured by the unemploy-
ment rate) affect the employment behavior of firms. The hypothesis that
tight labor markets tend to damp fluctuations in the number of workers
employed and that loose labor markets tend to increase these fiuctuations
was tested by the means of a non-linear estimating technique, and the results
were such that the hypothesis could not be completely rejected. Some further
results will be presented in ch. 7 which add indirect sopport to this hypothesis.

~The relationship between the “excess labor’ model developed in this study
and a “lagged adjustment” model which is more in the tradition of previous
models was discussed, and the lagged adjustment model was seen to be
(approximately) a special case of the excess labor model, From the results
presented in table 4.3 the lagged adjustment model appears to be unduely
restrictive. With respect to the excess labor model, a more complicated
distributed lag equation was estimated in which the variable log M,,,_, —
log M2, _;, which is the amount of excess labor on hand during the second
week of month ¢ — 2, was added to eq. (3'.9). This variable was not significant,
and there was no evidence of a more complicated distributed lag on this
score. In another test the variable (log M,,,_, — log M%)}, which is
the square (adjusted for negative signs) of the amount of excess labor on
hand during the second week of month ¢ — 1, was added 1o eq. (3.9) to see
whether firms react in & non-linear way to the amount of excess labor on
hand. This also does not appear to be the case, since the variable was not
significant. From the results of these last two tests, the reaction of firms to
the amount of excess labor on hand appears to be adequately specified by
eq. (3.9).

Finally, a test was made to see whether possible machine capacity problems
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cause the behavior of firms to be different, other things being equal, at high
rates of output. The hypothesis that the change in the number of production
workers employed is smaller, other things being equal, at high rates of
output was tested, and the results indicated that this is not the case.



. CHAPTER 6

PRODUCTION DECISIONS
AND THE SHORT-RUN DEMAND FOR WORKERS

6.1 Introduction

In the maodel developed in ch. 3 little was said about the praduction decisions
of firms. The change in the number of workers employed was taken to be
a function of current and expected future output changes, but the factors
which deterrmine the change in output were not discussed. Implicit in the
specification of eq. (3.9) is the assumption that production decisions are in
no way influenced by the number of workers on hand. Such factors as the
level of inventories, the backlog of unfilled orders, and expected future sales
are likely to influence production decisicns, and if these decisions are also
influenced by the number of workers on hand, then the one-way causality
from decisions on production to decisions on employment implied by eq.
(3.9) is not valid. This is not to say that in order for eq. (3.9) to be valid
production has to be “exogenous” in the sense that firms have no centrol
over the amount they produce, but only that among the factors which infiu-
ence production decisions the number of workers on hand is not one of them,

HoLt, MopiGLIANI, MUTH, and Sivon (1960) — (hereafter referred to as
HMMS) — in a path-breaking work on production and employment decisions
have developed a model in which the level of sales is taken to be exogenous
and in which decisions on production and employment are made simultane-
ously. Their model is actually a normative one — a model of how firms ought
to behave in order to maximize profits — as opposed to a descriptive one—-a
model of how firms do in fact behave. Nevertheless, the HMMS model can be
interpreted as a descriptive one and tested to see if firms do behave the way
the model suggests they should. Tn this chapter the AMuMs model is described
and tested, and using the nMms model as a guide, an alternative model to that
developed in ch. 3 is also described and tested. The results achieved using
the HMMS model are compared with the results achieved using the alternative
model developed in this chapter, and then both of these sets of resulfs are
compared with the results achieved using the model developed in ch. 3.
The chapter concludes with a discussion of some results achieved using
Bureau of Census data.
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6.2 The Holt, Modigliani, Muth, and Simon model

HMMS specify a quadratic cost function for the firm and then minimize the
sum of expected future costs with respect to the relevant decision variables,
production and employment, to arrive at equations determining the amount
of output to produce and the size of the work force. They take sales and
prices as exogenous, so that minimizing costs is equivalent to maximizing
profits. Their cost function is composed of the following items:!

Regular payroll cost:

w;M, + A, (6.1)

where M, is the size of the work force, w, is the wage rate, and A, is the
“fixed cost term™.
Cost of hiring and layoffs:

JJ-O(J‘/Ir - Mtwl - Al.)z‘ (6'2)

The costs in (6.2) are the costs associated with changing the size of the work
force in any one period. The constant term A4, provides for asymmetry in
costs of hiring and firing.

Expected cost of overtime (given M)

24(Y, — voMY + v ¥, — M, + ;¥ M, (6.3)

- Qvertime
casts

l¢]
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The cost of overtime in eq. (6.3) depends both on the size of the work force,
M,, and on the amount of output produced, ¥,. The cost relation of which
{6.3}is an approximation is presented in figure 6.1. Given M, and the average
output per worker vy, ¥oM, is the maximum amount of output which can
be produced without working overtime. At levels of output higher than this
the cost of overtime rises, the cost depending on the size of the overtime
premium. HMMS argue that random disturbances and discontinujties will
smooth out the solid line in figure 6.1. The dotted line in figure 6.1 is the
quadratic approximation given in (6.3). HmMms do point out that to the extent
that production falls to a low level of output relative to the work force the
approximation becormes poor.' Since (6.3) is based on a given size of the
work force, M,, there is a family of avertime cost curves, one for each value
of M,.

HMMS next define net inventories as inventories minus back orders and
assume that the optimal level of net inventories equals v, + v5 S, where 5,
is the aggregate order rate. As the actual level of net inventories deviates
from optimal in either direction, costs rise, and they postulate the following
costs.

Expected inventory, back order, and set up costs:

AV, — (g + ¥sS))%, 6.4)

where V, is the level of net inventories.

The HMMS cost function is the sum of egs. (6.1)}-(6.4), Since future orders
are uncertain, the problem is to minimize the expected value of the sum of
future costs with respect to the employment and production variables, subject
to certain initial and terminal conditions. This minimization procedure
vields the following two linear equations:

n

=0+ LM + GV + Z WSt (6.5)

i=1
1l
M= 5o 4 6 My + Vi 0 ¥iSihs 69)
i=1
®+: 1s the level of orders expected for period ¢ + 7, and # is the length of
the decision period. Because of the quadratic nature of the cost function,
the decisions reached by minimizing the sum of expected future costs using

L Hovt ef al. (1960, p. 55, footnote 6).
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merely the expected values of the 5%, ; are the same as the decisions which
would be reached using complete knowledge of the probability distribution
functions of the 5%,

In the employment equation (6.6}, which is of concern here, the number
of workers employed during period ¢ is seen to be a function of the number
employed during period t - 1, the level of net inventories at the end of
period ¢t - 1, and expected future orders. «; in eq. (6.6) is expected to be
positive under the HMMS interpretation, and Po is expected to be negative.
Taking the functional form of eq. (6.6) to be log-linear instead of linear and
taking first differences yields the following equation:!

log M, — log M,_; = 8; + aj(log M, , — log M,_,)
+ pollogVi—1 —log ¥ .5} + yo(log St — log S, )

]

; Z Yilog Sty — log %), 6.7)

i=1

This equation will be discussed in more detail below.

The main drawback to the Hvwms approach would appear to be their
quadratic approximation to overtime costs, eq. (6.3). As mentioned above,
they state that this approximation is poor to the extent that production falls
to a low level of output relative to the work force, but they add that the
approximation may be good in the “relevant range™.? In the previous
chapters, however, it has been seen that output does fall to a low level
relative to the work force in the course of the year, and if the assumptions
made in this study are true, firms hold a considerable amount of positive
excess labor during much of the year. This implies that the AMMS approxima-
tion (6.3) is a very poor one indeed, and a model derived from this approxi-
mation is likely to be unrealistic, Fortunately, the HMms model can be com-
pared with the model developed in ch. 3 by estimating an equation like
(6.7) when data on sales and inventories are available, Before these estimates
are made, however, an alternative model to that developed in ch. 3 will be
described. This model is in the spirit of the HMMS model in that production
decisions are not assumed to be independent of the size of the work force,
but it avoids their unrealistic overtime cost approximation.

1 The constant term §’¢ has been added to eq. (6.7) to allow for the possibility of a time
trend in log M.
2 HoLr et al. (1960, p. 35, footnate 6),
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6.3 An alternative model of the short-run demand for production workers

The model developed in this section is similar to the model developed in
ch. 3 except that here expected future changes in sales (or shipments) rather
than expected future changes in ouiput are assumed to be the basic deter-
minants of the change in the number of workers employed. In addition,
the stock of inventories on hand is assumed to be a significant factor deter-
mining the change in the number of workers employed. Let S, denote
the level of sales expected for the second week of month ¢ + i, V,,,,_, the
actual stock of inventories on hand at the end of the second week of month
¢t — 1, and V§,,-, the desired stock of inventories on hand for the end of
the second week of month t — 1. Then the basic equation determining
log M, ~ log M., is assumed to be

log My, — log M,y =
0‘;(}08 My —log Mgwt'* Dt Z B:UOS YZM,,- —log Yaue-i-1)
i=1

+ P;(log Vi1 — log ngrwl) -+ y;(log 83w — l0g 85,,-1)

n

+ Z $(10g Siurss — 108 Sgaric ). (638)

i=1

In eq. (6.8) the excess labor variable and the past output change variables
have been left as they are in eq. (3.9) of the model developed in ch. 3;
the expected future sales variables have replaced the expected future cutput
variables; and log V5, — log ¥4, _;, which is the difference between the
actual stock of inventories at the end of the second week of month ¢ — 1 and
the desired stock, has been added.

Another way of looking at eq. (6.8) is that it is similar to the HMMS
equation (6.7) in that the change in the number of workers employed is
taken to be a function of expected future changes in sales in both equations.
In eq. (6.8), however, the excess labor variable has replaced the lagged
dependent variable, log M., — log M,_,; the past output change variables
have been added (to perhaps help depict the firm’s reaction to the amount
of excess labor on hand); and the inventory variable has been taken to be the
difference between the actual and desired stack of inventories on hand rather
than the past change in the stock on hand, log ¥,.., — log ¥, ,. Unlike the
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HMMS equation, eq. (6.8) was not derived from the minimization of a particular
cost function. As discussed in § 3.7, there is undoubtedly some cost function
the minimization of which would yield an equation like (3.9) or (6.8), but
it is likely to be quite complex. In order for Hnms to derive their equations
from the minimization of a cost function, they are forced to make the
quadratic approximation to overtime costs depicted in figure 6.1, which, as
discussed above, is likely to be quite unrealistic.

The rationale for including the inventory variable, log ¥,,,_, — log
V2.1, in the equation determining the change in the number of workers
emploved is the following. If the stock of inventories is, say, larger than
desired, the firm will presumably draw down inventories, other things
being equal, by producing less in the future. This implies that man-hour
requirements will be less in the future than they would otherwise have been,
which should have a negative effect on the current change in the number of
workers employed. Conversely, if the stock of inventories is smaller than
desired, the firm will presumably build up its inventories, other things
being equal, by producing more in the future. This implies that man-hour
requirements will be greater in the future than they would otherwise have
been, which should have a positive effect on the current change in the
number of workers employed. The relevant inventory variable to use in the
equation would appear to be this log V5,,..; — log V4,,., variable, which
measures how large or small the stock of inventories on hand is relative to
the desired stock, and not the HMMs variable, log V,_; -~ log I¥,_,, which
merely measures how large or small the change in the stock of inventories
(from whatever level) has been.

The desired stock of inventories V2, _, is, of course, not directly observed,
and some approxiz}f}ation for it must be found. Inventories can be used to meet
part of any expected increase in sales, and by the accumulation and decumu-
lation of inventories firms can smooth out fluctuations in production relative
to fluctuations in sales. If sales were constant through time, finished goods
inventories would really not be needed at all except for such things as
insurance against a sudden increase in sales or a breakdown in production,
and the desired stock of inventories could be taken to be constant through
time. Since sales do fluctuate, it would appear that the desired stock of
inventories will fluctuate also. If sales are expected to increase over the
next few months, the desired stock of inventories is likely to be large so that
part of the increase in sales can come from drawing down inventories rather
than by increasing production to the full extent of the increase in sales, and
if sales are expected to decrease over the next few months, the desired stock
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of inventorics 1s likely to be smalt so that part of the decrease in sales can
come from building up inventories rather than by decreasing production
to the full extent of the decrease in sales, IT sales are traditionally lowest in
January and highest in July, for example, one would expect that the desired
stock of inventories for the end of January would be greater than the desired
stock of inventories for the end of July as firms attempt to smooth fluctuations
in production relative to fluctuations in sales by accumulating and de-
cumulating inventories throughout the year. The desired stock of inventories
is thus assumed to be a function of expected future changes in sales:

log Viu-1 = log V + 1ot + ¢o(log S5, — 108 S5, 1)

+ Z q5,(]0g S;wH—i - Iog S;wr+i-l)‘ (6.9)
i1

The time trend has been added to eq. (6.9), since there may be unaccounted
for trend factors affecting the desired stock of inventories.

The expression for log V3,,,_, in eq. (6.9) can be substituted into eq. (6.8),
which merely adds a constant term and a time trend to the equation and
changes slightly the interpretation of the coefficients of the expected future
change in sales variables. Notice that if the ¢; coefficients are all zero in
eq. (6.9) so that the desired stock of inventories is merely a slowly trending
variable, substituting eq. (6.9) (erroneously) into eq. (6.8) will merely mean
that the interpretation of the coefficients of the expected future change in
sales variables is slightly wrong and will not bias the estimates in any way.

Eq. (6.8) is thus seen to combine the HMMS idea that expected future sales
rather than expected future production should be considered to be the
relevant exogenous variable affecting the level of the work force; the idea
of the model of ch. 3 that firms react in a certain way to the amount of
excess labor on hand; and the idea that the difference between the actual
and desired stock of inventories should affect employment decisions. Given
data on inventories and sales, eq. (6.8) and the HMMS equation (6.7) can be
estimated and compared, and this will be done in § 6.5 after a discussion
of the data in § 6.4,

It should perhaps be noted here that if no inventories are held in a particular
industry, then the alternative model developed in this chapter {as exemplified
by eq. (6.8)] and the model developed in ch. 3 [as exemplified by eq. (3.9)]
are equivalent: the inventory variable disappears from eq. (6.8) and sales
and production are the same. Of the industries considered in this study, the
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Newspaper publishing and printing industry, 271, obviously holds no in-
ventories to speak of, and it also appears to be the case that the Apparel
industries, 231, 232, and 232, the Footwear industry, 314, and the Metal
cans industry, 341, hold inventories only in small amounts relative to short-
run changes in the amount of output produced.

6.4 The data

Let S, denote the amount of output shipped (or sold) during month ¢,
Y, the amount produced during month 7, and ¥, the stock of inventories on
hand at the end of month ¢. Then by definition

Y, =S+ V, -V, | (6.10)

which says that the amount of output produced during month 7 is equal to
the amount shipped during the month plus the amount by which the stock
of inventories has been changed. It was mentioned in § 4.2 that when data
were gathered from sources other than the FrB, the monthly figures were
- converted into average daily rates for the month using the FrRB estimate of
the number of working days in each month for each industry, Let 4, denote
the number of working days in month #. (The construction of d, is discussed
in detail in the data appendix.) If eq. (6.10) is divided through by d,, it can
then be written

Yo =Sa+ V= Vio1a (6.11)

where as before the subscript d¢ denotes the average daily rate for month ¢
and where (V, — V,_,); denotes the average daily rate of inventory invest-
ment for month 7. In table 6.1 the additional notation used in the rest of this
chapter is presented.

For four of the industries considered in this study — the Tobacco industries,
211 and 212, and Tires and inner tubes industry, 301, and the Cement
industry, 324 — sufficient data were available so that egs. (6.7) and (6.8)
could be estimated. It was mentioned in § 4.2 that for industries 301 and 324
output data (i.c., data on ¥,) were available from the Rubber Manufacturers
Association (RMA) and the Bureau of Mines respectively, These data were
used for the estimates presented in the previous chapters, From the RMaA
and the Bureau of Mines, data on the stock of inventories at the end of the
month, ¥,, were also available, which meant that for industries 301 and 324
data on S, could be constructed from the data on ¥, and V, using eq. (6.10).
For industries 211 and 212, rrB data were used for the estimates presented
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TABLE 6.1

Additional notation used in ch. 6

Yy the amount of output produced during month ¢,

St the amount of goods sold during month 7.

St the amount of goods sold during the second week of month ¢,

Sae the average daily rate of sales for month ¢,

Vi the stock of inventories on hand at the end of month ¢,

Vous the stock of inventories on hand at the end of ihe second week of monsh ¢,

(Vi~— Vi-1)a  the average daily rate of inventory investrnent for month z.

Sy the amount of goods expected to be sold during the second week of month
i+i{i =0, 1, 2,...), the expectation being made during the second week
of month #-1.

Fa the desired stock of inventorics on hand for the end of the second week of
moath 2.

in the previous chapters, but data were also available from the Internal
Revenue Service (IRS) on Y, and S, for each of these industries.!

From data on ¥, and §,, data on the stock of inventories, V,, cannot be
constructed using eq. (6.10), and for industries 211 and 212 data on V,
were constructed in the following manner, For December 1965 (denoted as
6512) the ratio of the dollar value of shipments to the dollar value of the
stock of inventories (denoted as R) was computed using Bureau of Census
data on the Tobacco industry 21. For each industry, S;5,, (IRS data) was
divided by R to give a value of Vi, for each industry. Using this figure as a
base for each industry, the other values of ¥, were constructed using the
formula [from eq. (6.103], V,_, = V¥, + 8, — Y. Any errors resulting from
this construction will merely mean that the values of V, are off by a constant
amount.

From the rMa, Bureau of Mines, and irs, data were thus available on
Y, S, and V| for industries 301, 324, 211, and 212, and from these data
and the data on d, for each of the industries, data on Y, (=1Y,/d,} and S, (=
S.,/d.) were also available. These data were used to estimate eqgs. (6.7) and

1 The rre and 1rs data are not independent data, since the FrRB uses the s data to con-
struct the production indices for industries 211 and 212. For this study the rs data were
collected from 19353 through 1965. Since the rRMmaA, Bureau of Mines, and irs data are not
available in a convenient summary form anywhere, these data are presented in tabular
form in the data appendix.
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(6.8} after some necessary modifications of the equations were made. These
modifications will be discussed in the next section before the equation
estimates are presented.

6.5 Equation estimates

Neither the HMMS equation (6.7) nor eq. (6.8) is in an estimatable form, since
not all of the variables in the equations are observed. Looking first at eq.
{6.7), the observed A, variable can be used as the employment variable
(in place of M) in the equation, and the observed S, variable can be used as
the sales variable {(in place of S). Because A, is the number of workers
emploved during the second week and S, is the average daily rate of sales
for the entire month, for reasons analogous to those discussed in § 4.3,
log 5,,_, — log S;,—; may be a significant determinant of log M,,, — log
M., in eq. (6.7) under the HmMS model, and this variable should be
included in the equation. To be consistent with the other variables which
are to be used in eq. (6.7}, the inventory investment variable should be the
average daily rate of inventory investment for the monthly decision period
between the end of the second week of month 7 — 2 and the end of the
second week of month ¢ — 1, rather than the absolute amount of inventory
investment for the period unadjusted for the number of working days, This-
rate, of course, has to be approximated by the average daily rate for month
t — 1, since data on the stock of inventories at the end of the second week are
not available. The average daily rate of inventory investment for month
t— 1is(V,., — V,_,)/d,_.,, where d,_., is the number of working days in
month ¢ — 1, and since eq. (6.7) is in log form, the inventory investment
variable is taken to be log V,_, —log V,_, — logd,_,, which will be
denoted as (log ¥,_, — log V,_;),. For purposes of estimation eq. (6.7)
thus becomes

log My, — log My, =
8y + DC1'(10g Myyo1 — log My )
+ pollog ¥,—y — log Vi_z)y + Bitlog Sy — log Sg-2)

+ 0010 S5 108 Sy + > g Shes = 08 Shvi ) (67
i=1
Eq. (6.7) is, of course, different depending on which expectational hypothesis
is assumed.
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Looking next at eq. (6.8), the observed ¥, variable can be used as the
output variable in the equation (in place of Y5,,) and the observed 5, variable
can be used as the sales variable (in place of §,,,). The unobserved stock of
inventories at the end of the second week of month t — 1, V/,,,_,, can be
approximated by the observed stock of inventories at the end of month t — 1,
V,_4. The desired stock of inventories in eq. (6.8) should thus be taken to be
the desired stock for the end of month ¢t — | (denoted, say, as ¥9_,), and in
eg. (6.9) for log ¥?¢_,, the observed S, variable can be used as the sales
variable (in place of §,,.). From eq. (3.12) the excess labor variable in
eq. (6.8), a;(log Myuny — log M3, 1), is equal to a(log My, -, ~ log
My Hyeo1) + o log H + « ut. Datafor M, H,,,_; wereconstructed
in the manner described in § 3.6. In the construction of M, H,,,-, for
industries 301 and 324, the rMA and Bureau of Mines output data were
used directly (after conversion into average daily rates), but for industries
211 and 212 the FrB data were used rather than the IRS data. Since the
FRB data are constructed using the ms data, no npew relevant infor-
mation is available from the 1rs data with respect to the construction of
M3 1H3 -y for industries 211 and 212, and so the values constructed
in ch. 3 for these two industries using FrB data can be used here. For
purposes of estimation, eq. (6.8) thus becomes [combining egs. {6.8) and

(6.9)]:

log My — 10g Mooy = (=g log H — polog¥)
+ (g — poT )t + ay(log Moy, 1 — log My, 1 Hauw 1)

+ 108 Vo + D Fillog Yy~ 108 Ya i)
i=1

+ (Yo — podoXlog S5 — log Sy-y)

£ 01 = po10g Sis — Tog Shei0). (68)
i1

Eq. (6.8) is also different depending on which expectational hypothesis is
assumed.

For each industry the expectational hvpothesis which gave the better
results for eq. (3.9)' in table 4.3 was assumed to be the correct one for that
industry and was used in the estimation of egs. (6.7)" and (6.8)". For the
work here, of course, the expectational hypotheses were taken to be in terms
of sales rather than production. In other words, eqs. (3.13) and (3.14) were
taken to be in terms of S, rather than ¥,,,. Fer each industry the horizon



TABLE 6.2

Parameter estimates for eg. (6.7)
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#-statistics are in parentheses,
s §' is the coefficient estimate of log Sas—t — log Sez-1a under the non-perfect expectational hypothesis.
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Parameter estimates for eq. (6.8)
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¥ The constant was excluded from the equation because of its strong collinearity with log V1.
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Parameter estimates for eq. (3.9)

TABLE 6.4
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» & is the coefficient estimate of log Yai—1 — log ¥aes under the non-perfect expectational hypothesis.
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(i.e., the size of #) over which the expectational variables were significant
in the estimation of eq. (3.9)" was used in the estimation of egs. (6.7)" and
(6.8), even if not all of the expectation variables proved to be significant
in the equations, in order that the various results could be compared. For
eq. (6.7 log 8y, — log S,,_» was included in the final equation estimated
only if it proved to be significant. For industries 301 and 324 the same
period of estimation was used to estimate egs. (6.7)" and (6.8} as was used
to estimate eq. (3.9) above, but for industries 211 and 212 a shorter period
had to be used since the ms data were only collected from 1953 on.

The results of estimating the HMMS equation (6.7)" for industries 211, 212,
301, and 324 are presented in table 6.2; the results of estimating eq. (6.8)
are presented in table 6.3; and for purposes of comparison, the results of
estimating eq. (3.9) are presented in table 6.4. For industries 30t and 324
the results presented in table 6.4 are the same as those presented in table
4.3, but for industries 211 and 212 eq. (3.9) was re-estimated using the 1rs
data and the shorter period of estimation to insure a valid comparison with
eqs. (6.7) and (6.8)".

Looking at the HmMS equation first, the results in table 6.2 are not very
good. The fits are low compared with those for eq. (3.9) in table 6.4; for
none of the industries is the estimate of the coefficient py of the inventory
investment variable significant, although it is of the expected negative sign;
for industry 212 the estimate of the coefficient ay of log M, — 108 Myue -2
is not significant and is of the wrong sign; for industries 212 and 301 the
estimate of the coefficient y, of log S5 — log S,,., is not significant; and
ounly two other of the expected future change in sales variables are
significant.

Looking at.the egquation developed in this chapter next, the results
presented in table 6.3 are somewhat better. The fits are better than those of
the HMMS equation in table 6.2, but they arc still not as good as those
for eq. (3.9) in table 6.4, For industry 212 the estimate of the coefficient
po of the inventory variable is not significant; the excess labor variable
is significant only for industries 211 and 301; as was the case for the
HMMS equation, only for industries 211 and 324 is the estimate of the
coefficient y, of log §% — log S,_, significant; and only two other
of the expected future change in sales variables are significant in the
table,

Turning finally to eq. (3.9), the results presented in table 6.4 are by far
the best. The fits are much better; for every industry the excess labor
variable is significant; for every industry the estimate of the coefficient
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7o of log Y5, — log Y, is significant; and for the most part the expected
future change in output variables are significant.

Although the sample is small, the results achieved here strongly indicate that
neither the HMMs model nor the alternative model developed in this chapter
gives as good an explanation of short-run changes in the number of workers
employed as the model developed in ch. 3. If one had to choose between
the HMMS model and the model developed in this chapter, the latter gives
consistently better results, but the model developed in ch. 3, in which
decisions on production are assumed not to be influenced by the number of
workers on hand, seems to dominate even this model. The results suggest,
in other words, that models which specify a one-way causality from decisions
on production to decisions on employment are more realistic than models
which specify that these decisions are made simultaneocusly.

This conclusion should perhaps be qualified by noting that for industries
207, 332, 336, and about 34 percent of 331 the FrE data on production are
really data on sales or shipments. The results presented in table 4.3 of
estimating eq. (3.9) using these data are not noticeably worse than the
results of estimating the other equations, and there is no way of knowing
whether the use of data on production would have lead to better results
for these industries, as would be expected from the results achieved in this
chapter., Because of the small sample size, the conclusion of this chapter
must remain somewhat tentative.

6.6 Bureau of Census data

For four of the seventeen industries considered in this study - 201, 301,
331, and 332 — unpublished Bureau of Census data on the value of shipmenis
and the value of inventories were available monthly from 1948 or 1953 ta
the present. The basic disadvantage of these data compared with the FRB
{or RMA or Bureau of Mines) data is that they are based on dollar values
rather than physical magnitudes, Price deflators could be used, but the
deflators themselves are of questionable accuracy. Moreover, the Census
data are based on sample surveys, whereas most of the output data used in
this study are based on the whole population. One of the reasons the three-
digit Census data are not published is the questionable reliability of the
estimates, particularly the estimates before 1960.

Nevertheless, the Bureau of Census data were used to estimate eq. {3.9)
to see how the results compared with the results achieved using FRE or RMA
data. The Census data were also used to estimate eq. (6.8) developed in
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this chapter to see if the same conclusion was reached using these data as
was reached in the previous section, namely, that eq. (3.9)° gives better
results than eq. (6.8)". From the Census data on the value of shipments for
month ¢, §,, and on the value of inventories at the end of month ¢, V,, data
on the value of production for month ¢, ¥,, were constructed using eq.
(6.10). S, and Y, were then divided by 4, the number of working days in
month ¢, to yield the average daily rate of sales and production for month ¢,
8, and Y,,. This procedure is described in the data appendix. .

As an example of how the Bureau of Census data compare with the data
used in this study, for industry 20! the square of the correlation coeflicient
between the first differences (of the logs} of the FRB output series and the
first differences (of the logs) of the Census output series over the sample
period was only .001. For industry 331 it was .351. For industry 332 the
square of the correlation coefficient between the first differences (of the
logs) of the Fre (shipments) series and the Census shipments series was 338,
For industry 301 the square of the correlation coefficient between the first
differences (of the logs) of the Census output series and the RMA output
series was .402, and between the first differences (of the logs) of the Census
shipments series and the RmaA shipments series it was .364. It is thus evident
that the Census data and the FRB or RMA data are quite different, and the
results achieved using Census data should be interpreted with caution.

The results of estimating eq. (3.9) using Census data are presented in
table 6.5 for industries 201, 301, 331, and 322, along with the results of
estimating the same equation using FRB or RMA data. For industries 201,
331, and 336 the Census data were available for a shorter period of time
than the FrB data, and so eq. (3.9) was re-cstimated using Frs data for the
same period of estimation as was used for the Census data {o insure a valid
comparison, These are the results presented in table 6.5. For industry 301
the results presented in table 6.5 of estimating eq. (3.9) using rRMA data
are the same as the results presented in table 4.3 (and in table 6.4). When
Census data were used to estimate the equation, the excess labor variable
was constructed using the Census data on production instead of the FrE or
rMA data. In the data appendix the exact periods of estimation which were
used in table 6.5 are presented, and the months which were used as peaks
in the output per paid-for man-hour interpolations when Census data were
used are presented for each of the four industries. When estimating eq, (3.9,
the same expectational variables were used here as were used in table 4.3,
except for industry 331. For this industry when Census data were used, two
expected future output change variables were significant which were not



TABLE 6.5

Parameter estimates for eq. (3.9Y using (@) FRB or RMA dara and (b) Bureau of Census data

2 S & {3
RN
= Z 5 & - Bd ﬁa ffz Bi P el Ve Pa fa s o sy R SE DW
201 182(a) —979 168 - 075 066 073 259 164 (109 138 153 091 .064 041 .643 0120 1.86
(4.02) (402) (3.31) (3.36) (3.77) (9.25) (6.53) (4.43) (6.84) (8.71) (5.58) (345) (212
182(b) —.422 —.073 —.042 054 087 137 126 127 126 097 049 014 02t 242 0174 1.24
(2.44) (2.46) (1.70) (3.22) (377 (4.94) (5.24) (5.57) (5.49) (4.18) (2.28) (087) {1.12)
301 134(a) —.626 —.108 —.002 055 059 030 036 297 0142 1.92
(7.2 (718 2.79) (2.88) (3.37) (1.83) (2.29
134(b) —.483 —.083 — 017 073057 033 038 196 0152 1.66
4.77) 4.76) {0.81) ) (3.63) (2.97) (1.71) (2.40)
331 118(a) —.207 —.035 006 047 067 036 124 185 794 10103 1.90
(2.93) (289 (0.33) (3.39) (463 (2.37) (617) (9.61}
118(by —.010 —016 018 034 054 062 100 133 057 030 095 .0127 1.37
(1.19) (1.13) (0.83) (2.70) (3.99) (4.38) (6.06) (9.18) (4.45) (2.46)
332 120(a) —.642 —.108 045 A67 027 040 019 025 381 0178 2.51
(6.28) (6.18) (1.14) (5.87) (144) (2.31) (1.15) (1.52)
120(b) —.640 —.108 047 082 064 071 032 018 354 0182 2.59
(6.60) (6.50) (1.18) (5.19) (4.20) (5.04) (2.53) (L.78)

t-statistics are in parentheses,
& is the coefficient estimate of log ¥ar 1 — log Yar1s under the non-perfect expectational hypothesis.
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TABLE 6.6

Parameter estimaies for eq. (6.8) using Bureau of Census data

5N
g
s
> _é\_}\‘i o S— g" %
NS <<<“‘<<<<°‘
b N Y
g [~ { n n N
g Z | a&" L p0 fu B B 1 ad” R* SE DW
201 182 —.120 —.082 —.068 - .055 0100 017 077 089 116 127 083 033 011 004 223 0177 1.08
(0.73) (2.66) (2.59) (4.52) ©.51) (0.61) (222 (267 (51 (364 (153) (L17) (0.57) (0.19)
301 134 —.227 —.060 064 —.023 032 027 008 018 147 0157 1.63
{1.45) (3.18) (1.22) (1.54) (1.71) (1.56) (0.48) (1.08)
331 118 120 000 112 --017 034 063 069 116 130 036 013 693 0128 1.43
0.98) (0.02) (L77) (1.45) (2.69) (4.55) (4.83) (6.93) (9.02) (3.10) (L.17)
332 120 --.370 —.087 112 —.027 D76 053 053 028 014 322 0187 2.66
(2.70) (5.73) (L81) (1.41) (3.99) (2.87) (2.93) (1.71) (1.05)

t-statistics are in parentheses.
a 5" is the coefficient estimate of log Sy - log Sar-13 under the non-perfect expectational hypothesis.
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significant when FrB data were used, and these two variables were included
in the equation which used Census data.

Comparing the results in table 6.5, it is seen that the use of FrR® or RMA
data vields better fits in all four industries, especially in industry 201 where
the R* decreases from .643 using FRB data to 242 using Census data. Except
for industry 331 the excess labor variable is significant in the equations which
used Census data, and for the most part the expected future output change
variables are significant as well. As was just mentioned, for industry 331
two of the expected future output change variables were significant when
Census data were used which were not significant when FrRB data were used,
The over-all results indicate that while the wse of Census data leads to
poorer results than the use of FRB or RMA data, the Census data do not
appear to be completely worthless.

Assuming, then, that the Census data are of some use, eq. (6.8)" was esti-
mated using the Census data, and the results are presented in table 6.6, For
each industry the same expectational horizon was used in estimating eq. (6.8)"
as was used in table 6.5 for the Census data equations. The resulis in the
two tables are thus directly comparable. Examining the results achieved
using Census data in the two tables, it is seen that for all four industries
eq. (3.9) give better results than eq. {(6.8)'. Only for industry 201 is the
inventory variable significant in eg. (6.8)" in table 6.6, and for all of the
industries the expected change in output variables in eq. (3.9)" are more
significant than the expected change in sales variable in eq. (6.8)". The fit
of eq. (3.9Y is better than the fit of eq. (6.8) for all four industries. The
results achieved here using Census data are, therefore, consistent with the
results achieved in the previous section using RS, RMa, and Bureau of
Mines data: eq. (3.9) appears to be more realistic than eq. (6.8). Since the
Census data are probably not as accurate as the other data, however, less
reliance can be put on the results achieved here.

For a final compatrison using the Census data, the mvMs equation (6.7)
was estitnated for the four industries using the same expectational variables
as those used in table 6.6 for eq. (6.8)'. The results are presented in table 6.7.
For eq. (6.7) log S,_; — log S, was included in the final eguation
estimated only if it proved to be significant. Looking at the results in tables
6.6 and 6.7, the riMMs equation (6.7) gives poorer results than eq. (6.8)" for
three of the four industries. For industries 301, 331, and 332 the fit is worse
for eq. (6,7) than for eq. (6.8); for 301 none of the expected future change
in sales variables is significant in table 6.7 and the inventory variable is not
significant; for industry 331 the inventory variable is not significant; and



TABLE 6.7

Parameter estimates for eq. (6.7) using Burean of Census data

2

» ©
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a8 Z & & e Ji gt a 1 #u ¥a Pa Vs ¥a agy” R¢ SE DW

201 182 176 436 —.055 —.03% 017 {031 066 052 020 015 —014 286 0168 2.00
(2.53) (6.36) (2.54) (1.93) (0.66) (.07 (05 (1.73) (0.76) (085 (0.68)

0L 134 173 215 —.054 —.005 .025 005 017 088 0162 196
(1.56) (2.64) (1.59%) 026y (141 (0300 (1.02)

331 118 003 462 001 055 095 033 022 H13 0 0141 213
(0.02)  (636) (000 (309 (5.6%) (265 (1.88)

332 120 319 —.023 104 066 040 042 027 014 A5¢ .0208 215
(2.89)  (0.26) (2.88) 312y (213 232y .62y (1.00)

-gtatistics arc i parenthescs.
a 8 is the coefficient estimate of log Su1 — log S .23 under the non-perfect expectational hypothesis.
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for industry 332 the estimate of the coefficient «, of the lagged dependent
variable is not significant and of the wrong negative sign, and the estimate
of the coefficient p, of the inventory variable is significant but of the wrong
positive sign. For these three industries the same conclusion is reached here
using Census data than was reached above using s, RMa, and Bureau of
Mines data; the equation developed in this chapter gives better resulis than
the HMMS equation. [Neither, of course, gives results as good as eq. (3.9).]

For industry 201 the aMMs equation in table 6.7 gives better results from
the point of view of goodness of fit than either eq. (6.8) in table 6.6 or eq.
(3.9Y in table 6.5. In table 6.7, however, only one of the expected future
changes in sales variable is significant for industry 201, and most of the
explanatory power comes from the lagged dependent variable, although the
coefficient estimate of the inventory variable is significant and of the right
sign. The results for industry 201 using Census data are so much worse
than the results achieved using FRE data that comparisons of the different
equations using Census data are probably of little value.

6.7 Summary

The major conclusion of this chapter is that models such as the one developed
in ch. 3 which specify a one-way causality from decisions on production to
decisions on employment appear to be more realistic than models such as
the one of HMums or the one developed in this chapter which assume that
production and employment decisions are made simualtaneously. The HMMS
model, which is based on the minimization of a short-run cost function
and in which the level of sales rather than the level of production is assumed
to be exogenous in the short run, vielded the worst results of the three models
tested. This was not unexpected since the HMMS overtime cost approximation,
which is depicted in figure 6.1, is likely to be quite unrealistic if firms do
in fact hold positive amounts of excess labor during much of the year. The
alternative model developed in this chapter, which combines the rmMms idea
that production and employment decisions are made simultaneously with
the idea of the model developed in ch. 3 that the amount of excess labor
on hand should affect employment decisions, yielded better results than the
HMMS model, but still not as good as the model developed in ch. 3: the
expected future change in output variables were more significant in eq.
(3.9) than the expected future change in sales variables were in eq. (6.8).
Some results were presented using Bureau of Census data which indicate
that the Census data, which are in value terms, are not as good as the FRB
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and rMma data, which are based on physical quantities, Nevertheless, the
results achieved using Census data were consistent with the results achieved
using the other data in that eq. (3.9)’ gave better results than eq. (6.8)" and,
except for industry 201, eq. (6.8)" gave better results than the HMMS equation
(6.7).



CHAPTER 7

THE SHORT-RUN DEMAND
FOR HOURS PAID-FOR PER WORKER

7.1 Introduction

In the short-run production function postulated in this study the labor
input variable is taken to be the number of man hours worked, Af,,,,H,,,.,.
In ch. 3 a theoretical model of the short-run demand for the number of
workers employed, M., was developed. The amount of excess labor on
hand and the time stream of expected fufure changes in output were assumed
to be significant determinants of the short-run demand for workers, and
the empirical results presented in ch. 4 indicated that this is in fact the case.
Because of the properties of the short-run production function, once the
number of workers employed is determined, the number of hours worked
per worker, H,.,., is automatically determined. From eq. (3.6)!

Howe = %o Yourl Moy (7.1)

where «,,, is the production function parameter for month ¢ Since «;,,
and Y,,,, are taken to be exogenous, H,,, is determined from eq. (7.1) once
M., is determined.

It was seen in table 2.2 that in general M, fluctuates much less than
output in the short run, and since a,,, moves only slowly through time,
H,.. is seen from eq. (7.1) to be subject to large short-run fluctuations and
to account for a large percentage of the short-run fluctuations in M, H,....
In other words, a large percentage of the short-run fluctuations in labor
services 1s accounted for by fluctuations in the number of hours worked
per worker rather than by fluctuations in the number of workers employed.
This, of course, does not imply that the number of hours paid-for per
worker, HP,,,, fluctuates to the same extent that the number of hours
worked per worker does, and the model developed in ch. 3 did not provide
an explanation of the short-run demand for the number of hours paid-for

1 Remember that by definition MeweHan: equals M *2u:H*2us so that eq, (3.6) can be
expressed in terms of MawHe.o rather than M *oe H #a.
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TasLE 7.1
Values of HPsy:x and Hewe for 1962
201 207 211
Hp H HP-H HP H HP-H HP H HP-H
6201 319.6 38.5 1.1 39.3 28.2 111 36.0 36.0 0.0
02 38,7 37.7 1.0 394 4 8.0 378 36.7 1.1
03 9.1 39.1 4.0 39.7 30.6 9.1 384 38.5 —.1
04 40.1 38.1 2.0 39.1 26.7 124 39.3 366 27
03 41.4 37.6 3.8 39.5 225 17.0 39.9 38.9 i.0
06 41.5 358 57 39.7 255 14.2 39.7 38.0 i.7
07 41.5 34.1 7.4 & & 2 i = a
08 40.5 350 5.5 40.3 28.1 12.2 9.2 38.9 34
09 40.9 356 53 41.3 41.3 0.0 40.1 38.2 L.9
10 403.9 40.2 7 40.7 335 7.2 378 380 —.2
11 41.5 38.7 28 40.2 276 12.6 41.0 38.2 28
12 41.4 36.7 4.7 & & a & & a
212 23 . 232
HP H HP-H Hp H HP-H HP H HP-H
6201 36.6 4.7 1.9 154 269 8.3 350 34.8 2
02 36.8 i —.3 36.1 30.1 6.0 376 373 3
03 371 371 0.0 36.8 30.5 6.3 379 36.4 1.5
04 365 358 7 72 328 4.4 37.9 352 2.7
03 364 36.5 —.1 375 30.5 7.0 38.0 338 4.2
06 36.9 373 —.4 378 304 7.4 8.7 34.1 4.6
07 & a - & a a @ a8 8
08 38.0 38.8 —.8 377 324 53 38.7 34.0 47
09 38.1 377 4 37.8 324 54 38.1 338 4.3
10 386 402 1.6 36.7 336 31 37.6 32,6 5.0
11 39.0 36.9 2.1 37.2 33 5.9 376 321 5.5
12 a a 3 o a a a & a
233 242 271
HP i3 HP-H HP H HP-H HP H HP-H
6201 127 26.6 6.1 356 30.0 56 358 31.3 4.5
02 33,9 326 1.3 387 38.7 0.0 358 32.8 30
03 350 336 1.4 38.5 379 6 6.0 344 1.6
04 353 31.8 3.5 39.0 380 1.0 36.5 35.2 1.3
05 34.7 3.0 37 40.4 38.2 22 6.6 35.5 I.1
06 344 291 53 40.0 37.6 24 36.5 134 31
07 3 i a a a a 36.5 20.8 6.7
08 348 28.1 6.7 40.7 36.8 39 36.3 3.0 53
09 33.8 27.0 6.8 40.7 392 1.3 364 34.0 24
10 328 28.2 4.6 40.1 37.1 3.0 36.2 354 .8
11 336 26.7 6.9 39,3 36.1 32 36.6 36.0 .6
12 8 a & 8.6 339 4.7 a & 2
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TABLE 7.1 (continued}
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301 311 314
mr H  HP-H HP H  HP-H HpP H HP-H
6201 40.4 38.3 21 379 34.8 49 38.8 33.7 5.1
02 39.2 392 0.0 40.0 389 11 379 37.0 9
03 39.5 8.2 1.3 35.8 35.8 4.0 376 37.2 4
04 40.2 394 8 40.0 kYN 23 36.3 3535 1.0
03 41.2 383 29 40.4 373 1 367 329 38
06 42.5 40.7 1.8 40.5 383 22 38.1 33.8 43
07 a k- a B a & a & a
08 40.9 338 7.1 40.1 359 4.2 37.9 154 25
0% 40.8 36.5 43 40.3 37.3 3.0 36.5 349 1.6
10 40.9 3%.6 1.3 40.2 378 24 355 339 1.4
1 41.1 3435 6.6 39.9 3a 28 359 30.9 5.0
12 414 341 7.3 40.2 344 58 8 & &
324 331 33z
P o HP-H HP H HpP.-H HP H HP-H
6201 35.7 233 16.4 40.7 394 1.3 32 34.2 5.0
02 39.7 24.1 15.6 40.7 40.7 0.0 40.0 36.7 33
03 40.4 28.6 11.8 40.7 40.5 2 40.4 383 2.1
04 40.9 310 39 40.5 371 34 40.5 38.0 2.5
05 414 41.4 0.0 38.6 318 6.8 40.8 5.8 50
06 41.2 39.3 1.9 38.3 30.3 8.0 41.6 370 4.6
o7 42.0 38.8 32 & 8 & » & &
08 41.7 41.7 0.0 381 314 6.7 39.9 30.6 9.3
09 41.5 40.3 12 387 326 6.1 40.7 358 49
10 41.1 397 1.4 7.9 338 4.1 40.5 355 5.0
il 410 358 5.2 38.2 52 3.0 40.5 351 54
12 40.4 29.1 11.3 39.1 338 53 41.0 KK 7.6
EEL) 341
HP H  HP-H HP H  HP-I
6201 412 36.3 4.7 40.8 25.6 15.2
02 41.2 189 23 41.2 27.6 13.6
03 412 38.1 31 41.4 29.4 12.0
04 414 8.0 3.4 41.9 309 11.0
05 41.1 36.2 49 422 321 10.1
06 41.6 38.8 2.8 43.6 349 8.7
07 & & & 43.8 35.4 8.4
0g 40.2 31.8 84 43.4 419 1.5
09 40.8 379 29 43.5 43.5 0.0
10 407 374 33 41.5 316 9.9
11 40.8 36.5 4.3 404 26.8 13.6
12 414 34.6 6.8 41.1 271 140

s BExcluded from period of estimation because of shutdowns,
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per worker. In this chapter a model of the short-run demand for hours paid-
for per worker is developed and estimated. From this model and the model of
the short-run demand for workers developed in ch. 3 the model of the short-
run demand for total man hours paid-for can be derived, and this is the
subiect matter of c¢h. 8.

Before developing the model explaining the short-run demand for the
number of hours paid-for per worker, it is informative to see how HP,;,,, and
H,,, compare. From eq. (7.1) data on M,,, are available directly; data on
Y, can be approximated by the available data on ¥,,; and data on «,,,
are available from the interpolations discussed in ch. 3. Consequently,
data on H,,, for each industry can be constructed using eq. (7.1). Data
on HP,,, are available directly, and so for any one month #,,, and P,
can be compared. In table 7.1 the values for HP,,,, H.,,, and the difference
between them, HP,,, — I, are presented for each of the seventeen
industries for the year 1962. 1962 was free from any significant strikes in
the industries, and it was arbitrarily chosen to be used as a representative
vear. The July and December observations are not given in the table for
those industries in which shutdowns occurred during these months, since
the months were omitted from the periods of estimation and the observations
for these months have little meaning.

Theoretically HP,,, can never be less than H,,,, since hours actually
worked must be paid for, and so no negative values of HP,,,, — H,,, should
be found in table 7.1. In fact, there are a few small negative values of
HP,,,, ~ H,,,in the table, This is due to the fact that, as mentioned in § 3.6,
in the interpolation work the procedure of going from peak to next higher
peak was not strictly adhered to in every case. For a small fraction of the
cases a particular peak seemed to be high relative to past and future values,
and these peaks were not used as interpolation peaks. For these peaks, then,
the computed value of H,,,, is greater than the actual value of HP,,,,, which
accounts for the negative values of HP,,,, — H,,, given in table 7.1.

HP,,., — H,,, is the number of hours which are paid-for per worker but
which are not actually worked, i.e., the number of “non-productive” hours
paid-for per worker. This (or the log version of it, log HP,,,, — log H,,.)
is not the measure of excess labor on hand, which is defined to be log
HS,,, -~ log H,,,, where HS,,, is the standard number of hours of work
per worker. The excess labor variable can be positive or negative depending
on whether the number of hours worked per worker is smaller or larger than
the standard number of hours of work per worker, but theoretically log
HP,,, — log H,,, is always positive, AP.,, — H,,, should thus be inter-
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preted as measuring the number of nen-productive hours paid-for per
worker, but not as the measure of excess labor. Ignoring the negative numbers
in table 7.1, the values of HP,,, — H,,, range from zero in a number
of industries to 17.0 in the Confectionery industry, 207. Looking at the
individual industries, the Tobacco industries, 211 and 212, appear to have
the least number of non-preductive hours paid-for, while the Confectionery,
Cement, and Metal cans industries, 207, 324, and 341, appear to have the
most, especially during certain months of the year.

One guestion which arises when examining the figures for HP,,, — H;,,
in the table is why firms deo not allow larger fluctuations in HP,,,, in order
to avoid paying for so many non-productive hours, This question sets the
stage for the development of the model of the short-run demand for the
number of hours paid-for per worker,

7.2 The theoretical model

The basic idea of the model developed here is that with respect to such
things as worker morale problems and some of the others discussed in § 3.4
firms view short-run fluctuations in the number of hours paid-for per worker
in a similar manner as they view fluctuations in the number of workers
employed. Firms may be reluctant in periods of low output, for example,
to decrease the number of hours paid-for per worker sufficiently so that they
are paying for no non-productive hours. Just as with the number of workers
employed, firms may subject themselves to serious worker morale problems
and other costs if they allow large short-run fluctuations in the number of
hours paid-for per worker.

Based on this idea, it would appear that some of the same factors which
determine the change in the number of workers employed, log M., —
log M,,.._,. might also determine the change in the number of hours paid-
for per worker, log HP,,,, — log HP,,,.. .. Indeed, when log HP,,., — log
HP,,, ., was regressed on log M,,,, — log M., for each industry, the
coefficient of log M,,, — log M,,,—; was nearly always significant and
positive, which tends to confirm this conclusion.

One would thus expect that the amount of excess labor on hand and
expected future changes in output would contribute significantly to the
determination of short-run changes in the number of hours paid-for per
worker, Firms may be reluctant, for example, to decrease the number of
hours paid-for per worker because of such things as worker morale problems
and the like, but they may be more likely to do this if there is much excess
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labor on hand and if the amount of output to be produced is expected to
deerease over the next few months than if there is little excess labor on hand
and output is expected to increase over the next few months.

There is, however, one main difference between hours paid-for per worker
and workers, which is probably best summarized by Kuh: “The main
determinant of hours to be worked is a convention established through
bargaining and a variety of social and institutional forces”.! Unlike the
number of workers employed, which can move steadily upward or down-
ward over time, the number of hours paid-for per workers fluctuates around
a relatively constant level of hours (such a 40 hours per week). If the number
of hours paid-for per worker is greater than this level, this should, other
things being equal, bring forces into play causing it to decline back to this
level. Therefore, the difference between the number of hours paid-for per
worker during the second week of month ¢ — 1 and the standard number
of hours of work per worker for that week, log HP,,,.; — log HSyi— 1,
should be a significant factor in the determination of log HP,,, — log
HPoye—1.

The following equation might thus be considered to be the basic equation
determining the change in the number of hours paid-for per worker:

log HP,,, — log HP,,, . =

o,(log M3, — log Mzdw:q) + ay(log HP,,,.; — log HS;,,.()

; Z BLIOE Yan—s ~ 108 Yoy—i-1) + 7o(108 Ve — 108 Yaur_1)
i=1

n

+ > 108 Viuss — To8 Fiuraro) &

i=1

As was the case in eq. (3.9) for workers, the past output change variables
are added to eq. (7.2) on the hypothesis that they may help depict the
reaction of firms to the amount of excess labor on hand.? The coefficient
a, of the excess labor variable and the coefficient &, of the variable depicting
the difference between the number of hours paid-for per worker and the

1 Kumn (1965b, p. 253). Kuh, of course, does not make a distinction between hours paid-for
per worker and hours worked per worker.
% See the discussion in § 3.7,
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standard number of hours of work per worker are expected to be negative
in eq. (7.2).

Because adjustment costs for the firm are likely to be smaller with respect
to the number of hours paid-for per worker than with respect to the number
of workers employed, one would expect that the size of the y; coefficients
of the expected future output change variables would be smaller in eq. (7.2)
than in the corresponding equation for workers, eq. (3.9). In general, one
would expect that the adjustment of the number of hours paid-for per
worker to the standard level would be more rapid than the adjustment of the
number of workers employed to its desired level.

There is a problem which may arise in estimating cq. (7.2) for hours
paid-for per worker which did not arise in estimating eq. (3.9) for workers.
As mentioned above, one of the constraints implied by the model developed
in this study is that the number of hours paid-for per worker can never
be less than the number of hours worked per worker; the number of hours
worked must be paid-for. At least during certain times of the year, HP,,,
is likely to be equal to H,,,, and depending on M, ¥, and a,,, [sec
eq. (7.1)], eq. (7.2) could call for an HP,,, which is less than H,,,, which
cannot happen. This possible constraint would net be taken into account
if eq. (7.2} were estimated as it is.

Another way of looking at this problem is the following. When the
number of hours paid-for per worker, HP,,,, equals the number of hours
worked per worker, H,,, the production function constraint becomes
binding on HP,,, and it is no longer free to fluctuate as much as it is when
it is greater than H,,. When HP,  equals H,,, AP, can only decrease as
fast as H,,, decreases, and it must increase if #,,, increases and as fast as
H,., increases. The behavior of log HP,,., — log HP,,,, . may be different,
therefore, when it equals log H,,,, — log H,,,,_, than otherwise.

Fortunately, a test of this possible difference in behavior can be made.

It was seen at the beginning of this chapter that estimates of H,,, are
available for each industry and that these estimates can be compared with
the actual values of HP,,, for any one period of time. From these data the
following dummy variable, denoted as Bl,, was constructed. When baoth
HP,,, — Hy,,and HP,,,, | — H,,,,_, were less than 1.0, B1, was set equal
to one, otherwise it was set equal to zero. Tn other words, Bl, was set equal
to one when log HP,,, — log AP,,,_, seemed to be equal or nearly equal
to log H,,, ~ log #H,,,_. If log HP,,,, — log HP,,,,_, behaves differently
when it equals log H,,,, — log H,,,-, than otherwise and if B, adequately
reflects the cases where log HP,,, — log HP,,,_, equals log H,,, — log
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H;.....1, then adding Bl, to eq. (7.2) should result in a significant coefficient
estimate for B1,. If, for example, log #P,,, — log HP,,,, responds more
to current cutput changes when it equals log H,,, — log H,,,,_, (due to
the fact that the production function constraint is binding on H,,.) than
otherwise, then the coeflicient estimate for B!, should be positive and the
estimate of the coefficient y, of log ¥, — log ¥,,,-, should be smaller
when Bl, is included in the equation than otherwise.

For industries 207, 231, 233, 311, and 341 the estimated values of H, ,,
were such that only one or two observations were found where both HP;,,, —
H,y and HP,,,_, — H,,,_; were less than 1.0, and so for these industries
the 1.0 figure was increased. For 233 and 311 the figure was taken to be
2.0, and for 207, 231, and 341 it was necessary to raise the figure to 5.0 before
a non-negligible number of observations was available. The dummy variable
for 233 and 311 is denoted as B2,, and for 207, 231, and 341 it is denoted as
B3,. While it may be unreasonable with respect to the last three industries
to suppose that the “true” log H,,,, ~— log H,,,-1 is equal to log HP,,,, —
log HP,,,,..; when the “estimated” values of H,,, and H,,, .., are about
4 or $hours less than HP,,,,and HP,,_, respectively, adding BS, to eq.{7.2)
for these industries ¢an at least be taken to indicate whether the behavior
of log HP;,, — log HP,,,. . is different during those times when it is
“most nearly equal” to log H,,., — log H,,., 1.

One other factor which has not yet been considered as a possible deter-
minant of the short-run demand for hours paid-for per worker is the degree
of labor market tightness. According to the hypothesis discussed in § 5.4,
a tight Jabor market (measured by a negative log U,,,, — log U, where U,,,
is the unemployment rate prevailing from the end of the second week of
month ¢ — 1 to the end of the second week of month ¢ and where 7 is the
rate at which the market switches from being tight to being loose) leads
to fewer workers hired and fired in the short run, and a loose labor market
(measured by a positive log U/,,,, — log U) leads to more workers hired and
fired in the short run. In other words, in tight labor markets short-run
fluctuations in the number of workers einployed are damped, while in loose
labor markets the fluctuations are increased. In eq. (5.1) log U,,, — log O
enters the equation determining the short-run demand for production
workers in a non-linear way. The results presented in § 5.4 provided some
support for this hypothesis, but the evidence was not very strong,

Considering the constraint on P, just discussed and the fact that the
same factors which determine the short-run demand for workers may also
influence the short-run demand for hours paid-for per worker, an argument
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can be made why log U, — log U should enter eq. {7.2) in a simple linear
way and have a negative effect on log HP,,, — log AP; ;. 4.

Consider, first of all, what happens in a tight labor market. The number
of workers hired and fired fluctuates less, and so the number of hours
worked per worker, H,,, fluctuates more. For those cases where HP,,
equals H,,, HP,, should then fluctuate more when the labor market is
tight. Since it has been postulated above that firms are reluctant to lay off
workers or have workers quit when labor markets are tight, an added
inducement to keep workers from moving to other jobs might be to keep
the level of hours paid-for per worker high. This “inducement effect™ should
lead, then, to larger increases and smaller decreases in HP,, when labor
markets are tight. This “inducement effect” reinforces the “production
function constraint effect” (i.e., the effect when HP,,, equals H,,) for
increases in HP,,, but runs counter to it for decreases in HP,,. (The
praduction function constraint implies that when HP,, equals H,,, HF,,
should decrease more when labor markets are tight, while the inducement
effect implies that HP,,, should decrease less when labor markets are tight.)
Since HP,, seems fo be equal to H,,, only for at most a few months out of
the year, it seems likely that the counter influence of the production function
constraint effect for decreases in HP,,, will be outweighed by the inducement
effect. Thus in tight labor markets HP,,, 1s likely to increase more and
decrease less, and so log U,,,, — log T (which is negative when labor markets
are tight) should have a negative influence on log AP,,., — log HP, ;.

A similar reasoning holds for loose labor markets. The production function
constraint effect implies that, since H,,, fluctuates less in loose labor markets
due to the number of workers fluctuating more, HP,,, should fluctuate less
(increase less and decrease less) when HP,, equals H,,. The inducement
effect implies that HP,, should increase less and decrease more (less in-
ducement needed to keep the workers). The conflict between the two effects
occurs for decreases in HP,,, when HP,, equals H,,,. Again if this conflict
is not significant, log U,,,, — log ¥ should have a negative influence on
log HP,,, — log HP,,,. | during loose labor markets as well. Therefore,
if log U,,,, — log U is added to eq. (7.2), its coefficient estimate should be
negative if the above hypothesis is valid.

Eq. (7.2) is not in a form which can be estimated since many of the
variables in the equation are not directly observed, The observed ¥, variable
can be used as the output variable in the equation (in place of ¥,,), and
from eq. (3.12) the excess labor variable in the equation, «,(log M., .
log M{,._ ), isequal to o, (log My, g — log M3 Hyproy) + oy log H +
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sqpf. Data on M, H;, ., are available from the interpolation work
in ch. 3. From the assumption made about HS;,,.; in eq. (3.11} {namely,
that it is a slowly trending variable], the term — «, log HS,,,,-, ineq. (7.2)
is equal to —ajlog H — aut. With respect to the unemployment rate
variable, as was done in § 5.4, the Bts data on the unemployment rate
prevailing during the second week of month ¢ can be taken as a proxy for
the rate prevailing during the period from the end of the second week of
month ¢ — 1 to the end of the second week of month r,

Adding the term v, (Tog U,,,, — log /) to eq. (7.2) [the addition of B, to
the equation will be discussed later] and using these approximations, eq. (7.2)
becomes

log HP;,, — log HP 3y = '
a(log M, — log M2Wt——1H;.wt—1) + oy log HP,,,, 4

+ [(oy — o) log H — 3y Tog U + (2 ‘“0“2) ut

+ > B1og Yy — 108 Yyi-1) + 7o10g ¥i, ~ log Yooy)
i=3%

n

+ Z yilog Yoy — log Yo ;1) + ¥ log Us,,. (7.2
i=1
Eq.(7.2) is different depending on which expectational hypothesis is assumed.
Remember also that the use of data on ¥, rather than on Y, gives an
additional reason why log ¥, , — log Y,,_, may be significant in the
determination of log HP,,,, ~ log HP,,,_ 1.}

7.3 The basic results

The results of estimating eq. (7.2) are presented in table 7.2. For each
industry the expectational hypothesis which gave the better results for eq.
(3.9Y in table 4.3 was assumed to be the correct one for that industry and
was used in the estimation of eq. (7.2)". As was done for eq. (3.9)', the past
output change variables were carried back and the expected future output’
change variables were carried forward until they lost their significance. The
same periods of estimation were used here as were used for eq. (3.9} in

1 See the discussion in § 4.2,
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table 4.3. § in table 7.2 denotes the estimate of the coefficient of log ¥,,_, —
log ¥,,_,y for those industries in which the nen-perfect expectational
hypothesis was used.

The results presented in table 7.2 appear to be quite good. For every
industry the estimate of the coefficient a, of log HP,,,., is negative, as
expected, and highly significant. For every industry the estimate of the
coefficient «, of the excess labor variable is negative and is significant for
every industry except 242, where two of the past four output change variables
are significant. These results rather strongly indicate that the amount of
excess labor on hand is a significant factor determining the short-run
demand for hours paid-for per worker, and they support the results presented
in table 4.3 which indicate that the amount of excess labor on hand is a
significant factor determining the short-run demand for workers. The
significance of all of the estimates of o, in table 7.2 indicates that the amount
by which HP,,,_, differs from the standard number of hours of work per
worker is also an important factor determining the short-run demand for
hours paid-for per worker.

With respect to the past output change variables, only for industries
20! and 242 are any of them significant in table 7.2, These variables do not
appear to be of much help in depicting the reaction of firms to the amount
of excess labor on hand with respect to changes in the number of hours
paid-for per worker. A similar conclusion was also reached in ch. 4 with
respect to changes in the number of workers employed.

The estimate of the coefficieni y, of the current output change variable
in table 7.2 is positive and significant for every industry, and many of the
estimates of the ¥, coefficients of the expected future cutput changes variables
are significant as well. The size of the estimate of y; for the most part
decreases as 7 increases. The time stream of expected future output changes
thus appears to be a significant determinant of the short-run demand for
hours paid-for per worker. Taken together, the over-all results strongly
confirm the hypothesis that many of the same factors which influence
changes in the number of workers employed also influence changes in the
number of hours paid-for per worker, l.e., that firms view fluctuations in
the number of hours paid-for per worker in a similar manner as they view
fluctuations in the number of workers employed.

Turning now to the unemployment rate variable, the estimate of the
coefficient ¢, of log U, in table 7.2 is negative, as expected, for fifteen of
the seventeen industries and significantly negative for eleven of these fifteen.
For the two industries where the estimate of y, is positive — 211 and 314 ~
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TABLE 7.2
Parameter estimates for eq. (7.2Y
]
g
=
- X
- 5 NE < !
z = ? )
b= o
= 2 E & & é B B B I %o
201 192 2119 —118 —.458 —.028 118 051 251
46y  (2.38) (715 (116} .14 220y (777
207 136 2433 —.052 —456 034 094
®81) (.05  (6.79) (.51} (10.29)
211 136 1330 —.387 —.612 024 503
3.05 (70 (7.8 (044 (8.93)
212 136 2464 177 —.583 103 232
(6.29) 407y (7.0 (2.52) (7.92)
231 136 1.129  —.264 - 439 022 183
(2.68) (6.83) (6.82) (0.68) {5.58)
232 136 1404 —.129 —.355 007 127
(4.35)  (6.10) (658 (0.23) (7.55)
233 136 3839 —.084 —733 —.057 095
(8.26) (286 (B6h (1.22) (4.53)
242 154 2254 —.045 — 417 003 032 031 065 .021 123
G4ATy (123 (679 (019 (3.23) (LTS (3.18) (0.79)  {6.30)
n 166 1492 —054 —304 -.081 081
G727y (63D (529 (4.45)
301 134 1.294 —169 370 052 149
(4.08) (558 (5920 (1.25 (4.46)
311 170 1.589 —114 372 035 119
(3.35) (469 (680) (216 (5.80)
314 136 1.203  —.190 --.393 061 416
(239 312y 453 (225 {11.43
324 187 3200 032 —~574 —.034 042
(8.62) (5.71) (888 (2.64) (7.55}
KX} 128 2764 —.182 —.633 13 192
(7.88) (682 (8.18) (4.66) (9.09)
332 170 895 —.109  —.265 063 126
477 (6.72) (6600 (32D (7.29
336 170 2035 —43 -371 030 078
{6.51)  (3.23) (6,79 (2.92) (3.33)
341 19% 3603 —.071 —.660 092 095
(10.07)  (6.37) (10.02) (3.84) (13.09)

F-statistics are in parentheses.
& 4 is the coefficient estimate of log ¥ar-1 — log ¥u;-1s under the non-perfect expectational hypothesis.
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H Pz s D G5 Pg ad lﬁl R? SE DWW
064 069 058 145 018 068 — 001 —.0068 635 0145 233
(2.183) (2.40) (245 (688 (0.75) (2.32) (005 (172
023 010 039 007 0027 639 0Oll6 216
(146 (0.98) (743 0.52) (0.76)
0071 807 0340 193
{0.70}
—.0174 462 0232 203
(2.37)
046 047 038 —.003 0132 563 0200 2.29
(2060 (2.90) (3.66) (0.16) (2.009
093 {080 46 —.0123 479 0145 1.88
(338 (6207 .71 {2.47)
—.0100 487 0256 2.i5
(i.20)
- 0067 490 0153 219
(2.22)
03535 023 046 M7 044 —.0005 521 (0151 1,79
302y 46y (3.34y (138 (3.98) 0.37)
068 033 067 —.019% 283 0232 190
(229 (1.2D) (259 (2.38)
(43 061 032 020 018 —.0093 369 0097 204
(2.80) (468 (269 (190 (1.93) (3.25}
141 150 092 133 0017 737 0169 1.84
(4.56) (6.15) (4.29) (4.60y  {0.30)
—. 0057 430 0088 225
(3.50)
—.0158 332 0137 239
(3.8%)
.033 045 (M0 0.23 —0132 377 0133 229
275 (438 @19 (245 [EN2Y)
034 030 035 —. 0168 347 0111 226
(.10 (30s (434 (5.50)
022 —. 0088 395 0159 1%
{3.02} (3.2%
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it is not significant. These results indicate that the degree of labor market
tightness is a significant factor affecting the short-run demand for hours
paid-for per worker - that the “inducement effect’” does appear to exist.
The evidence is much stronger here regarding the influence of the unemploy-
ment rate on changes in the number of hours paid-for per worker than it
was in table 5.5 regarding the influence of the unemployment rate on
changes in the number of workers employed. When log U,,., — log U was
added to eq. (3.9) in the manner depicted in eq. (3.1}, its coefficient estimate
was positive, as expected, for all but three of the industries, but was only
significant for four of them. The results achieved in table 7.2 add some
support to the idea that labor market conditions affect employment decisions,
but this effect seems to be more pronounced with respect to decisions on the
number of hours to pay each worker for than with respect to decisions on
the number of workers ta hire or lay off.

As mentioned above, the behavior of log #P,,, — log HP,,,_; may be
different when it equals log H,,,, — log H,,._, than otherwise, and this
possibility has not been allowed for in the estimates presented in table 7.2.
In order to test for this possible difference in behavior the dummy variable
BI1, described above was added to eq. (7.2).' The results are presented in
table 7.3. The coefficient of Bl, is denoted as a5, and the estimate of o, is
presented in the table for each industry along with the estimate of the
coefficient 4 of log ¥y, — log ¥,,_s. If in fact log HP,,;, — log HP,,.,. 1
responds to current output changes more when it equals log H,,, — log
H,,. ., the estimate of a5 should be positive and the estimate of 7, should be
smaller when Bl, is inchuded in the equation than otherwise, Presented
also in table 7.3 for each industry is the percentage of the observations for
which 81, {or B2, or BS5,) was set equal to one.

For thirteen of the seventeen industries the estimate of o, is negative,
contrary to what might be expected, but it is significant for onlyi‘our of the
thirteen indusiries. Of the four industries where the estimate of x; is positive,
it is significant for only one of them — industry 271. The estimates of ¥,
are little changed from those in table 7.2 and there is certainly no consistent
pattern of them being smaller when B1, is added than otherwise. No specific
interpretation can be given as to why so many of the estimates of x, are
negative, but given the insignificance of most of the estimates, the results

1 For industries 233 and 311 B2 was added instead of Bl:, and for industries 207, 231,
and 341 BS5; was added instead of Bl:. See the discussion of these variables in 8 7.2.
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Parameter estimates for eq. (7.2)" with the additional term caBle.® Estimates presented
Jor vo and as only

Industry No. of obs. o &3 SE DW wos
201 192 258 -.022 0143 2.30 1.6
(8.05) (2.48)

207 136 004 —.001 17 2.19 10.3
(9.83) (0.32)
211 136 509 — 005 0341 1.93 8.8
(8.7 {040y
212 136 241 — (012 0229 2.14 16.9
(8.27 {2.18)
231 136 192 - 012 0197 223 19.1
(6.03) 223 _
232 136 A27 e 002 0140 1.90 3.7
(7.51) (0.24)
233 136 095 005 0257 207 6.6
{4.48) (0.54)
242 154 119 —.010 0152 2.16 5.8
(6.07) (1.64)
271 166 076 003 0050 1.77 16.9
(4.19) (2.0
301 134 154 - 011 0232 1.91 6.0
(4.59) (1.16)
m 170 118 000 0097 2.06 6.5
(5.61) (0.12)
34 136 433 —.014 0164 1.78 140
(12.12) {2.92)
324 187 043 —.002 0088 2.31 15.0
(71.64) (1.00)
331 128 194 —.007 37 2.41 11.7
9.23) (1.55)
332 170 123 004 D133 2.30 29
(7.04) (0.60)
336 170 .081 —.006 DF11 228 4.1
(5.44) (1.21)
341 191 095 —.003 0159 1.97 6.3
(12.%0) (0.51)

f-statistics are in parentheses.

2 For 233 and 311 §s is the cocfficient estimate of B2 rather than Bly, and for 207, 231,

and 341 #s is the coefficient estimate of BS,.
b Percentage of observations for which B1; (or 82; or BS;) was sei equal to one.
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seem to indicate either that log HP,,, — log HF,,,., does not behave
differently when it equals log H,,,, — log H,,,.., or, perhaps more likely,
that Bl, (or B2, or B3,)) overestimates those times when log HP,,,, — log
HP,.,-1 equals log H,,, ~ log H,,,_,, so that the test is not valid. The
test is crude because the construction of B1, was crude, and there is no way
of knowing whether B], adequately reflects those times when log HP,,,, —
log HP,,,., is equal to or nearly equal to log H,,, — log H,,,... The
“production function constraint™ may be binding on HP, , for such a small
fraction of the time, for example, as to have negligible effects on the equation
determining log HP,,, — log HP,,,._,. The results achieved here are cer-
tainly not inconsistent with this idea.

It thus appears that eq. (7.2)" adequately explains the short-run demand
for hours paid-for worker. The amount by which HP,,,,_ differs from the
standard number of hours of work per worker, the amount of excess labor
on hand, the time stream of expected future changes in output, and the
condition of the labor market all appear to be significant determinants of
this demand. In the next section possible “eyclical” variations in log HP,,,, —
log HP;.,.—1 which have not been accounted for by eq. (7.2) will be examined.

7.4 Tests for cyclical variations in the short-run demand for hours paid-for
per worker

As was done for eq. (3.9 for production workers, a test was performed to
seeif eq. (7.2) for hours paid-for per worker predicts differently than expected
during general contractionary periods of output or during general expan-
sionary periods. First, the variables (log P,, — log P,,.,), and {(log P,, —
log P,,-¢)- were added to eq. {7.2)’ to determine whether the equation
overpredicts during contractions and underpredicts during expansions. These
two variables were described in § 5.3. Briefly, log P, is the residual from the
regression of log Y, on twelve seasonal dummy variables and time, and the
notation {log P,, — log P;_ )+, for example, indicates that this variable
was set equal to log Py, — log P,,_; when the latter was positive and set
equal to zero otherwise,

In table 7.4 the results of adding (log P, — log Py, ). and (log P,, -
log Py, ) toeq. (7.2) are presented. The coefficients of these two variables
are denoted as o, and 5 respectively, and estimates of &, and a; are presented
in table 7.4 along with the estimate of the coefficient y, of leg ¥, — log
¥, . The estimates of «, and %, are expected to be negative if in fact eq.
{7.2y underpredicts during expansions and overpredicts during contractions.
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Parameter estimates for eq. (7.2) with the additional terms aslog Pa—log Pau—1)+ and
as(log Pys—log Pas-1)-. Estimates presented for o, v, and as only

Industry No. of obs. Bo B G SE DW

201 192 270 — 058 009 0145 2.35
{6.86) (0.99) {0.18)

207 136 .091 066 —.003 0115 2.23
{9.90) (2.29) {0.09)

211 136 334 210 359 0331 1.89
{4.25) (1.42) {2.68)

212 136 .241 —072 080 0232 213
(5.41) (0.88) (1.22)

231 136 201 029 — 045 0201 2.31
{4.18) (0.48) £0.94)

232 136 132 -~ 004 —.011 0146 1.87
{5.63) (0.10) (0.34)

233 136 120 — 080 — 010 0256 2.16
4.12) (1.35) {0.18)

242 154 091 052 096 0152 215
(3.57) (0.88) (1.72)

271 166 079 —.031 072 0051 1.84
4.13) 0.73) £1.31)

301 134 —.033 292 300 0212 2.17
(0.70) (3.47) (3.66)

311 170 004 166 123 0094 249
©.12) (3.26) (2.55)

314 136 418 —.032 015 0170 1.84
(10.67) {0.34) ©.19)

324 187 041 010 001 0089 2.32
(6.34) (0.42) (0.04)

331 §28 157 —.008 087 0138 244
(3.53) (0.16) (1.21)

332 170 023 149 .100 0129 2.44
{0.61) (3.22) {1.96)

336 170 017 062 116 0108 2.29
0.71) (1.54) (3.07)

341 191 102 —.007 —.024 0159 1.93
(10.90) ©.27) (1.15)

t-statistics are in parentheses.
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The estimate of %, is negative for only seven industries, and the estimate of
a5 is negative for only six industries, In none of these twelve cases is the
estimate significant. Of the ten industries where the estimate of «, 1s positive,
it is significant for four of them, and of the eleven industries where the
estimate of a5 is positive, it is significant for four of them. For industries
301, 311, 332, and 336 the estimate of y, has decreased in size from that in
table 7.2 and is no longer significant. For all four of these industries the
estimates of «, and a4 are positive and, except in two cases, significant,
For these industries the introduction of the “cyclical” variables (log P, —
log Py}, and (log P;, — log P,,..,).. has considerably reduced the in-
fluence of the current change in output variable, log Y;, — log ¥, ...

The results indicate, then, that for at least four of the Industries the
behavior of firms with respect to short-run changes in the number of hours
paid-for per worker is different during contractions and expansions than
predicted by eq. (7.2), but in the opposite direction than that suggested
above, i.e., for these industries the number of hours paid-for per worker
appears to decrease more or increase less during contractions than predicted
and conversely during expansions. The results also indicate, however, that
for the majority of the industries there does not appear to be any difference
in predicted behavior during the two periods.

In another test of the hypothesis that firms behave differently during
contractions than predicted, the duommy variable D, was added to eq. (7.2).
The construction of D, was described in § 5.3; it was set equal to one during
the nNBER defined contractions (NBER peak to trough) and zero otherwise.
The results of adding D, to eq. (7.2) are presented in table 7.5. The coefficient
of D, is denoted as a,, and the estimate of &, is presented in table 7.5 for
each industry along with the estimate of y,. The estimate of a, is expected
to be positive if firms do in fact decrease hours paid-for per worker less or
increase them more during contractions than eq. (7.2) predicts they should.

The estimate of a4 is not positive for any industry; it is zero for one
industry and negative for the other sixteen. Of the sixteen industries for
which it is negative, it is significant for three of them - 207, 332, and 336.
For all of the industries the effect on the standard error is small. These
results indicate that, if anything, hours paid-for per worker decrease more
or increase less during contractions than predicted, rather than the opposite,
but generally the results seems to indicate that firms do not behave differently
than predicted during the NBer defined contractions.

As was the case for workers, these two tests give no indication that firms
“hoard”™ hours paid-for per worker during contractions or “dis-hoard”
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Parameter estimates for eq. (7.2) with the additional rerm usl,. Estimates presented for

o and ag only

Industey No. of obs, %o B SE DWW

201 192 242 —~.004 0145 2.30
(1.43) (1.58)

207 136 100 — 007 0114 2.15
(10.82) (2.63)

211 136 501 - 006 0341 191
(8.85) (0.72)

212 136 232 —.002 0233 2.14
{7.90) 0.37)

231 136 L189 —.008 0189 2.32
(5.77) (1.38)

232 136 124 — 002 0146 1.88
(7.19) (0.54)

233 136 093 — 012 0253 2.13
(4.47) (1.96)

242 154 123 —.001 0154 2.20
(6.18) 0.24)

271 166 083 000 0051 1.83
(4.32) 0.39)

301 134 136 —.008 0232 £.87
(3.950) (1.23)

311 170 114 — 003 0097 2.05
(5.5% (1.68)

314 136 412 —.004 0169 1.84
(11.20) (©.95)

324 187 042 — 002 0088 2.4
{7.41) (0.94;

331 128 181 --.004 0137 2.43
(7.61) (0.94)

332 170 105 —. 010 0130 2.40
(5.79} (297

136 170 069 - 006 0109 2.29
4.62) (2.24)

341 191 095 —.005 L1158 1.96
{13.08) (1.62}

t-statistics are in parentheses,
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them during expansions in the sense of eq. (7.2)' overpredicting during
contractions and underpredicting during expansions. If anything, the oppo-
site appears tobe true for a few industries, butf or most industries there is
little evidence that firms behave differently than predicted during expansions
or contractions. The crudeness of these tests should again be emphasized,
however. '

7.5 Summary

The major conclusion of this chapter is that many of the same factors which
influence the change in the number of workers employed also influence the
change in the number of hours paid-for per worker. An equation similar
to eq. (3.9) for workers was developed for hours paid-for per worker in
which the change in the number of hours paid-for per worker was taken to
be a function of the amount of excess laber on hand, the amount by which
HP,,,.— differs from the standard number of hours of work per worker,
the time stream of expected future changes in output, and the condition
of the labor market as measured by the unemployment rate, Firms were
assumed because of worker morale problems and other possible adjustment
costs to view fluctuations in the number of hours paid-for per worker in a
similar manner as they view fluctuations in the number of workers employed.
The unemployment rate variable was added to the equation on the hypothesis
that in tight labor markets an added inducement to keep workers from
looking for other jobs is to keep the number of hours paid-for per worker
high while in loose labor markets less of this kind of inducement is needed.

The results presented in table 7.2 appear to be an important confirmation
of the model. All of the factors listed above appear to be significant. The
fact that the excess labor variable is highly significant in table 7.2 is especially
important in that it adds support to the results presented in ch. 4 which
indicate that the amount of excess labor on hand has a significant influence
on a firm’s employment behavior. The fact that the unemployment rate is
significant in table 7.2 for most of the industries indicates that labor market
conditions have more of an effect on the short-run demand for hours paid-
for per worker than on the short-run demand for workers.

Twao further tests were performed on eq. (7.2)". The equation was tested
to see if the behavior of log HP,,.. — log HP,,,,_, is different when it equals
log H,,., — log H,,,_, than otherwise. This does not appear to be the case,
although the test was quite crude since it was not clear whether log HP,,,, —
log HP,,,,, was equal to log H,,., ~ log H;,,_, enough times to insure an
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adequate test. Eq. (7.2)" was also tested to see whether it overpredicts during
contractions and underpredicts during expansions, and the results indicated
that this is not the case. For a few industries the equation appeared to
underpredict in contractions and overpredict in expansions, which is contrary
to the hypothesis that firms “hoard™ hours paid-for per worker in con-
tractions and “dis-hoard” them in expansions. The evidence was not strong
that this is in general true, however, although again these two tests were
rather crude.
This concludes the discussion of the model of the short-run demand for
hours paid-for per worker. In the next chapter a comparison of the results
-~achieved in this chapter and the results achieved for workers in chs. 4 and 3
is made, and the short-run demand for total man-hours paid-for is discussed.



CHAPTER 8

THE SHORT-RUN DEMAND
FOR TOTAL MAN HOURS PAID-FOR

8.1 Introduction

This chapter brings together the model of the short-run demand for workers
developed in ch. 3 and the model of the short-run demand for hours paid-
for per worker developed in ch. 7. In § 8.2 the results presented in table 4.3
of estimating the workers equation are compared with the results presented
in table 7.2 of estimating the hours paid-for per worker equation, and in
§ 8.3 the results in the two tables are combined to yield an explanation of
the short-run demand for total man hours paid-for. From the discussion
in § 8.3 the advantages of estimating the workers and hours paid-for per
worker equations separately instead of estimating a total man-hours paid-for
equation directly are clearly seen. In § 8.4 the economy-wide implications of
the rather disaggregate results achieved in this study are discussed, and some
tentative conclusions are offered.

8.2 A comparison of the demand for workers and the demand for hours
paid-for per woerker

In table 4.3 the basic results of estimating eq. (3.9)" for production workers
were presenied, and in table 7.2, under the same expectational hypothesis
for each industry, the basic resulfs of estimating eq. (7.2)’ for hours paid-for
per production worker were presented. The basic idea of the model developed
in ch. 7 is the idea that many of the same factors which influence the short-
run demand for workers are also likely to influence the short-run demand
for hours paid-for per worker, and the results presented in table 7.2 strongly
confirmed this idea. Nevertheless, there are some important differences
between the workers and hours paid-for per worker equations.

For every industry the estimate of the coefficient «, of log HF,,, ., {or,
more accurately, log HP,,,,_, — log HS,,,.4) in the hours equation (7.2)
is considerably larger in absolute value than the estimate of the coefficient
2, of the excess labor variable, log M;,,,.; — log M., H .~ (Or, more
accurately, log M,,,,_, — log M4,,_,), in the workers equation (3.9)". This
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implies that the reaction of firms to the amount of excess labor on hand
{with respect to changing the number of workers employed) is smaller than
the reaction of firms to the amount by which the number of hours paid-for
per worker differs from the standard number of hours of work per worker
(with respect to changing the number of hours paid-for per worker).

It should also be noticed from egs. (3.9) and (7.2} that the amount of
excess labor on hand influences both the change in the number of workers
employed and the change in the number of hours paid-for per worker,
whereas the amount by which HP,,,_, differs from the standard level
HS,,.,— influences only the change in the number of hours paid-for per
worker. It was seen in § 5.2 that there seems to be little theoretical reason
why log HS,,,,_1 — log HP,,,_, should influence the change in the number
of workers employed other than at those times when HP,,,,_, equals H,,,,_,
(i.e., when log HS,,,., — log HP,,, ., and the excess labor variable are
the same), If HP,,,_. differs from the standard number of hours of work
per worker, the obvious thing for the firm to do is to change HP,,, and the
firm is free to de this as long as HP,,,_, does not equal /,,, ;. When
HP,,e—y equals H,,,_, so that log HS,,,,, ~ log HP,,,_, and the excess
labor variable are equivalent, the firm must hire more workers if it wants to
decrease HP,,, and this is exactly what the excess labor variable says the
firm will do when ., is greater than HS,,,,_,. The results presented in
table 5.1 confirmed the view that log HS,,,_, — log HP,,,, is not a
significant determinant of the change in the number of workers employed
other than at those times when it equals the excess labor variable.

There did seem to be, on the other hand, reasons why the amount of excess
labor on hand should influence the change in the number of hours pard-for
per worker, If firms view HP,,, in a similar manner as M, in the short run,
they may be reluctant because of such things as worker morale problems to
decrease HP,,. but they may be more likely to do this if there is a lot of
excess labor on hand than otherwise. The resulis presented in table 7.2
strongly indicated that the amount of excess labor on hand is indeed a
significant factor in the determination of the change in the number of hours
paid-for per worker.

In summary, then, what the above results suggest is that in the short run
firms react to a positive amount of excess labor on hand, other things being
equal, by decreasing both the number of workers employed and the number
of hours paid-for per worker, and that they react to hours paid-for per
worker being greater than the standard level, other things being equal, by
decreasing the number of hours paid-for per worker but not by increasing
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the number of workers employed (unless, of course, HP,,,,_, equals H,,,_,
so that log HS,,,-, — log HP,,,_, and the excess labor variable are the
same).

The results presented in tables 4.3 and 7.2 also suggest that expected future
changes in output are more important in the determination of the change
in the number of workers employed than in the determination of the change
it the number of hours paid-for per worker. The size of the estimates of
the v, (i = 1,2, ...) coefficients is in general larger for the workers equation
than for the hours equation, and fewer of the y, coefficient estimates are
significant in the hours equation than in the workers equation. This is not
unexpected, since it should be less costly for a firm to allow rapid changes
in the number of hours paid-for per worker to occur than to allow rapid
changes in the number of workers employed to occur. Expected future
changes in man-hour requirements (and thus expected future changes in
output) should, therefore, have less significance for current decisions on the
number of hours to be paid per worker than for current decisions on the
number of workers to employ.

As was mentioned in § 7.3, with respect to the effects of labor market
conditions on employment decisions the degree of tightness or looseness in
the labor market appears to have more effect on decisions regarding the
number of hours to pay each worker for than on decisions regarding the
number of workers to employ. The estimate of the coefficient ¥ | of log &/,
in the hours equation (7.2) was significant for eleven of the seventeen
industries, whereas the estimate of the coefficient v, of log U,,, — log U
in the workers equation (3.1) was significant for only four industries. All
but three of the estimates of ¢, were of the expected positive sign, however,
and so there is some slight evidence that labor market conditions also
influence decisions on the number of workers to employ. What the over-all
results suggest, therefore, is that in tight labor markets firms increase the
number of hours paid-for per worker more or decrease it less than they
otherwise would as an inducement to keep workers from looking for other
jobs, and that (perhaps) they alsc hire fewer worker or lay off fewer workers
than they otherwise would since new workers are hard to find and workers
once laid off may not be available for rehire when they are needed again. In
loose labor markets the opposite takes place: the number of hours paid-for
per worker is increased less or decreased more than otherwise, and {perhaps)
more workers are hired or more are laid off than otherwise.
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8.3 The short-run demand for total man hours paid-for

From the workers equation (3.9) and the hours paid-for per worker equation
(7.2) it is easy to derive the equation determining the change in total man
hours paid-for, log M, HP,,., — log M,,,... HP,,, .. Since

log My, HEP3y — log My (HP 3y =
log My, — log M5,y + log HP,,,, — log HP;,, ¢, (8.1)

the equation determining log M, HP,,,. — log M, 1HPs,,_; can be
derived by merely adding egs. (3.9) and (7.2). In table 8.1 results are presented
of adding the estirnates in table 4.3 with those in table 7.2 for each industry.
The figures in table 8.1 are thus the derived estimates of the total man-hours
paid-for equation. By using the results in table 4.3 as the estimates for the
workers equation, the unemployment rate is assumed to have no effect on
the change in the number of workers employed. In other words, ¥, in eq.
(5.1 is assumed to be zero. The results discussed above suggest that ¥,
may be positive, but since the evidence is not strong in this regard and in
order to simplify matters somewhat, the results presented in table 4.3 are
assumed to be the basic results for workers.

Looking at table 8.1, it is seen that for every industry the derived estimate
of the coeflicient py of log ¥,, — log ¥, is less than one. Other things
being equal, firms react in the short-run to a certain percentage change in
output by changing man hours paid-for by less than this percentage and
in most industries by substantially less than this percentage. This result is,
of course, as expected from the results of the scatter diagrams in § 3.2.

It is also seen from table 8.1 that for every industry except 231 the derived
gstimate of the coefficient o, of the excess labor variable, log M., —
log MZ,,_, is smaller in absolute value than the derived estimate of the
coeflicient x, of log HP,,,.., — log HS,,,-,. (For industry 231 the two
estimates are nearly equal, with the estimate of %, being slightly larger in
absolute value.}) This implies that firms react more strongly in changing
total man hours paid-for when the number of hours paid-for per worker,
HP,,,. 1, differs from the standard level of hours, HS,,,..,, than when the
number of workers employed, M,,,_,, differs from the desired number,
M.

Another way of locking at the reaction is the following. By definition
MS,, | isequal to M, H,, . /HS; ,, where M, . _H;. _, is the
number of man hours required to produce the output during the second
week of month ¢ — 1. The number of man hours which are paid-for but



TabLE 8.1

Sum of the coefficient estimates in table 4.3 and table 7.2: derived coefficient estimates for the total man-hours paid-for equation
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232 896 —.219 —335 - 053 021 245 186 142 064
237 3791 089 —733 -0 129 259
242 1.994 —089 —417 —006 .112 136 .21t 171 341 076 063
271 1.234  —098 --304 —.082 200 081, 067 09F 030 083
301 668 —.277 —370 010 204 127 063 103
311 568 —.288 0 —.372 .02t 309 125 176 116 076 056
3i4 531 —.305 0 —393 03 738 250 290 144
24 2637 —.142 574 028 20606 039 026 052 051
331 2,555 217 --.633 429 044 067 037 121 376
332 261 —.232 -.265 108 208 0R2 103 081 .056
336 1369 —.156 —.37 0335 090 242 120 120 111 044 027
k3 3230 —.138 —.660 135 038 277 089 044 036 022

d42 0 038

063
- 010

020

w21
008

. lfll .

—.0068
—.0027

0071
—.0174
0132
— 0123
—.0100
— 0067
— 0005
~ 0199
—.0093

0017
—.0158
—.0132
~ 0168
—.0088

s § is the cocfficient estimate of log ¥y ~log Yye-:3 under the non-perfect cxpectational hypothesis,

YOI-GIVd SHNOH NV FYLCL

€8l



8.4] ECONOMY-WIDE IMPLICATIONS 161

which are not actually required is M, HPyyoy =~ My—1Hj .~y and
the variable log M,,,.,HP,,,.; — log M,,,_,H,,,_, can be considered
to be the “excess man-hours™ variable analagous to the “excess labor”
variable above. Analogous to eq. (3.9) for workers, an equation determining
the change in total man hours paid-for could be specified in which log
My, 1Py, — log My, HP,,,,_; was taken to be a function of current
and expected future changes in output and of the amount of excess man
hours on hand as measured by log M, HPy,,,_, —log M}, 1 H;0i 1.
The difference between an equation like this and the equation for the change
in total man hours paid-for derived from egs. (3.9) and (7.2) has to do with
the reaction of the firm to the amount of excess man hours on hand. By
definition:

log My 1HP ey — 108 My (e
= log Ma,.q — log My, H .y + log HP,,,_;
= log M3, — log M;wtle;wt-I + log HS3,,—4
+ log HP;,, -y — log HS; 00y
= (log My, — log M3, ;) + (log HP,,,_, — log HS,,,),(8.2)

which says that the excess man-hours variable is the sum of the excess labor
variable and the log HP,,, , — log HS,,,_, variable. If one estimated the
man-hours paid-for equation directly using the excess man-hours variable,
he would implicitly be assuming that the coefficients of log M., —
fog M2, and log HP,,,_, — log HS,,,,_, are equal and thus that the
reaction of the firm to the two variables is the same. The results presented
in table 8.1 suggest that this is not the case, that the reaction of firms to
the amount of excess man hours on hand depends on how the amount is
distributed between the amount of excess labor on hand and the amount
by which HP,,,,., differ from HS,,.._,.

In summary, then, the change in total man hours paid-for is a function
of current and expected future changes in output, of the degree of labor
market tightness, of the amount by which the number of workers employed
differs from the desired number, and of the amount by which the number
of hours paid-for per worker differs from the standard level of hours.

8.4 Economy-wide implications
In an attempt to avoid aggregating vastly dissimilar firms and because of

data limitations, this study was confined to the examination of short-run
employment demand in only seventeen three-digit manufacturing industries.
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These industries constitute about eighteen percent of manufacturing by value
added and of course a much smaller percent of the total economy. From
this small sample it would be inappropriate to draw any firm conclusions
about the behavior of the whole economy, but from the consistency of the
above results a few tentative conclusions are in order.

Economy-wide contractions are usually defined to be periods of declining
seasonally adjusted GNP or some similar aggregate output variable. Since
seasonal fluctuations in output account for a large percentage of total
short-run fluctuations, during the “seasonally adjusted™ contractions actual
output is not likely to be continually decreasing since it fluctuates seasonally
as well, Tt was argued in § 2.3.3 that it is inappropriate to use seasonally
adjusted data when attempting to estimate the parameters of a production
function; a production function is not a relationship between seasonally
adjusted inputs and a seasonally adjusted output. In § 3.6 the production
function parameter o,,. was estimated from the interpolations of output
per paid-for man hour from peak to peak, and the output and man-hours
data which were used for the interpolations were seasonally unadjusted. The
amount of excess labor on hand, which was constructed from the data on
3, Was thus the actual amount on hand and not the seasonally adjusted
amount. Egs. (3.9) and (7.2) and the other equations considered in the study
were estimated using seasonally unadjusted data. In chs. 4 and 7 eqs. (3.9)
and (7.2) were tested to see if the employment behavior of firms is different
during general contractionary periods of output or during general expan-
sionary periods than the equations predict it should be. The results were
largely negative, and the two equations appear to explain adequately the
“cyclical” behavior of the number of workers employed and the number
of hours paid-for per worker as well as the seasonal behavior.

In the following discussion an attempt will be made to draw some tentative
conclusions from the results achieved in the study about how the seasonally
adjusted number of workers employed and the seasonally adjusted number
of hours paid-for per worker behave during periods of rising and falling
seasonally adjusted output. It should be kept in mind that the discussion
which follows is somewhat loose in that the behavior of the actual number
of workers employed and of the actual number of hours paid-for per worker is
more complicated than that described for the seasonally adjusted numbers.
During contractions, for example, the actual amount of output produced
and the actual number of workers employed are sometimes rising, sometimes
falling, and only on the average can output and employment be said to be
falling, It should also be kept in mind that economy-wide contractions are
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likely to affect individual firms and industries differently, and since firms
do not all behave in the same way, how aggregate employment responds to
changes in aggregate output will depend on how the changes in aggregate
output are distributed among the individual firms and industries.
Assuming then that the results achieved for the seventeen manufacturing
industries considered in the study can be extended to the rest of the economy,
they have the following implications for the behavior of employment during
contractions and expansions. During a contraction as current and expected
future changes in output become smaller than would have been the case
without the contraction, more workers are laid off than otherwise. Because
in the short run the percentage change in the number of workers employed
ig less than the percentage change in output, positive amounts of excess labor
begin to build up. Firms begin responding to the increasing amounts of
excess labor on hand by laying off more workers than otherwise, and gradu-
ally the number of workers employed is decreased. At the beginning of the
contraction the drop in output per employed worker is likely to be quite
sharp since the percentage change in the number of workers employed is
considerably less than the percentage change in output: As the contractions
continue, however, and more and more excess labor builds up, the number
of workers laid off increases and so the decline in output per employed
worker should be less as the contraction wears on than it was at the beginning.
The same type of thing happens to the number of hours paid-for per
worker. As current and expected future changes in output decrease, the
number of hours paid-for per worker decreases, but not as rapidly. As
excess labor begins building up, the number of hours paid-for per worker
decreases more. There are always forces at work, however, bringing the
number of hours paid-for per worker back to the standard level, and the
former never deviates too far from the latter. In the long run the number of
workers is adjusted so that there is no excess labor on hand (which means
that the number of hours worked per worker equals the standard fevel) and
so that the number of hours paid-for per worker equals the standard level.
Combining these two results, the implications for the total number of
man hours paid-for are the same. The percentage change in total man
hours paid-for is less than the percentage change in output, and so at the
beginning of expansions output per paid-for man hour drops sharply. As
excess labor builds up, however, and more workers are laid off and hours
paid-for per worker are decreased more, total man hours paid-for are
decreased more, and so the decrease in output per paid-for man hour lessens
as the contraction wears on. This conclusion is consistent with the empirical
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results achieved by Hultgren using seasonally adjusted data, where he found
that output per paid-for man hour decreases during contractions, although
fess so near the end of the contractions.’

The iraplications for expansions are similar to those for contractions. As
the expansion begins, current and expected future changes in output are
Iarger than before and more workers are hired. Because the percentage
change in the number of workers employed is less than the percentage
change in output, part of the increasing man-hour requirements comes from
drawing down excess labor. As the amount of excess labor falls {or even
becomes negative), more workers are hired than otherwise, and gradually
the number of workers employed is increased. Again, at the beginning
of the expansion the increase in output per employed worker is likely to
bz quite sharp as excess labor is decreased rapidly at first, and then as the
expansion continues and more workers are hired due to less (or negative)
amounts of excess labor on hand, the increase in output per employed
worker should lessen.

Likewise, the number of hours paid-for per worker increases as expected
future changes in output increase, but not as rapidly. As excess labor falls,
the number of hours paid-for per worker increases more, althongh again
there are forces at work to bring the number back to the standard level
The implications for total man hours paid-for are the same, Since the
percentage change in total man hours paid-for is less than the perceniage
change in output, the total number of man hours paid-for increases less
at the beginning of the expansion than during the later phases when declining
or negative amounts of excess labor on hand cause the increase in the total
number of man hours paid-for to be greater, This implies that the increase
in output per paid-for man hour should be sharp at the beginning of the
expansion and lessen as the expansion continues. This is again consistent
with the results achieved by Hultgren, where he found that output per
(paid-for} man hour increases during expansions, but less so near the end
of the expansions.

During contractions labor markets are likely to be growing looser, and
since loose labor markets have a negative effect on the number of hours
paid-for per worker (and thus on the number of total man hours paid-for),
total man howrs paid-for should decrease less from this source at the be-
ginning of the contraction where labor markets are likely to be fairly

1 See the summary of Hultgren’s findings in § 2.4.3.
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tight than during the later phases of the contraction where labor markets
are likely to be much looser. This reinforces the conclusion reached above
about how output per paid-for man hour should behave during a contraction.
During expansions labor markets are likely to be growing tighter, and so
total man hours paid-for should increase less from the source at the beginning
of the expansion than during the later phases. This again reinforces the
conclusion reached above about how output per paid-for man hour should
behave during an expansion.

This completes the discussion of the implications the results achieved
in this study have for the behavior of the seasonally adjusted number of
workers employed and the number of hours paid-for per worker during
seasonally adjusted contractions and expansions. The implications seem to be
consistent with the results achieved by Hultgren and others for broader sectors
of the economy as to how output per (paid-for) man hour behaves during
contractions and expansions,



CHAPTER 9

FURTHER STATISTICAL RESULTS

9.1 Introduction

This chapter consists of three somewhat unrelated discussions. In § 9.2
serial correlation problems are discussed, and the residuals of egs. (3.9)
and (7.2)" are examined for first-order serial correlation. In § 9.3 the question
of the possible correlation between the residuals of eq. (3.9) and the residuals
of eq. (7.2)' for each industry is examined, and estimates using a technique
developed by ZELLNER (1962) are presented. In this section the question of
the possible correlation between the residuals of eq. (3.9) or eq. (7.2) for one
industry and the residuals of eq. (3.9) or eq. (7.2)’ for another industry is
also examined, and estimates using Zellner’s technique are presented, Finally,
in § 9.4 a brief comparison of the short-run demand for workers across
industries is made.

9.2 Tests for first-order serial correlation

It is well known that the Durbin—Watson statistic is biased toward two when
there is a lagged dependent variable among the regressors.! For equations
with lagged dependent variables the pw statistic is thus not a reliable
indicator of whether or not the residuals are serially correlated. It is also
well known that the least squares technique vields inconsistent estimates
when used to estimate the coefficients of an equation with a lagged dependent
variable and serially correlated errors. GriLICHES (1961) in fact has shown
that for positively correlated errors the least squares estimate of the coeffi-
cient of the lagged dependent variable is likely to be too large. It was
mentioned in § 4.3.1 that the excess labor variable in the workers equation
(3.9), log M, — log MJ,,_H;.. -, is of the nature of a lagged de-
pendent variable, but that because M,,,_HJ, _; has a large short-run

1 See NErRLOVE and Wariss (1966).
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variance, the excess labor variable is by no means equivalent to a lagged
dependent variable. It was also seen in § 4.3.1 that the excess labor variable
definitely appears to be significant in its own right and not merely because
it is of the naturé of a lagged dependent variable. In the hours equation (7.2)’
log HP,,,_, enters the equation directly, and so for this equation there
definitely is a lagged dependent variable among the regressors.

Fortunately, therc are consistent and efficient methods of estimating
equations with first-order serially correlated errors. Assume that the equation
to be estimated is

y=X§+p (6.1)
where
B = Plywyq + £ |P§ < 15 = 2! 3’ AR Ts B (92}

and where g, is assumed to be distributed with zero mean and constant
variance o2 and to be uncorrelated with the variables in X and with its
own past values. y is a T x 1 vector of observations on the dependent
variable y,, Xisa T x K matrix of observations on the explanatory variables
X, fis a K x 1 vector of coefficients, pis a T x 1 vector of disturbances
1, and p is the serial correlation coefficient. The variance-covariance matrix
for u can be seen to be

2

, g
E(pp) = ;-ﬁﬂ, {9.3)
where ”
1 p p* . . . p’ Y
p 1 0 . . . pTt
Q:
ptTE pTmE T . . - 9.4)

If ¢ (and thus £) were known, then an efficient estimate of § in eq. (9.1)
could be obtained by the use of Aitken’s generalized least squares method,
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but since p is usually not knhown a priori, it must be estimated along with
the coeflicients in §.

Let 7
Ji-p*0 0 . . . 0 0 0]
—p 1 0 . . . 0 0 0©
P =
. .o S
0 0 0 . . . =—pl 0
0 00 . . . 0 —pi| (9.5)
Then if eq. (9.1) is multiplied through by P,
Py=PXB+Pu=PXf+v, (9.6)

the variance-covariance matrix of the error term v in the resulting equation
is seen to be

E(w} = E(Ppp'P’)
= PE(up")P
0,2
- SPQp
1—p
- (9.7)

where [ is the T x T identity matrix. The error term v in the transformed
equation (9.6) is thus seen to have a scalar variance-covariance matrix
like the one assumed for the error term of the classical linear regression
model.

Eq. (9.6} is non-linear in the coefficients # and p, but the coefficients can
be estimated by minimizing the sum of squared residuals in the equation
using a minimization technique like the quadratic hill-climbing technique of
Goldfeld, Quandt, and Trotter which was used to estimate eq. (5.1)in § 5.4,
If v is normally distributed, then the estimates obtained by the minimization
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procedure will be maximum likelihood estimates.! An estimate of the
asymptotic variance-covariance matrix of the parameter estimates can thus
be obtained as {—2* log L/0¢*)™*, where L is the likelihood function, ¢’
is the I x K + 2 vector (B’ p ¢?), and where the derivatives are evaluated
at the coefficient estimates.? In the present context the asymptotic variance-
covariance matrix of the parameters other than o2 is 262(8%v'v/36%) !, where
@' isthe 1 x K + 1 vector (' p). The maximum likelihood estimate of o2 is
¥'#/T, where ¥ is the vector of calculated residuals. As was done in § 5.4,
however, the estimates presented below were adjusted for degrees of freedom
to make them more comparable with the ordinary least squares estimates
presented in chs. 4 and 7. The estimate of ¢° was thus taken to be 9/
(I — K — 1), and the estimate of the asymptotic variance-covariance matrix
which was calculated was 2 94T — K — D[2*v'v/28%]7 !, where the deriva-
tions are evaluated at # = &. Notice that from this matrix an estimate of the
standard error of the estimate of the serial correlation coefficient p is available,
as well as the estimates of the standard errors of the other coefficient
estimates.

The technique just described can be applied to egs. (3.9) and (7.2) to
test the hypothesis implicitly made in the previous chapters that p is zero.
There is one difficulty which arises in using this technique, however, which
is due to the fact that there are gaps in the periods of estimation. For most
industries the July observations were omitted; for some industries the
December observations were omitted as well; and for seven of the industries
observations were omitted because of strikes. The pw statistics presented

1 If there are no lagged dependent variables in X, then the maximum likelihcod estimates
have the desirable properties of consistency and asymptotic efficiency. (DHRYMES, 1966,
has further proved that in the present case the estimates obtained by choosing various
values of g between minus one and plus one in eq. (9.6), estimating the resulting eguations,
which are then linear in the parameters 3, by ordinary least sguares, and then choosing
that value of o and the corresponding estimate of 8 which vield the smallest sum of
squared residuals are maximum likelthood estimates and possess the properties of consist-
ency and asymptetic efficiency.) As mentioned in ch. 5,footnote 2, page 97, the properties of
the maximum kikelihood estimates are less well established when there are lagged dependent
variables among the “independent” variables, but that the results which have been achieved
indicate that the desirable properties are likely to be retained. In the present context,
Marmvaup (1966, p. 469, footnete 1), has outlined a proof of the statement that the
technigue of minimizing the sum of squared residuals of eq. (9.6) yields consistent estimates
even when there is a lagged dependent variable in the X matrix.

2 See ch. 5, footnote 3, page 97,
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TaBLE 9.1

Parameter estimates for eq. (3.9Y wnder the assumption of first-ovder serial covvelation of the residuals

o &
Z E alog H 3 A i I 3 4
= log & 10000t fis Ha fe Ji) %0
201 192 —1.041  —.178 —.077 074 067 .265
(393 {393 (3.6 (3.73) (345  (9.26)
207 136 0653  —.113 098 068 107 243
(275 (274 (2.98) (5.91) (549 (11.01)
211 136 —797 —.136  —051 087
' (546) (547 (3.08) (4.36)
212 136 —.638  —.109 —.038 053 154
(4.68)  (4.66)  (1.50) ) (4.53) (7.7
21 136 —~.892  —.152 086 026 064 108
@05 (39D (34D (233 408 (340
232 136 —.564  —.100 —.069 018 127
49 @8 (G1DH 2445  (8.26)
233 136 —~178  —.028 019 124 167
08 07 ©3D) (79 (1R
242 154 —278 —.047 —.121 060 104 145 .148 219
(.41}  (140) (057 @55 (7.09) (829 (652 (1352
271 166 —2713  —.038 000 112
(248 (251 (03D (7.53)
301 134 —634 —.109 —.063 056
G881 (679 (262 (2.84)
31T 170 —1.004 —171  —.055 90
(6.65) {663  (3.34) (3.22)
314 136 —429 — 073 043 308
(160} (1.55 (244 (10.79)
24 187 —655 —.110 060 224
6.13) (6100 (24D {16.31)
331 128 —215 —.036 017 044 067 037 121 181
(2.93) (287  (101) (3370 (A7) (248 (630 (9.56)
332170 —727 —an 045 172
873 (8.7 (21D (&30
336 170 —729 —124 —.017 083 A7
(.11 (509 (0.62) 4200 (679
341 191 ~370 —.066 —.060 038 181
(3.56)  (3.58)  (2.38) (3.84)  (15.26)

#-statistics are in parentheses.
& ¢ is the coefficient estimate of log ¥Y2:-1 — Jog Ya:-10 under the non-perfect expectational hypothesis.
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" Po fa Pa ¥3 P 23 il SE
171 118 138 139 087 073 .039 016 0520
(6.64} (4.80) {6.65) {9.29) (5.57) (4.04) (2.19 (0.13}
168 120 076 034 {056 —.202 D178
(7.25) (713 (8.85) (3.76) (2.83) (2.09)
025 043 —.011 . 0de 0102
(1.50) (4.97 (0.65) 0.48)
01 0159
©.12)
010 035 032 —.014 —.179 0192
(.52} (3.70) (3.25) {0.89) (1.78)
.098 066 021 140 0106
(6.23) (5.95) (2.77) (1.28)
300 0291
{1.48)
076 .066 028 0127
(5.23) (520 ©.31)
{020 040 046 .010 039 —.137 0048
(1.39) {3.20) (4.13) 097 (4.21) (l.61)
062 033 035 072 0142
(3.4 (1.92) (2.19) (0.76)
081 114 084 056 039 —.033 0115
(4.61) (1.5D (6.06) (4.56) (3.51) (0.39)
.085 126 .041 068 —.183 0142
(3.18) (6.91) (2.64) (3.02) (1.63)
039 026 052 051 008 005 0177
(2.37) {1.5%9) {3.35) (3.34) (0.47) (0.06)
{058 010
{0.58)
049 057 042 034 —.038 0167
(3.39) {4.56) (3.49) (2.85) {0.46)
093 095 078 044 029 156 0174
4.76} (5.86} (5.67) (3.32) (2.28} (1.86)
067 044 .033 022 —.016 0181
(5.98) (4.59) (3.85) (2.41) {0.20)




TabLe 9.2

Parameter estimates for eq. (7.2) under the assumption of first-order serial correlation of the residuals

©
&
N
(& S
. <&
e £ 3 <'
g 5 ¥ J
- g L g N . .
= 2 = & é2 = fa Ji B: i $o
201 192 2079 —071 —410 —.012 A28 052 236
4.2y (1.7%9) (5.6  (D.58) (545 (2.22) (793
207 136 2144 —042 —.398 K128 .0%0
(4.66) (2200 (447) (1.29) (9.37)
211 136 T 602 —202 308 020 550
- (173 (3.58) 419 (0.52) (10.42}
212 136 1.837 —.0%4 —397 091 278
(535 (245 (504) (30D (8.6T)
231 136 1.092 —.260 —.430 022 182
(2.50) (649 (5.98)  (0.70) (5.54)
232 136 2660 ~—.151 —.583 0354 146
232y (3.69) (298) (08T (7.14)
233 136 5656 -—.122 —1.079 —.088 078
(10,300 (3.74y (1044  (1.23) {4.35)
242 154 1462 —031 -—-273 002 037 021 D66 019 123
(3.46)  (1.06) (403 (008 (219 (127 (3.51) (0.82) (6.46)
27 166 1.952 —.065 —.3%2 —.106 097
(296 (237  (3.16) (2.89) (3.61)
301 134 1.358 —.173 —.384 056 51
(3.46) (517 (485 (.29 (4.33)
311 170 1348 —.103 —.322 031 d47
(3.83) @02y (459 (1949 (5.96)
314 136 1195 —.193 395 061 A7
(235 (295 (445 (221 (11.16)
324 187 1612 —.017 —.283 013 044
46Ty (386 @72 (147 {10.91}
331 128 2.505 —.167 —.576 104 189
€3.36) (5.21) (5560 (4.13) 418
332 170 a5 —096  —.2i4 052 124
(3.59y  (6.18) (5.13) (2.96) (7.57)
336 170 1399 —.035 —.260 033 070
(421 311y 450y (2.23) {(5.00
341 191 4318 —.085 791 110 01
(5.30) (466 (549  (3.35) (11.01)

{-statistics are in parentheses.
2 & is the coefficient estimate of log ¥a:—1 — log Yar-13 under the non-perfect expectational hypothesis.

ey
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1 e $a $a Sy s %) l[}l p SE
048 054 041 45 L16 073 009 —0076 —.228 0143
(1.83) (202 (179 (662 (©ID (288 (049 (230) (2.4
022 009 038 D06 —0025 —106 0116
{L.44) (0.90) (7.09) (0.47) (0.78) {0.80)
0083 428 0327
(L.16) (4.52)
—.0135 —.359 0227
(2.41) (3.25)
045 047 038 —003 —0127 —.030 0201
208 (292 (363 ©.14 (192  (0.28)
106 083 045 - 0245 375 0145
(496)  (5.46) (447 (1.85)  (1.43)
—.0118 450 0245
- {1.0%) 4.41}
-- 0038 264 015
(14T) (248
071 038 060 031 2035 —.0004 200 0051
(2.60) (1.55) (2.75) (1.55) (3.23) (0.25) {(1.01)
070 035 068 —.0208 034 0233
(229) (123  (2.60) 228  (0.30)
039 060 032 021 022 —0083 —. 103 0097
2.67 (4.96} (2.85) (2,10} (2.10) (2.9 {0.91)
143 150 092 134 0048 013 0169
423 (607 (4.20) (448 Q3D (012
-.0027 —.435 0084
2.2 (5.3%)
— 0140 — 095 L0138
(3.20)  (0.76)
K27 043 035 024 - 98 —_173 0132
(2.29} (4.32) (4.24) (2.59) (2.85) (1.87)
027 027 038 —.016  —242 0109
(2.54) (2.90) (4.68) (3.81) (2.48)
022 —.0103 170 0159
(3.01) (299)  (1.10)
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in the tables above were adjusted for these gaps, which means that in the
formula for the pw statistic (where j, is the calculated residual for month 1)

i

Z (2 — A

DW = Im_?__ rmamai b (9‘8)

S

=1

if month 13, for example, were omitted from the sample peried, then neither
(33 — fiys¥ mor (fi,, — fi;3)* was included in the summation for the
numerator and f % was notincluded in the summation for the denominator.’
If this gap adjustment procedure were used in estimating eq. (3.9 by the
above technigue, it would necessitate, for example, omitting the log
My sepe, — l0g My, observations from the period of estimation in ad-
dition to the already omitted log M, 5, — log M, e and log Myaug,
— log M,,;,), observations for those industries in which shutdowns occur-
red in July. Likewise, for the December shutdowns an extra observation
would be lost each vear, and an extra observation would be lost for every
strike period.

Instead of losing all of these observations, a slightly different procedure
was used when applying the above technique to egs. (3.9) and (7.2)". The
first-order serial correlation of the residuals was assumed to be of such a
nature that the residual for each included observation was correlated with
the residual from the previous included observation instead of necessarily
with the previous chronological observation. If, for example, the July-June
and August-July observations were omitted, the residual for the September—
August observation was assumed to be correlated with the residual for the
June-May observation. For those industries in which shutdowns occur in
July and December this assumption saved two observations per year from
having to be omitted, and for those industries in which no shutdowns occurred
the assumption i3 equivalent to the normal assumption that the residuals
are correlated chronologically. Since there was good reason for omitting
the observations when shutdowns occurred, the assumption that the included
residuals are correlated in the manner just described is not completely un-
realistic, although because of the necessity of making this assumption, the

L firs, of course, does not really exist if observation 13 has been omitted.
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tests for first-order serial correlation performed here are somewhat crude.

Egs. (3.9) and (7.2)" were thus estimated using the above techniques under
the assumption that the included residuals are first-order serially correlated.
The quadratic hill-climbing technique was used to minimize the sum of
squared residuals, and the asymptotic variance-covariance matrix was esti-
mated in the manner described above. The results of estimating eq. (3.9)
are presented in table 9.1 and the results of estimating eq. (7.2)" are presented
in table 9.2. The same period of estimation and the same expectational
variables were used here for each industry as were used for the results
presented in tables 4.3 and 7.2, and so the results presented in tables 9.1
and 9.2 are directly comparable with the results in tables 4.3 and 7.2.

Looking at the results of estimating eq. (3.9)" in table 9.1 first, it is seen
that the estimate of the serial correlation coefficient p is significant (¢-
statistic greater than two) for only one of the seventeen industries — industry
207. The estimate of p ranges from —.202 for industry 207 to .156 for
industry 336. Seven of the seventeen estimates are negative (negative first-
order serial correlation), As expected from the work of GriLicugs (1961)
mentioned above, when the estimate of p is positive, the estimate of the
. coefficient «, of the excess labor variable increases in absolute value from
what it was in table 4.3, and when the estimate of p is negative, the estimate
o, decreases in absolute value. Only for industry 314 has the estimate of «,
lost its significance from table 4.3. The over-all results clearly indicate that
first-order serial correlation of the residuals s not a serious problem for
eq. (3.9): the estimates of g are small and insignificant, and the other
coefficient estimates have been changed only slightly from what they were
in table 4.3,

Looking next at the results of estimating eq. (7.2) in table 9.2, it is seen
that the estimate of g is significant for seven of the seventeen industries, and
for six of these seven industries it is negative. The estimate ranges from - 435
in industry 324 to .450 in industry 233. When the estimate of p is positive,
both the estimate of the coefficient «, of the excess labor variable and
the estimate of the coeflicient o, of log HP,,,,_, increase in absolute value
from what they were in table 7.2, and when the cstimate of p is negative,
both of the estimates decrease in absolute value. For some of the industries
the estimate of «, has been changed considerably. For industry 211, where
the estimate of p is — 428, the estimate of «, changes from — 612 in table
7.2 to —.308 in table 9.2; for industry 212, where the estimate of p is —.359,
the estimate of =, changes from —.583 to —.397; for industry 233, where
the estimate of p is -+ .450, the estimate of «, changes from ~.733 to —1.079;
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and for industry 324, where the estimate of p is ~.435, the estimate of «,
changes from —.574 to —.283. For none of the industries has the estimate
of «, lost its significance, however, and only for industry 201 has the estimate
of o, lost its significance from table 7.2.

For at least seven of the industries, therefore, serial correlation of the
residuals of eq. (7.2} does appear to be a problem, with negative serial
correlation being more pronounced than positive serial correlation. The
conclusion reached in ch. 7 that the amount of excess labor on hand is a
significant determinant of the change in the number of hours paid-for per
worker does not appear to have been modified by the resuits presented in
table 9.2, however, nor does the conclusion that the difference between the
number of hours paid-for per worker and the standard number of hours of
work per worker is also a significant determinant of this change. Only the size
of the estimates of ¢, and =, appears to have been changed for any of the
industries. This change in size, however, could have an affect on the conclu-
sion reached in ch. § for the total man-hours paid-for equation that the sum
of the estimates of &, in eqs. (3.9) and (7.2} is less in absolute value than the
estimate of @, in eq. (7.2)" (i.e., that firms react more strongly in changing total

TABLE 8.3

Sum of the estimates of w1 in table 4.3 and table 9.2 and the estimate of az in table 9.2:
derived coefficient estimates for the total man-hours paid-for eguation

Industry &1 &
201 —.249 —.410
207 -.193 —.398
211 —.335 —.308
212 —.202 —.397
31 —.441 - 430
232 —.241 —.583
233 —.127 —1.07%
242 — 075 - 273
271 —.109 —.392
301 — 281 —.384
311 —.277 —.322
314 —.308 —.395
324 -.127 —.283
331 —.202 - 576
332 - 215 —.214
336 —.148 —.260

341 —.152 —. 791
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man hours paid-for when the number of hours paid-for per worker differs from
the standard level of hours than when the number of workers employed differs
from the desired number). To see if this conclusion has been modified, the
results of adding for each industry the estimate of &, for eq. (7.2¥ in table 8.2
and the estimate of «; for eq. (3.9) in table 4.3 are presented in table 9.3,
along with the estimate of «, for eq. (7.2) in table 9.2. Comparing the results
in tables 9.3 and 8.1, it is seen that only for industries 211 and 332 has the
estimate of z; in the man-hours equation been changed from being less than
the estimate of «, in absolute value to being greater in absolute value. (For
industry 231 the estimate of «, is slightly greater in absolute value in both
tables.) For the remaining fourtcen industries the estimate of «; remains
smaller in absolute value, and the general conclusion reached in ch. 8 that the
estimate of a, is less in absolute value than the estimate of «, in the total
man-hours paid-for equation does not appear to have been modified.

In sammary, then, some evidence has been found that the residuals of
eq. (7.2) are serially correlated for a few industries, with negative serial
correlation predominating, but none of the conclusions reached in chs. 7 and
8 regarding the hours paid-for per worker equation or the total man-hours
paid-for equation appears to have been changed for these industries. For
the majority of the industries the estimate of p for eq. (7.2)' is not significant.
For eq. (3.9) there is almost no evidence at all that p is different from zero.

9.3 More efficient estimates

In the previous chapters two basic equations were estimated for each industry,
one determining the short-run demand for workers and the other determining
the short-run demand for hours paid-for per worker. It seems likely that
for each industry the residuals from these two eguations will be positively
correlated, that a random disturbance for a given month which affects the
residual of one of the equations in a certain way will also affect the residual
of the other equation in a similar way. If these residuals are in fact correlated,
then the two-stage Aitken estimator proposed by ZELLNER (1962) will yield
more efficient estimates than the ordinary least squares method used in the
previous chapters. The gain in efficiency is greater to the extent that the
residuals are highly correlated and to the extent that the independent variables
in the different equations are highly uncorrelated. The gain in efficiency is
zero if the residuals of the different equations are not correlated or if the
independent variables in the different equations are all the same. Basically,
the two-stage method consists in first estimating the variance-covariance
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matrix of the residuals from the ordinary least squares estimates of each
equation and then using this matrix to estimate all of the eguations simul-
tancously by Aitken’s generalized least squares method.

Assuming that the residuals from the workers and hours equations are
not serially correlated but are contemporaneously correlated with each
other, the two-stage Aitken estimator can be used to estimate the two
equations simultaneously.! With respect to the independent variables in
egs. (3.9) and (7.2), the hours equation (7.2)" includes the log HP;,,,—4

TaABLE 9.4

Correlation between the residuals of eq. (3.9Y and the rvesiduals of eq. (7.2 for each industry

Industry No. of obs. Correlation
coefhicient
201 92 T3
207 136 18
211 136 16
212 136 22
231 L) 32
232 136 56
233 136 .09
242 154 .33
27 166 .07
301 134 19
311 170 30
314 136 .62
324 187 07
331 128 16
332 170 24
336 170 Al
344 191 38

1 Zellner actually developed the two-stage Aitken estimator under the assumption that
the “independent™ variables are non-stochastic, This assumption is not met for the work
here since there is a lagged dependent variable in eq. (7.2)" and the excess labor variable,
which is of the nature of & lagged dependent variable, in eq. (3.9)". If thare is no serial
correlation 1or cross serial correlation of the residuais in the equations, however, the
two-stage Aitken estimator proposed by Zellner can be used for equations with lagged
dependent variabies as well. As was seen in the previcus section, the residuals of eq. (3.9)7
do not appear to be serially correlated, and the residuals of eq. (7.2) appear to be serially
correlated only for a few induséries.



Parameter estimates for eq. (3.9 using the two-stage Aitken estimator for each industry?

Tasig 9.5

Fa
E o
= _ AN, . <
& Z alogd & 1000w fa [?s Jif3 Bl o g P2 s P4 s B
207 136 — 898 —.156 122 062 090 262 182 26 .080 036 055
G54 (35 (62D (529 @77 (11.80) (7.22) (13D  (915) (4.03) (2.60)
211 136 -792 —.136 —.051 088 029 042 - 006
(5.95) (5.96) (3.25) 4.59) (2.34) &9 {0.39)
212 136 —.636 —.108 —.038 054 154
@77 @) (152 @468 (.77
231 136 —1.079 185 086 032 063 127 .021 061 035 —.018
4.68) {4.58) (2.93) (3.22) (398 (40D (300 (395 (35T (1.08)
232 136 —.505 —090 --.062 021 118 091 061 018
(5.538) (5.66) (3.42) (3.62) (959 (6.82) (633) (2.34)
233 136 —.05% - 006 041 126 165
©33)  ©21) 07 97 (6.73)
242 154 --283 —.048 —.013 .060 106 146 149 219 .081 068
(155 (Ls4) (064 (458) (742) (8.63) (683) (1372 (594) (5.68)
324 187 —.644 —.108 059 224 .038 024 052 049 007
(6.29) (6.26) (2.39) (16.51) (2300 (1.52) (340) (3.32) (0.41)
331 128 - 206 —.034 015 043 062 041 125 182
(3.01) (295 (099 (3.32) (448 (2.80) (6.56) (9.81)
336 170 -.660 —.112 —014 093 162 085 091 076 043 026
(5.56) (5.54) (0.62) 4.82) (646) &7 (397 (576 (33T (20D
341 161 —.352 —063 —.038 046 180 067 041 {038 027
(3.58) (3600 (230 (3.02) (15.78) (6.17) (4.65) (4.43) (3.24)

t-statistics are in parentheses.
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% § is the coefficient estimate of log Yai—y — Jog Yar-1z under the non-perfect expectational hypothesis.
b For indusiries 201, 271, 301, 311, 314, and 332 the two-stage Aitken estimates were the same as the ordinary least squares estimates

presented in table 4.3.



TABLE 9.6

Parameter estimates for eq. (7.2) using the two-stage Aitken estimator for cach industry

P
g
< :
i =
& & &
- | <
Z %= & 8
3 s L g
= A < Az &2 = Ba Ba i B
201 192 1.982 —.110 —.434 —-.030 118 050
{4.33) (2.31) (7.15) (1.26) (5.13) {2.16)
207 136 2452 —.052 —.460 033
(699 (31D (697  (1.50)
211 136 1.343 —.392 —.620 .023
(3.10)  (578)  (8.06)  (0.4D
212 136 2.380 173 —.566 098
(6.18) (4.03) (6.96) (2.41)
23 136 1.097 —.263 —.433 022
£2.70) (6.83) (7.06) (0.68)
232 136 1179 —. 125 -—.315 —.002
@26 (598 (699 (00T
233 136 3.682 -.078 702 -.055
{7.95} (2.66} {8.30) (1.17)
242 154 2233 —.044 —.412 007 051 030 063 21
(5.65 (1200 (709 025 (321 (L7} (318 (0.80)
271 166 1.484 -—.054 -.302 ~— 080
(5.70} (2.71) (6.29) (527
30 134 1,383 —.176 —.392 053
(4.42) (582  (638)  (1.27)
311 i70 1.628 —.116 —.380 036
(5.68) (479 (726)  (2.24)
314 136 1.016 —.171 —.342 060
(230) (292 (506 (227
324 187 31273 —.032 —.571 ~—.034
(8.59) (5.68) (865  (2.62)
331 128 2631 — 171 —.601 109
(7.58) (648  (7.84)  (4.50)
332 170 955 —.108 - 258 062
@70 (676 (662  (3.13)
336 170 2053 —.044 -.375 048
(6.60) (3270  (690)  (2.82)
341 151 3426 - 067 -—.627 087

(10.22) (6.22)  {10.19) (3.72)

r-statistics are in parentheses,
a § is the coefficient estimate of log Yas—1 — log Yui—1s under the non-perfect expectational hypothesis.
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253 068 070 057 146 D18 072 —.000 - 045

(7.87) (2.32) (2.44) (2.43) {6.98) (0.88) (3.00y (0.0 (1.20)
094 023 010 039 07 - 0022
(10.37) (1.47) {0.97) (7.44) (0.54) (0.64)
501 0082
(8.91) (0.82)
231 —.0157
(7.92) {2.19)
183 045 047 038 —.004 —.0128
(5.38) (2.05) (2.90) (3.68) {0.19) {2.04}
126 094 080 047 —.002
(7.51) (5.32) (6.20) (4.75) (2.47)
095 — 0074
(4.55) {0.50)
123 —.0072
(6.3 (2.5%)
080 055 023 045 £16 044 —.0006
{4.44) (3.00) (1.44) {3.32) (1.37} {3.94) {(.43)
151 068 033 067 —. 0193
{4.55) (2.30} (1.19) (2.58) (2.35)
420 043 061 032 .020 018 —.0096
(5.85) {2.82) {4.68) (2.68) (1.88) (1.91) (3.51)
410 143 156 099 127 00190
(11.39) (4.69) 6.7y {5.00) (4.48) (0.22)
042 —.0057
(7.55) (3.51)
191 —.0153
(9.05) (3.82)
125 032 045 040 023 —.0124
(126 Q70 (435 (418)  (2.46) (3.61)
079 034 .030 035 —.0161
{3.36) (3.07) (3.03) {4.32) {5.30)
094 022 - 0083
(13.01) (2.98) (3.28)
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variable and the log U,,, variable which the workers equation (3.9)" does
not, and sometimes the workers eguation includes expected future ountput
change variables which the hours equation does not, In general, the number
of different independent variables in the two equations is not large. With
respect to the correlation of the residuals in the two equations, the correlation
coetficient for each industry is presented in table 9.4. Notice that all of the
coeflicients in the table are positive, as expected, with a range of .07 to .62,

In tables 9.5 and 9.6 the results of estimating egs. (3.9} and (7.2)" using
the two-stage Aitken estimator are presented for each industry. The same
period of estimation and same expectational variables were used for these
estimates as were used for the ordinary least squares eslimates presented
in tables 4.3 and 7.2 above. In table 9.5 the estimates for eq. (3.9) are
presented and in table 9.6 the estimates for eq. (7.2) are presented. For
industries 201, 271, 301, 311, 314, and 332, eq. (3.9} included noindependent
variables which eq. (7.2)' did not also include, and so for these industries
the two-stage Aitken estimates for eq. {3.9) were the same as the ordinary
least squares estimates. In table 9.5 the Aitken estimates are not presented
for these six industries since the estimates are the same as those presented
in table 4.3,

Comparing the results in tables 9,5 and 9.6 with those in tables 4.3 and 7.2,
it is seen that the coefficient estimates are only slightly changed and that very
little efficiency has been gained. The estimates in table 9.6 for the hours
equation (7.2)" have been changed more than the estimates in table 9.5 for
the workers equation {3.9)', but even in table 9.6 the results are only slightly
changed from the results in table 7.2, It is a property of the two-stage Aitken
estimator that the estimates of the standard errors of the coefficient estimates
are never greater than the ordinary least squares estimates of the standard er-
rors. Some of the r-statistics (ratios of the coefficient estimates to their standard
errors) in tables 9.5 and 9.6 are less than the corresponding statistics in
tables 4.3 and 7.2, however, and in these cases the two-stage Aitken coeffi-
cient estimates decreased by a larger percentage than did the estimates of
the standard errors. From the over-all results it is quite obvious that very
little efficiency has been gained using the two-stage procedure.

The two-stage Aitken estimates can also be used to estimate equations of
different industries simultaneously, It may be, for example, that a random
disturbance for a given month whic"(l affects the residual of eq. {(3.9) or
{1.2)" in a specific way for one industry will also affect the residual of eq.
(3.9Y or (7.2)" for another industry in a similar way, Economy-wide distur-
bances, for example, may affect different industries in a similar manner.
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For the work here not all of the equations of the seventeen industries could be
estimated simultaneously because different periods of estimation were used
for different industries, but three sets of industry equations were estimated
using the two-stage Aitken estimator. In the first set egs. (3.9Y and (7.2)
for the Tobacco industries 211 and 212 (giving a total of four equations)
were estimated simultaneously; in the second set eqs. (3.9) and (7.2)' for
the Apparel industries 231, 232, and 233 (giving a total of six equations)
were estimated simultaneously, and in the third set egs. (3.9) and {7.2)
for the Primary Metals industries 332 and 336 (giving a total of four equa-
tions) were estimated simultaneously. The gain in efficiency should be greater
for these estimates than for the ones presented in tables 9.5 and 9.6 since the
independent variables in the different industry equations are different except
for the time-trend and unemployment-rate variable.

Tasre 9.7

Correlation between the residuals of eq. (3.9Y or egq. (7.2) for one indusiry and the residuals
of eq. (3.9) or eq. {7.2Y for another indusiry

211 eq. (7.2Y 212 eq. (3.9Y 212 eq. (727
21t eq. 3.9y 168 07 04

136 obs. 211 eq. {712y 02 28
212 eq. {3.9Y 228

23leq.  232eq.  232eq.  233eq. 233 eq.

(7.2y (3.9Y 7.2y 3.9 7.2y
231 eq. (3.9Y 328 26 03 07 —01
231 eq. (7.2 7 32 20 57
136 obs. 232 eq. (3.9Y 565 22 .00
232 eq. {7.2Y 16 19
233 eq. (3.9Y 092
332 eq. {7.2Y 336 eq. (3.9Y 336 eq. (7.2
332 eq. (3.9Y 24w 41 06
170 obs. 332 eq. (7.2) 14 60
136 eq. (3.9Y 1e

& Same as that given in table 9.4.

With respect to the correlation of the residuals in the different equations,
the correlation coefficients are presented in table 9.7, All but one of the
coefficients are positive, as expected. For the Tobacco industries the corre-
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Parameter estimates for eq. (3.9Y using the two-stage Aitken estimator for three sets of industry groups
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= < alogH & 1000p  fa il Fo i1 Po 3 Ba s 23
211 136 777 —.133 —.051 089 030 .043 —.005
(3.85) (5.87) (3.22) (4.60) (237 (5.00) (0.34)
212 136 —.635 —.108 —.038 054 .155
@In @IS (1.5 (472 (7.80)
231 136 —.59% —.17 {081 023 052 24 021 055 032 —.008
(4.53) (443 (278 (2490 (348 (407 (LO0)  (3.65)  (3.30) (0.48)
232 136 ~-.529 —.094 —.060 021 113 076 047 012
615 (622  (3.34) (3.59) (9648 (609 . (5.1 (1.76)
233 136 078 018 064 137 144 -
047 (060 (123 (6.6%) (608
332 170 —.666 112 044 158 050 059 041 033
(828) (825  (1.98) (7.92) (G6D @8 (350 (29
336 170 —.597 - 102 - 011 085 146 084 089 074 045 020
(5.29) {5.26) (0.46) {4.80) ©.13) (4.86) (6.07) (5.82) (3.63) (1.75)
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t-statistics are in parentheses,
= . - . . +
a ¢ is the coefficient estimate of log ¥Ya;-1 — log Ya:1s under the non-perfect expectational hypothesis,
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Parameter estimates for eq. (7.2Y using the two-stage Aitken estimator for three sets of industry groups
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2i1 136 1.612 —.354 —.627 034 489 0068
(3.86) (543 (8.45) (0.63) (9.04) 0.68)
212 136 2621 —.159 —.551 113 243 —.0177
(706 (384 (154 (281)  (B.6D) (2.48)
231 136 909 - 219 —.362 030 127 030 036 027 —.013 —.0083
@80 (.19 (759 096 (481 (L) (272 (3.19) ©90)  (1.40)
232 136 1.255 —.111 —-.314 010 106 076 062 038 —.0097
@79) (560 (7.40)  (038) (665 (457 (505 (401 (2.39)
233 136 3.291 —.068 —.627 —.043 079 —.0052
(842) (285 (887  (097) (452 (©.65)
332 170 977 —.095 —.249 059 .16 025 .038 037 020 -.0120
(5.53) {6.9% (7.58) (3.07) (7.58) (2.28) {4.03) (4.14) (2.67 3.76)
336 170 1.869 —.024 —.326 045 076 027 021 029 -.0139
(7.02) 2.048) (7.17) (2.72) (5.83) {2.65) (2.36) (3.94) (5.06)

t-statistics are in parentheses.

a § is the coefficient estimate of log Yat-1 — log Yar—1s under the non-perfect expectational hypothesis,
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lation between the residuals of eq. (3.9)" for 211 and the residuals of eq.
(3.9) for 212 is .07, and for eq. (7.2)" the correlation is .28. For the Apparel
industries the correlation is .26, .07, and .22 respectively between the residuals
of eq. (3.9) for 231 and 232, 231 and 233, and 232 and 233; and the corre-
lation is .32, .57, and .19 respectively between the residuals of eq. (7.2) for
231 and 232, 231 and 233, and 232 and 233, For the Primary Metals industries
the correlation between the residuals of eq. {3.9) for 332 and 336 is .41, and
for eq. (7.2) the correlation is .60, It appears from table 9.7 that there is
more correlation among the residuals in the Primary Metals industries than
in the other two industry groups.

In tables 9.8 and 9.9 the results of estimating the three sets of industry
equations using the two-stage Aitken method are presented: in table 9.8
the results for eq. (3.9) and in table 9.9 the results for eq. (7.2). These
results are directly comparable with the ordinary least squares results in
tables 4.3 and 7.2. Comparing the results in tables 9.8 and 9.9 with those in
tables 4.3 and 7.2, three conclusions seem to emerge. The estimates are
changed more here than they were in tables 9.5 and 9.6, which is as expected,
although the extent of the change for ecither the coefficient estimates or the
standard errors is not very greal; the estimates for the hours equation have
been changed more than the estimates for the workers equation; and there
is a tendency, especially in the Apparel and Primary Metals industries, for
the size of the coefficient estimates to decrease in absolute value, From the
over-all results the gain in efficiency does not appear to have been very
large using the two-stage Aitken estimator, and none of the conclusions
reached in the previous chapters appears to need changing from the results
achieved here.

9.4 A comparison of the short-run demand for workers across industries

So far very few across industry comparisons have becn made from the
results presented above. The model of the short-run demand for workers
developed in ch. 3 was estimated for seventeen three-digit manufacturing
industries, and the results were consistently good for all of the industries.
The size of the parameter estimates do differ from industry to industry,
however, and the purpose of this section is to examine whether any of these
differences across industries can be explained. Attention will be concentrated
on the estimate of the coefficient y, of log ¥, — log ¥, _, presented in
table 4.3 for each industry. This coefficient is a measure of how strongly
firms react, other things being equal, to current changes in output: the
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larger v, is the larger is the percentage change in the number of workers
employed corresponding to a given percentage change in output. Three
hypotheses will be tested regarding the size of y, for an industry. The first
hypothesis is that the size of y, for an industry is related to the amount of
specific training required in the industry; the second hypothesis is that the
size of y, is related to the degree of unionization in the industry; and the
third hypothesis is that the size of y, is related to the average wage level
in the industry.

With respect to the first hypothesis that the size of y, for an industry is
related to the amount of specific training required in the industry, one would
expect the size of 7, to be inversely related to the amount of specific training
required. If the amount of specific training is high, for example, one would
expect the short-run employment reaction to be smaller than otherwise
since firms will presumably be more reluctant to lay off workers for fear
of not being able to hire them back when they are needed and of having to
train new workers. From the work of Eckuaus (1964) data are available for
1930 on specific industry training requirements in number of years required
for most of the industries considered in this study.” In order to use these data
the Apparel industries 231, 232, and 233 had to be grouped together, as
did the Tobacco industries 211 and 212. Some of the other data on training
requirements were for industries slightly more aggregated than the three-
digit industries considered in this study, but these data were used as proxies
for the unavailable three-digit industry data. For the industries which were
grouped together, a weighted average of the estimates of y, was taken to
represent the grouped industry reaction, the weights being the number of
production workers employed in each industry in 1958 as a percent of the
total number of production workers employved in the group in 1958. There
were a total of fourteen observations. The data for these fourteen industries
areg presented in table 9.10.

The Kendall Tau rank correlation coeflicient was calculated using the
fourteen observations presented in table 9.10. The coefficient was — .30,
which is of the expected negative sign (the larger the amount of specific
training required the smaller the employment reaction to current output
changes) and which is significant at the ten-percent confidence level but
not at the five-percent level, There is thus some slight indication from this

1 HamerMESH (1967) has also used these data and the data on unionization described
below in a comparison of industry behavior.
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TasLe 9.10

Estimates of yo and of the amount of specific training required for fourteen industry groups

Estimate or weighted estimate  Specific training required

industry or industry group of vo {from table 4.3) in years
201 265 73
207 262 70
211and 212 118 63
231,232 and 233 141 .64
242 218 78
271 W20 2,99
301 053 .97
311 190 79
3i4 322 .35
324 224 - 1.05
331 184 1.23
332 172 1.15
336 164 1.24
341 182 1.26

rather small sample that those industries which have higher specific training
- requirements have lower employment reactions.

With respect to the second hypothesis that the size of y, for an industry
is related to the degree of unionization in the industry, one would expect
the size of 74 to be inversely related to the degree of unionization. Highly
unionized industries may have less freedom of action regarding short-run
employment decisions, and they may thus react less to current output
changes than industries which have less union pressure. From a study by
Douty (1960) data are available at the two-digit industry level for 1958
on the percent of workers employed in establishments in which the majority
of workers are unionized. In order to use these data, the three-digit industries
considered in this study had to be grouped into their respective two-digit
industries by weighting the estimates of y, in the manner described above.
This meant grouping the Food industries 201 and 207 together, the Tobacco
industries 211 and 212 together, the Apparel industries 231, 232, and 233
together, the Leather industries 311 and 314 together, and the Primary
Metals industries 331, 332, and 336 together. This gave a total of ten groups
for which weighted estimates of y, and figures on the percent of workers in
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Taprs 9.11

Estimates of vo and of the percent of workers employed in establishmenis in which the
majority of workers are unionized for ten industry groups

Estimate or weighted estimate

Industry or industry group of yo (from table 4.3) Percent
201 and 207 264 68.1
2iland 212 118 62.6
231,232 and 233 141 5.7
242 218 43.8
271 120 : 63.3
ot 055 80.6
311 and 314 304 49.3
324 224 71e
331, 332 and 336 180 88.6
k&Y .182 : 706

establishments in which the majority of workers are unionized were available.
The data for these ten industry groups are presented in table 9.11.

The Kendall Tau rank correlation coefficient was calculated using the
ten observations presented in table 9.11. The coefficient was —.20, which
is of the right sign (the larger the degree of union pressure the smaller the
employment reaction to current output changes) but which is not significant
at even the ten-percent level, The hypothesis that the degree of unionization
and the size of the employment reaction are inversely correlated, therefore,
is not confirmed from the test. The test is based on only a small number of
observations, however, and any conclusion must remain tentative,

With respect to the third hypothesis that the size of v, for an industry is
related to the average wage level in the industry, the expectation as to whether
the size of 7, should be positively or negatively related to the average wage
level is not unambiguous. On the one hand, a high wage level means that
it is expensive to hold excess labor, and this may lead to a larger reaction to
current output changes. On the other hand, a high wage level means that
the workers are likely to be more skilled and perhaps more specifically
trained, and this may lead to a smaller reaction to current output change
since firms may be reluctant to lay off these workers for fear of not being
able to get them back when they are needed again,

Average vearly wage levels are available for the seventeen three-digit
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industries considered in this study from the us DEpARTMENT OF COMMERCE
(1967b}, and these data were collected for the year 1958, There were thus a
total of seventeen industries for which observations on the size of Yo and
on the average wage level were available. These observations are presented
in table 9.12,

TaBLE 3,12

Estimates of yo and of the average wage level for the seventeen indnstries

Industry Estimate of ya Average wage level
{(from table 4.3) for 1958
201 265 2.18
207 262 1.68
211 086 ) 2.08%
212 154 ) 1.40
231 a7 1.74
232 118 1.29
233 164 1.41
242 218 1.59
271 J20 2.80
301 055 292
311 190 2.10
314 322 1.56
324 224 245
331 184 310
332 112 241
336 164 2.39
341 182 2.65

The Kendall Tau rank correlation coeflicient was calculated using the
seventeen observations presented in table 9.12. The coefficient was ~.07,
the sign of which implies that a high wage level corresponds to a smaller
employment reaction. The coefficient is not significant at even the ten-
percent confidence level, however, and there seems to be little relationship
between the average wage level in an industry and the employment reaction
in the industry.

In summary, then, the size of an industry’s employment reaction to
current output changes appears to be inversely related to the amount of
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specific training required in the industry, but does not appear to be related
to the degree of union pressure nor the average wage level in the industry.
Since the results were based on very small samples, however, and the tests
using simple rank correlations were rather crude, the conclusions reached
here must remain very tentative.



CHAPTER 10

THE SHORT-RUN DEMAND
FOR NON-PRODUCTION WORKERS

10.1 Introduction

This study has been chiefly concerned with explaining short-run fluctuations
in the number of production workers employed and the number of hours
paid-for per production worker. It is the purpose of this chapter to examine
briefly the short-run fluctuations in the number of non-production workers
employed to see whether the short-run demand for non-production warkers
is influenced by any of the same factors which influence the short-run demand
for production workers. An equation similar (o (3.9) is derived and estimated,
and the results are compared with those in table 4.3 for production workers.

KUl (1965b), DHrYMES (1966), and others have observed that non-
production workers are probably more like a fixed factor in the short run
than are production workers, and this seems to be confirmed for the seventeen
industries considered in this study from an examination of time series plots
of the number of non-preduction workers employed. For almost all of the
industries the short-run fluctuations in the number of non-production
workers employed were guite small; most of the plots were characterized
by relatively smooth upward trends. These results suggest that non-production
workers are indeed more like a fixed factor in the short run, and the purpose
of this chapter can be looked upon as trying to determine whether the
small short-run fluctuations in the number of non-production workers
emploved are subject to any systematic tendencies at all.

10.2 The model

The model developed and tested here for ndn-production workers is essenti-
ally the same as the model developed in ch. 3 for production workers. The
change in the number of non-production workers employed is taken to be
& function of the amount of excess (non-production} labor on hand, past
changes in output, and expected future changes in output. Let &, ,, denote
the number of non-production workers employed during the second week
of month ¢t and N7, the desired number employed for that week. Then the
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basic equation determining the shor{-run demand for non-production workers
is taken to be

log N,,,, — log N3, o1 = a,(log Ny — log Ngw:—])
+ z Billog Yp,—; — log Y, i)
i=1
+ yollog Y3, — log Y5, _4) (10.1)

+ Z vi{log Yi s — 108 ¥Vier— 1)

i=1

Eq. (10.1) is the non-production workers analogue to eq. (3.9). As before,
the past change in output variables are added to help depict the reaction of
firms to the amount of excess labor on hand. log N, — log N4, _| is
taken to be the measure of the amount of excess non-production labor on
hand during the second week of moenth t — 1.

Eq. (10.1) cannot be estimated the way it is since many of the variables
are not directly observed. As before, the {observed) average daily rate of
output for the month, ¥, can be used as a proxy for the (unobserved) amount
of output produced during the second week, Y., and the equation can be
estimated using one of the expectational hypotheses discussed in ch. 3.
This stilt leaves N2, unobserved in the equation, however, and some
approximation to it must be found. Ng,,., was constructed in a manner
similar to that used for the construction of Mg, ., in ch. 3, except that one
additional assumption had to be made due to lack of data on the number
of hours paid-for per non-production worker.

Let H7,,, denote the average number of hours worked per non-production
worker during the second week of month ¢, The short-run production function
postulated in eq. (3.5} is now expanded to include non-production workers,
and the assumptions of constant returns to scale and no substitution possi-
bilities among the number of non-production workers, the number of
production workers, and the namber of machines are made. The production
function is thus postuiated to be

YZwt = min{% wtlwlwa?.wt’ .IBZWtKZthé(wta ?Zth2th§ivt}' (102)

Ny HY,, in eq. (10.2) is the total number of non-production worker hours
used in the production of Y,,,. The 2wt subscripts on the parameters x,
B, and y indicate that these parameters may be a function of time. Indeed,
o3, was assumed in ch. 3 to move smoothly through time from peak to
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peak of the output per paid-for man-hour series. In the production function
(10.2) non-production workers are treated in a manner exactly analogous
to that for production workers. It is assumed that for any one period of
time a given number of non-production wotker hours is reguired to produce
the output of the period. The production process is thus rather broadly
defined to include managerial, clerical, sales, and other “non-production”
activities.

The assumption that non-production worker hours enters as an input
in the production function in an analogous manner as production worker
hours may not be realistic. It may be, for example, that in the short run an
increase in output requires little or no increase in the number of non-
production worker hours and that a decrease in output does not reduce the
number of non-production worker hours required. In other words, in the
short run the number of managerial and clerical hours required in the
production process may not be directly proportional to the amount of
output produced. Remember, however, that it is non-production worker
hours which 1s under discussion and not non-preduction workers alone. A
secretary sitting at her desk doing nothing is not considered to be working
unless, for example, she is also a receptionist and must be at her desk at all
times. If she is not also a receptionist, then when work is slow (due, say,
to less output being produced) and she has nothing to do during part of the
day or week, her work could presumably be scheduled so that she needs to
be at work only part of the day or week. Only her actually working {non-
idle} hours are counted in N, HY ., in (10.2). The assumption that non-
production worker hours enters as an input in the production funetion in
the manner specified in (10.2) thus requires that there be no receptionist type
workers whose hourly work 1s not directly related to the amount of cutput
produced. To the extent that there are a lot of these types of workers, the
assumption that N,,,f5,, enters the production function as specified in
(10.2) is unrealistic, and the construction of the excess (non-preduction)
labor variable below, which is based on (10.2), is inaccurate.

Data on ¥,,,, are available, but unlike for production workers, data are
not available on the average number of hours paid-for per non-production
worker. Consequently, output per paid-for (non-production) man heur could
not be plotted and interpolated as was done for production workers. For
present purpose something slightly different was thus done. Output per
non-production worker employed, ¥;,/N;,,, was plotted for each industry
for the 1947-1965 period. (Note that ¥, was used as the output variable
as a proxy for ¥,,..) At each of the peaks of this series for each industry
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it is assumed that the number of hours worked per non-production worker,
HY,,,, is equal to the same constant, denoted as H". Remember that for
production workers it was assumed that at the peaks of the output per paid-
for man-hour series the number of hovrs worked per production worker
equals the number of hours paid-for per production worker, whereas here
the rather stronger assumption is made that at each of the peaks of the output
per non-production worker series the number of hours worked per non-
production worker is the same.’

Using eq. (10.2) and the above assumption, an estimate of vy, HY is
available at each of the peaks:

Voo H" = Yal Ny _ (10.3)

These values of v,,.,H" were then interpolated from peak to next higher or
lower? peak in a manner similar to that done for «,,, in ch. 3. From these
interpolations estimates of y,,,H" are then available for each month of
the nineteen-year period.

Let HSY,,-; denote the standard number of hours of work per non-
production worker for the second week of month t — 1. Analogous to
eq. {3.7) for production workers, N%,_, is assumed to be

Niwi-1 = Nowee tHwem 1 [HS 215 (10.4)

and analogous to eq. (3.11) for production workers, HS%,,_; is assumed
to be a constant or a slowly trending variable:

HSY . = He“, (10.5)

Eq. (10.4) states that the desired number of non-production workers employed
for the second week of month ¢+ — 1 is equal to the number of non-production
worker hours reqguired in the production process for that week divided by
the standard number of hours of work per non-production worker.

1 For ease of exposition no distinction is made in this chapter between employed and
non-idle non-produciion workers, as was made for production workers in ch. 3. Only for
the interpolations is this distinction important, and here it must be assumed that there
are no completely idle workers at the interpolation peaks.

2 Tn some industries the trend in Yee/New: was downward - output per non-production
worker decreasing through time — and for these industries the interpolation lines were
slowly decreasing,
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The above assumptions are now sufficient for the estimation of eq. (10.1).
The excess labor variable in the equation becomes

oy (log Npy,—y — log Ngwtm)
= ;{108 Npue—y — 10g Nppyoy — log Hy oy + log HSY,,_ () [from(10.4))
= a,(—log ¥,y + [0g Y21 + log Nyye—y + log HSZ,,_,) [from (10.3)]
= o, (108 Nayyy—y — 108 Yoy + 108 Y201 + log HY —log H¥ +log HSY,._ )
= oy (l0g Nypyoy — 108 Yoy + 108 75, Y — log HY + log HSZ,, ;)
= o,(log Ny, 1 — log Yy + 10g v, H") — o log HY

+ o, log H + apt [from (10.5)1.

{ 10.6)

Since data on Y., and N,,,.; are available, data on the expression in
parentheses in the last line in (10.6) are available (remember that data on
72 H" are available from the interpolations), and —a, log HY + =, log H

in (10.6) can be absorbed in the constant term in eq. (10.1). Using (10.6)
and Y, as a proxy for Y5, eq. (10.1) becomes

log N3, — log Ny —q = a,{log N3, ~ log Y;;it—-_lm_{" log Yz2uwe-1 HY)
+ (%, log H — a; log HY)

+ ot + Z Bog Yy — log Yuioy)
p=1
+ Yollog Y3 — log Yy}
n

+ > og Yius = 108Vhes- ) (101
im=1
Eqg. (10.1) is now in a form in which it can be estimated, given some as-
sumption about how expectations are formed,

10.3 The results

For each industry, the expectational hypothesis which gave the better
results for the production workers equation (see table 4.3) was assumed to
be the correct one for that industry and was used in the estimation of
equation (10.1Y for non-production workers. As was done for production
workers, the past output change variables were carried back and the expected
future output change variables were carried forward until in general they
lost their significance, The current output change variable was included
even if it was not significant, however, and a few of the expected future
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output change variables which were included in the final equation were not
significant. The same periods of estimation were also used here as were used
for production workers.

The results of estimating eq. (10.1)" for each of the seventeen industries
are presented in table 10.1. The coefficient § denotes the coefficient of log
Yi,-1 — log ¥, 5 for those industries for which future output expectations
were significant and for which the non-perfect expectational hypothesis
was used.

For all seventeen industries the estimate of the coefficient «, of the excess
labor variable is negative, and for all but four industries - 212, 231, 232,
and 233 - it is significant. The amount of excess non-production labor on
hand does appear to be a significant factor in determining short-run changes
in the number of non-production workers employed. Regarding the con-
struction of the excess labor variable, for every industry the estimate of the
constant term is positive, which combined with the fact that the estimate
of ¢, is negative for every industry implies that the number of hours worked
per non-production worker at the interpolation peaks, H¥, is greater than i
(the standard number of hours of work per non-production worker less
trend). This seems to be consistent with the above construction, since at the
peaks (which are generally peaks in output as well) the number of hours
worked per worker is likely to be greater than the standard number.

For all but industry 271 the estimate of the coefficient v, of log ¥§, —
log Y,,_4 is positive, but it is only significant for eight of the industries. For
every industry the size of the estimate of y, is smaller for non-production
workers than it is for production workers in table 4.3. These results suggest
that at least in some industries short-run changes in the number of non-
production workers employed respond to current output changes, but that
the tendency is much less pronounced here than it was for changes in the
number of production workers employed.

Only for 201 and 242 were any of the past output change variables signi-
ficant. These variables do not appear to be a help in depicting the reaction
of firms to the amount of excess non-production labor on hand. For a few
industries the expected future output change variables were significant, but
again this tendency is much less pronounced here than it was for production
workers.

Very little of the variance of log N,,,, — log N;,,-; has been explained
here. For all but industry 271 less than twenty percent has been explained,
and in industries like 212 and 231 none of the goefficient estimates are
significant. In about half of the industries there appears to be evidence of
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Parameter estimates for eq, {I0.1Y

=
£y
Z
4 <5
£ i
S =
z e 2
22 T W B ; 9
= g1 1000 a1z P2 Hh % £
201 192 014 —.036 — 050 033 034 004
(2.54) (2.12) (2.31) (2.16) (1.8%) ©.24)
207 136 014 —.046 044 07
{2.23) (3.60) {1.20} (2.09)
211 136 046 — 187 —.079 026 064
(3.93) (3.74) (1.36) 0.4Y (1.85)
212 136 00 —-07 — 089 064
(1.39) (1.88) a1 (1.18)
231 136 008 033 —.010 007
(1.3%) (L5D) (0.30) (0.32)
232 136 008 — 028 — 003 041
(1.53) {1.2%) .13 {281
233 136 009 —010  --022 038
(1.53) 0.64) ©.73) (2.46)
242 154 021 - 071 — 075 043 —~.035 062 044
(31 3.1 (2.52) (2.27) .62 (2.75) (210}
271 166 007 —045  — 00l —.006 001 .
4.48) (3.75) (0.113 0.63) 0.06) |
301 134 008 — 023 029 007
(2.63) (2.87) 1957 (0.61)
311 170 024 —.146 —.050 017 091
(3.49) {4.56) 1.59) ' 0.38) 2.79)
314 170 016 —064  —.0%0 080 027
(2.83) (2.80) (1.39) (3.98) (1.28)
324 187 008 —.032 016 040 019
(2.26) (2.25) 0.73) (3.17) (1.24)
331 128 003 — 060 069 023
0.52) (3.95) (1.43) (0.49)
332 170 006 —.037 008 046
A (2.81) (5.9%) (0.52) (3.26)
336 170 034 — 082 —~.124 113
(1.30 (3.80) @25 (2.30)
341 191 014 —.038 029 018 038
(2.70) (3.96) (LA (1.94) (3.90)

r-statistics are in parentheses.
® ¢ is the coefficient estimate of log Y1 — log ¥a-13 under the non-perfect expectational hypothesis,
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negative first-order serial correlation. The model developed in this study
has obviously been much less successful in explaining the short-run demand
for non-production workers than in explaining the short-run demand for
production workers. The over-ali results indicate that changes in the number
of non-production workers employed are only marginally influenced by
the same factors which influence changes in the number of production
workers employed. Remember, of course, that the variance of log N,,., —
log ¥;,..— 15 small to begin with, and the fact that only a small percentage
of this variance appears capable of being explained does not imply that
N, cannot be adequately predicted for most purposes.



B

CHAPTER 11

SUMMARY AND CONCLUSIONS

11,1 Summary

One of the objectives of this study was to provide an explanation of the
widely observed phenomenon of increasing returns to labor services or of
increasing short-run returns to scale. It was seen in ch. 2 that the basic
model of previous studies, which is based on the postulation of a short-run
production function and a lagged adjustment process, yvielded unrealistically
large estimates of the production function parameter « of the labor input
variable. These results achieved in ch. 2 using seasonally unadjusted monthly
data for the seventeen three-digit United States manufacturing industries
considered in this study were not unique to the type of data used; the same
kinds of results have also been achieved in previous studies using seasonally
adjusted quarterly data for more aggregated industry groups. Previous
studies which have not developed a model of short-run employment demand
but have examined the short-run relationship between output and output
per man hour directly have found the relationship to be positive in almost
all cases. Further results presented in ch. 3 showed that the short-run
relationship between output and output per man hour was positive in most
cases even at high rates of output, where presumably there should be very
little slack. All of these findings appear to be inconsistent with the law of
diminishing marginal productivity of classical economic theory.

The explanation of these results which was given in this study is based
on the idea that firms hold positive amounts of “excess labor” during much
of the year and that the true production function inputs are not observed.
It was contended that the observed number of hours paid-for per worker
is a poor proxy for the unobserved number of hours actually worked per
worker except perhaps at peak rates of output. If this is true, then the
properties of the short-run production function cannot be estimated from
the available data, and the estimates obtained in previous studies and the
gstimates obtained in c¢h. 2 should not be interpreted as estimates of pro-
duction function parameters.

Another objective of this study was to develop a model of the short-run
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demand for the number of workers employed. The model was based on
the idea that firms do hold both positive and negative amounts of excess
labor during much of the year, and the demand for workers was assumed
to be a function of the amount of excess labor on hand and of expected
future output changes. The model was not derived from the rainimization
of a short-run cost function, but it did rely heavily on the idea that there
are serious costs involved (including such things as worker morale problems)
in changing the size of the work force in the short run, There have been
many reasons put forth as to why these adjustment costs are likely to be
large, some of which were listed in § 3.4. In the model developed here the
firm was conceived as attempting to smooth the fluctuations in its work
force relative to fluctnations in output under the constraint that holding
either positive or negative amounts of excess labor is costly.

Before the model could be estimated and tested, the amount of excess
labor on hand had to be measured, and assumptions about how expectations
are formed had to be made. Much of ch. 3 was concerned with these two
points. The amount of excess labor on hand was defined to be the (logarith-
mic) difference between the actual number of workers employed and the
desired number, where the desired number of workers emploved was assumed
to be equal to total man-hour requirements divided by the standard number
of hours of work per worker. In order to get an estimate of man-hour require-
ments, assumptions about the properties of the short-run production func-
tion had to be made, since the properties could not be estimated because
the appropriate data were not available. The shost-run production process
was assumed to be of such a nature that a fixed number of workers is
requited per machine and that there are constant returns to scale both with
respect to changes in the number of workers and machines used and with
respect to changes in the number of hours worked per worker and machine.
In other words, the short-run production function was assumed to be one
of fixed proportions,

Using these assumptions, estimates of man-hour requirements were made
by interpolating plots of output per paid-for man hour from peak to next
higher peak, assuming that at the peaks output per paid-for man hour
equals output per worked man hour so that an estimate of the production
function parameter « of the Jabor input variable is available at each of the
peaks, assuming that @ moves smoothly through time from peak to peak,
and then using the estimates of ¢ and the data on output to compute estimates
of man-hour requirements. Assuming that the standard number of hours
of work per worker is a smoothly trending variable, estimates of the desired
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number of workers employed were then available, and so from these esti-
mates and the data on the number of workers employed, estimates of the
amount of excess labor on hand were available. It was shown in ch. 3 that
the logarithmic difference between the number of workers employed and
the desired number is equal to the logarithmic difference between the
standard number of hours of work per worker and the actual number of
hours worked per worker. The amount of excess Iabor on band can thus
be looked upon in two different ways. No direct verification of the accuracy
of the estimates of the amount of excess labor on hand could be made, and
only the indirect verification of how well the over-all model performs was
available.

With respect to the assumptions about how expectations are formed,
two basic expectational hypotheses were proposed and tested. One of the
hypotheses was that expectations are perfect, that firms are quite accurate
in forecasting the amount of output they are going to produce over the
next few months. The other hypothesis was that firms expect output in 2
future month to be what output was during the same month of the previous
vear, adjusted by a factor to take into account whether output has been
increasing or decreasing in the current year relative to the previous year.
Again, no direct verification of these hypotheses was available, but only
how well each of them does when used in the estimation of the over-all
model.

The results of estimating the model using the estimates of the amount of
excess labor on hand under the different expectational hypotheses were
presented in ch. 4. The model was estimated using seasonally unadjusted
monthly data for seventeen three-digit United States manufacturing in-
dustries. There are strong reasons for using seasonally unadjusted data
when estimating models which are based either directly or indirectly on a
production function, and the use of monthly as opposed to quarterly data
has obvious advantages in a study of short-run behavior. Likewise, the
use of three-digit industry data should lessen the problems of aggregating
vastly dissimilar firms. The results presented in ch. 4 appeared to be an
important confirmation of the model. The results indicated rather strongly
that both the amount of excess labor on hand and the time stream of
expected future output changes are significant determinants of the short-
run demand for workers, and the model produced substantially better fits
than did the basic model of previous studies. The excess labor variable
definitely appeared to be significant in its own right and not merely because
it is of the nature of a lagged dependent variable. With respect to the expecta-
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tional hypotheses, the perfect expectational hypothesis gave somewhat better
over-all results than did the hypothesis which assumed perfect expectations
for the current level of output but non-perfeet expectations for the future
levels of output. The latter gave slightly better results for six of the fourteen
industries where future output expectations were significant, however, and it
was chosen to be used for these industries.

In ch, 5 various hypotheses regarding the short-run demand for workers
were developed and tested, and for the most part they were rejected. Briefly,
the previous level of hours paid-for per worker did not appear to be a
significant determinant of the short-run demand for workers, which was as
expected; the behavior of firms did not appear to be different during general
contractionary periods of output or during general expansionary periods of
cutput from what the model predicted it should be; the reaction of firms
to the amount of excess labor on hand appeared to be adequately specified
in the model, as tests of more complicated reaction behavior did not yield
significant results; and the behavior of firms did not appear to be different,
other things being equal, at high rates of output than otherwise. The one
hypothesis which had some evidence in its favoer was the hypothesis that
in tight labor markets fluctuations in the number of workers employed are
damped and that in loose labor markets the fluctuations are increased,
although the evidence on this score was not strong.

In ch. 6 the question of whether production decisions should be assumed
to be exogenous in a study of short-run employment behavior was examined.
The Holt, Modigliani, Muth, and Simoen (gMms} model, which treated sales
instead of production as exogenous and which was based on the minimization
~ of a short-run cost function, was introduced, and it was seen to be based
on an unrealistic approximation to overtime costs. An alternative model
to the one developed in ch. 3 was developed which incorporated the HMMS
idea that sales rather than production should be treated as exogenocus but
avoided their overtime cost approximation. These models were estimated
using data on shipments and inventories for four of the seventeen industries,
and the alternative model developed in ch. & produced better results than
the HMMs model, as expected, but neither of the models produced results as
good as the results achieved using the model developed in ch. 3 in which
production was assumed to be exogenous, Similar results were also achieved
using Bureau of Census data. The major conclusion of ch. 6 was thus that
models which specify a one-way causality from decisions on production
to decisions on employment appear to be more realistic than models which
assume that production and employment decisions are made simultaneously.
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In ch. 7 a model of the short-run demand for the number of hours paid-
for per worker was developed and estimated. Because of the properties
assumed about the short-run production function, once the change in the
number of workers employed has been determined, the change in the number
of hours worked per worker is automatically determined. This, however,
does not mean that the change in the number of hours paid-for per worker
is then determined as well. The model of the short-run demand for hours
paid-for per worker was based on the idea that with respect to such things
as worker morale problems firms view short-run fluctyations in the number
of hours paid-for per worker in a similar manner as they view fluctuations
in the number of workers employed and thus that many of the same factors
which influence the short-run demand for workers are also likely to influence
the short-run demand for the number of hours paid-for per worker. Reasons
were also advanced as {o why the difference between the number of hours
paid-for per worker and the standard number of hours of work per worker is
likely to be a significant factor in determining the short-run demand for
hours paid-for per worker, and why the condition of the labor market is
likely to be a significant factor as well.

The short-run demand for the number of hours paid-for per worker was
thus taken to be a function of the amount of excess labor on hand, the time
stream of expected future output changes, the difference between the past
level of hours paid-for per worker and the standard number of hours of
work per worker, and the degree of labor market tightness as measured by
the unemployment rate. The unemployment rate variable was added on the
hypothesis that in tight labor markets an added inducement to keep workers
from looking for other jobs is to keep the number of hours paid-for per
worker high, while in Toose labor markets less of this kind of inducement is
needed.

The results of estimating the model were quite good. The amount of
excess labor on hand definitely appeared to be a significant determinant of
the shott-run demand for hours paid-for per worker, as did the amount by
which the past level of hours paid-for per worker differs from the standard
number of hours of work per worker. The current output change variable
was highly significant, as in many cases were the expected future output
change variables, and the unemployment rate variable appeared to be
significant as well, Two further hypotheses regarding the short-run demand
for hours paid-for per worker were developed and tested, and neither one
appeared to be confirmed. The change in the number of hours paid-for
per worker did not appear to be different than the model predicted it should
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be when it also equaled or nearly equaled the change in the number of hours
worked per worker, and it did not appear to be different during general
expansionary periods of output or during general contractionary periods
of output than the model predicted it should be

Comparing the demand for workers and the demand for hours paid-for
per worker in ch. 8, it was seen that the reaction of firms to the amount
of excess labor on hand (with respect to changing the number of workers
employed) is smaller than the reaction of firms to the amount by which
the level of hours paid-for per worker differs from the standard number of
hours of work per worker (with respect to changing the number of hours
paid-for per worker). It was also seen that expected future changes in output
are more significant in determining the short-run demand for workers than
in determining the short-run demand for hours paid-for per worker, which
was as expected.

The equation determining the change in total man hours paid-for can
be derived by adding the equations determining the change in the number
of workers employed and the change in the number of hours paid-for per
worker, and the results of adding the two estimated equations together were
presented in ch. 8. It was seen from these results that firms react more
strongly in changing total man hours paid-for when the number of hours
paid-for per worker differs from the standard number of hours of work
per worker than when the number of workers emploved differs from the
desired number of workers employed. This was seen to mean that the
reaction of firms to the amount of “excess man hours” on hand (man hours
paid-for less man-hour requirements) depends on how the amount is distri-
buted between the amount of excess labor on hand and the amount by which
the number of hours paid-for per worker differs from the standard number
of hours of work per worker.

The economy-wide implications of the results achieved in this study were
described in § 8.4, and since this was a summary in itself, it will not be
summarized further. The implications for what should happen during
economy-wide contractions and expansions did appear to be consistent with
the results obtained by Hultgren and others.

In ch. 9 some further statistical results were presented. The workers
equation and the hours paid-for per worker equation were examined for
first-order serial correlation of the residuals. There was no evidence that the
residuals of the workers equation were serially correlated, but there was some
evidence that for a few industries the residuals of the hours paid-for per
worker were serially correlated, with negative first-order serial correlation
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being more pronounced than positive serial correlation. None of the con-
clusions reached in chs. 7 and 8 regarding the hours paid-for per worker
equation or the total man-hours paid-for equation was modified for these
industries, however, and for the majority of the industries serial correlation
did not appear to be a problem for the hours paid-for per worker equation
either.

The possible correlation of the residuals of the workers equation with those
of the hours paid-for per worker equation for each industry was examined
in ch. 9, as well as the possible correlation of the residuals of the workers
or hours equation of one industry with those of the workers or hours equation
of another industry. These correlations were positive, as expected, and in an
attempt to achieve more efficient estimates, the equations were estimated
using the two-stage Aitken estimator developed by Zellner. There was very
little gain in efficiency when the Zellner technigue was used to estimate the
workers and hours equations together for each industry, which was as
expected since the number of different independent variables in the two
equations was small. The gain in efficiency appeared to be greater when
the technique was used to estimate the equations of different industries
together, although even here the gain was not substantial. None of the
conclusions reached in earlier chapters needed modification from the resulis
achieved using the two-stage Aitken estimator,

Finally in ch. 9 a comparison of the short-run demand for workers across
industries was made using the estimates presented in table 4.3 as a starting
point, The size of an industry’s employment reaction to current output
changes appeared to be inversely related to the amount of specific training
required in the industry, but it did not appear to be related to the degree of
union pressure in the industry nor to the average wage level in the industry.
All of the results were based on small samples, however, and not too much
reliance should be put on the conclusions.

Short-run fluctuations in the number of non-production workers employed
are guite small, but in ch. 10 a model similar to the model developed for
production workers was developed for non-production workers to see if
the small short-run fluctuations in the number of non-production workers
employed could be explained by any of the same factors which explain
fluctuations in the number of production workers employed. The short-run
demand for non-production workers was assumed to a function of the
amount of excess non-production labor on hand and of expected future
changes in output. The empirical results suggested that the amount of
excess non-production labor on hand is a significant determinant of the
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change in the number of non-production workers employed and that the
current and expected future changes in output in some industries are
significant as well. The change in the number of non-production workers
employed was only marginally influenced by these factors, however, and
for most industries only a small percentage of the variance of this series was
explained.

11.2 Concluding remarks

In conclusion, it should be emphasized that in this study an attempt was
made to explain the short-run fluctuations in the number of workers employed
and the number of hours paid-for per worker and to explain how the number
of workers employed, the number of hours paid-for per worker, and the
number of hours worked per worker are related to each other in the short
run, but that no attempt was made to develop a model which was capable
of predicting these variables ex anie. In order to use the model of the short-
run demand for workers developed in this study for prediction purposes,
for example, it would be necessary to know the expected future changes in
output in advance, and at least for those industries in which expectations
appear to be quite accurate (and not based merely on past cutput behavior)
this would require knowledge of the industry which an economic forecaster
(as opposed to an individual manager in the industry) does not have at his
disposal. Also, in this study an effort was made to use as disaggregate and
homogeneous a body of data as possible to lessen the problems of aggregating
vastly dissimilar firms, but to forecast aggregate employment from the
three-digit industry level would be a tremendous task, even if all of the
necessary data were available. For forecasting aggregate employment more
aggregated data would have to be used.

Nevertheless, if the model developed in this study can be taken to be a
valid representation of the structure of the employment sector of the economy
with respect to short-run fluctuations in the number of workers employed
and the number of hours paid-for per worker, then the information contained
in this model should be of considerable use to someone attempting to develop
an aggregate forecasting model of the employment sector of the economy.
It was seen in § 8.4, for example, that the model developed in this study
provides an explanation of the relationship between seasonally adjusted
output and seasonally adjusted output per paid-for man hour which has
been observed by Huligren and others during economy-wide contractions
and expansions,
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In this appendix the basic sources of data are given and the adjustments
which were made in the data are described. First, the data sources and
adjustments which were common to nearly all of the seventeen industries
are discussed, and then each industry is discussed individually.

All of the data which were used in this study were monthly data, seasonally
unadjusted. The basic time period considered was 19471965,

For all of the industries the data on the number of production workers
employed during the second week of month ¢, M,,,,, on the average number
of hours paid-for per production worker during the second week of month
t, HP,,,, and on the number of non-production workers (all employees
minus production workers) employed during the second week of month 7,
Ngy,,» were taken from the Bureau of Labor Statistics (BLs) publication,
Employment and Earnings Statistics for the United Stares 1909-65. No adjust-
ments were made in any of these data.

The data on the unemployment rate during the second week of month ¢,
s for both the durable goods and non-durable goods industries were
unpublished and were obtained directly from the BLs for the 1948-1965
period. The mean of U,,, for the 1948-1965 period, denoted as U in the
text, was 35.30 for the durable goods industry and 5.42 for the non-durable
goods industry.

The dummy variable D,, which was set equal to one during contractions
and zero otherwise, was constructed using the monthly peaks and troughs
as defined by the National Bureau of Economic Research (MBer). The
NBER peak and trough months were taken from the July 1967 issue of
Business Cycle Developments of the Department of Commerce,

For all of the industries except 301 and 324, the data on the average daily
rate of output for month ¢, Y, were taken from the Federal Reserve Board
{FkrB) publication, Industrial Production 1957-59 Base, and the November
1966 supplement. These data were in index number form, with base period
1957-1959. For industry 331, Blast furnace and basic steel products, there
were two relevant ¥rB indices, the index for Blast furnaces and steel works
and the index for Steel mill products. The total index for industry 331 was
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obtained by computing a weighted average of these two indices, the weights
corresponding to the relative 1957-1939 proportions (by value added) of
the two indices in the over-all Fre index of industrial production. The
weights were .638 for the Blast furnaces and steel works index and .342 for
the Steel mill products index. For the Tires and inner tubes industry 301
the output data were taken from publications of the Rubber Manufacturers
Association (kMA), and for the Cement industry 324 the output data were
taken from publications of the Bureau of Mines. These data are discussed
under the relevant industry headings below.

For eight of the industries there were strikes involving 10,000 or more
workers during the 1947-19635 period, and as mentioned in § 4.2, adjustments
were made in the FRB output series for three of these industries, 242, 271,
and 341. These adjustments are presented under the industry headings below.

The output per paid-for man-hour interpolations discussed in c¢h. 3 and
the output per non-production worker interpolations discussed in ch. 10
were unavoidably somewhat snbjective in nature, and for reference purposes
the months which were used as “peak’ months in the interpolations are
listed below for each industry. As mentioned in § 3.6, for the beginning of
each period the interpolation line was taken to be a horizontal line from the
first month to the first peak, and for the end of each period the interpolation
line was taken to be a horizontal line from the last peak to the last month.

For industries 301 and 324 data on the stock of inventories at the end of
the month were available from publications of the RMA and the Bureau of
Mines respectively, and from these data and the above mentioned data on
production, data on shipments were constructed. (Actually, independent
shipments data were available from the rRma and Bureau of Mines. These
data did not exactly agree with the constructed shipments data because of
such things as reshipments not being netted out of the shipments series.
The two shipments series did not differ by much, however, and for each
industry the constructed shipments series was taken to be the better measure
of net shipments.) For industries 211 and 212 data on production and ship-
ments were available from publications of the Internal Revenue Service
(irs), and from these data, data on the stock of inventories were constructed
in the manner discussed in § 6.3. For industries 201, 301, 331, and 332
unpublished data on the value of shipments and value of inventories at the
end of the month were obtained directly from the Bureau of Census. From
these data, data on the value of production were constructed, The rva and
Bureau of Mines data on production and inventories and the RS data on
production and shipments are not available in a convenient summary any-
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where, and so these data are presented in tabular form below. The Bureau
of Census data are not published because of the questionable reliability
of some of the figures.

The production and shipments data which were obtained or constructed
from sources other than the Frs referred to the amount (or value) of goods
produced or shipped during the month rather than to the average daily
rate for the month. All of these figures were converted to average daily
rates for the month by dividing them by &,, the number of working days
in the month. For each of the industries &, was constructed using the FRB
estimate of the number of working days in the week for the industry. The
FRB estimates were taken from Industrial Production 1957-59 Base. If, for
example, the number of working days in the week was 514, d, was taken to
be the number of weekdays in month ¢ plus one-half the number of Saturdays
in the month. For industry 331 4, was computed by taking the above men.

TanaLe A-l

Industries for whick data were converted to average daily rates

Number of
working days

Industry in the week Data which were converted to average daily rates
201 514 Census data on the value shipped and the con-

structed data on the value produced.
21 5 1Rs data on the amount produced and the amount

shipped.
212 5 18s datz on the amount produced and the amount
shipped.

301 5 ruMa data on the amount produced and the con-

structed data on the amount shipped.
Census data on the value shipped and the con-

structed data on the value produced.
324 7 Bureau of Mines data on the amount produced
and the constructed data on the amount shipped.
kX 7 for 65.8% of Census data on the value shipped and the con-

industry structed data on the value produced.

54 for 34.2%4 of
industry

332 5 Census data on the value shipped and the con-

structed data on the value produced.




212 DATA APPENDIX

tioned weighted average of the 4, for the Blast furnaces and steel works
industry and the d, for the Steel mill products industry. In table A-1 the
data which were converted to average daily rates are presented for each
industry, along with the ¥rB estimates of the number of working days in
the week.

With respect to the periods of estimation presented below, usually two
or three observations before and after a strike were omitied in addition to
the actual strike observations. When more than one period of estimation was
used for an industry, all of the periods which were used are presented below.

In the discussion which follows 4701 refers to Janunary 1947, 4702 to
February 1947, and so on.

Industry 201: Meat products

Months used as peaks in the oulpul per paid-for man-hour interpolation: 4711,
4901, 5101, 5201, 5501, 5601, 5902, 6001, 6203, 6303, 6404,

Months used as peaks in the output per non-production worker interpolation:
4701, 4812, 4912, 5012, 5601, 5910, 6010, 6310, 6410,

Period of estimation: 4809-6506, excluding 5906-6003; 192 obs.

Data used for the estimates presented in ch. 6: Data on value of shipments
and value of inventories at the end of the month were unpublished and were
obtained directly from the Bureau of Census for the 4801-6512 pericd.
Months used as peaks in the output per paid-for man-hour interpolation
when Census data were used: 4902, 5104, 5402, 5702, 5803, 5811, 6104, 6302,
6502, 6510,

Period of estimation when Census data were used: 4907-6506, excluding
5906-6003; 182 obs.

Industry 207: Confectionery and related products

Months used as peaks in the output per paid-for man-hour interpolation: 4703,
4710, 4909, 5009, 5109, 5509, 3609, 5909, 6009, 6109, 6209, 6309, 6409,
Months used as peaks in the output per non-production worker interpolation.
4710, 4310, 5609, 5709, 6009, 6109, 6209, 6309, 6509.

Period of estimation: 4809-6506, excluding all July, August, December, and
January observations; 136 obs.

Industry 211: Cigarettes

Months used as peaks in the ontpui per paid-for man-hour interpolation: 4703,
49035, 5008, 5110, 6102, 6304, 6506,
Months used as peaks in the output per non-production worker interpolation:
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4701, 4710, 4804, 5106, 5302, 3408, 5506, 5608, 5808, 6008, 6110, 6405, 6506.
Period of estimation: 4809-6506, excluding all July, August, December, and
January observations; 136 obs.

TasLE A-2

Internal Revenue Service data on the number of cigareties produced and shipped

1952
1953
1954
1955
1956
1957
1958
1939
1960
1961
1962
1963
1964
1963

Mumber of small cigarettes produced per month in millions of cigarettes®

Jan,
37598
34848
32045
34106
35911
319258
3153508
39357
40824
42865
45353
47471
45830
44167

Feb.
32247
34732
29226
30796
32723
34550
33732
37031
38412
40751
39860
41470
31943
43297

March April

33028
38033
35420
36216
35066
35216
35858
38772
43743
45589
43981
43050
41497
51196

34694
34234
33166
31233
32523
34505
38271
41418
39714
40210
41801
45574
46836
47069

May
36135
33293
34220
36792
38851
40638
40301
40458
44469
47992
49311
52507
44966
45183

June
36873
36453
38026
38882
37323
37499
41142
41276
47408
48253
44905
45331
48746
51366

Fuly
36667
33110
31553
30447
33314
38217
39795
43418
37575
37932
41934
45264
46183
42659

Aug.

40213
37651
36816
39219
40387
40519
42263
44000
47997
50680
50993
50836
48060
50755

Sept.
39693
36885
3sn4
34888
33500
37564
41393
42770
44214
43075
43848
45516
47707
48709

Oct.
41745
37974
34034
35798
39910
40944
44234
45553
43637
49494
48756
51247
50778
45170

Nowv,
33563
33829
32864
34768
36557
33997
317418
39090
43457
463518
47090
44653
45057
47750

Dec.
33091
32052
28772
29332
28181
29016
36116
36722
35489
34973
35663
37638
42305
35444

Number of small cigarettes (taxable and tax-exempt) shipped per month in miilions of
cigarettes® '

1932
1953
1954
1935
1956
1957
1958
1959
1960
1661
1962
1963
1964
1965

Jan.
37273
35147
31558
33082
34962
38696
38856
38878
40348
41999
44413
45884
44324
41174

Feb.
32282
34605
29314
31171
32865
34151
33891
37288
38268
40301
39119
41307
32402
43550

March Aprit

32985
37961
35160
36367
34994
35489
35582
38279
43506
45996
46173
42983
41085
51990

34662
34310
32984
31187
32615
34780
38273
41313
39371
40324
41817
45754
46830
47497

May
36268
33245
34350
36739
38915
40633
40410
40226
44532
47812
48819
52356
44840
44760

June
36876
36434
37796
18371
37244
37486
41321
41653
47310
47721
44831
44828
48798
50909

July
36670
33253
31718
30931
33529
38227
39660
43422
38259
38741
42584
45761
46461
43399

Aug.
40338
37428
37069
38992
40441
40776
42608
43929
47576
50764
50928
50873
48128
50744

Sept.
39275
37183
35359
35013
33357
37503
41071
42635
44120
42684
43711
45572
47289
48105

Oct.
41666
37673
34065
35386
39867
40894
44186
45463
43327
49093
43682
30480
50707
45518

MNov.
33794
33873
32997
35060
36170
34120
37477
39043
43526
45909
46207
44833
44785
47140

Dec.
33925
32675
29456
26927
29226
29497
36664
37380
36750
36323
38247
40044
44455
41773

& Figures are rounded to the nearest million.



214 DATA APPENDIX

Data used for the estimates presented in ch. 6; Data on the number of small
cigarettes produced per month and on the number of small cigarettes (taxabie
and tax-exempt) shipped per month were obtained for the 5201-6512 period
from the annual 1Rs publication, Alcohol and Tobacco Summary Statistics.
The data are presented in table A-2. (Note: The FrB index of production
for industry 211 is computed using the rs data.)

Period of estimation when s data were used: 5309-6506, excluding all
July, August, December, and January observations; 96 obs.

Industry 212: Cigars

Months used as peaks in the output per paid-for man-hour interpolation: 4705,
4710, 5010, 5510, 5610, 5710, 5810, 6110, 6302, 6310, 6410, 6508.

Months used as peaks in the output per non-production worker interpolation:
4710, 4810, 5511, 5609, 5810, 5904, 5910, 6302, 6306, 6308, 6310, 6410.
Period of estimation: 4809-65006, excluding all July, August, December, and
January observations; 136 obs.

Data used for the estimates presented in ch. 6: Data on the number of cigars
(small and large) produced per month and on the number of cigars (small
and large, taxable and tax-exempt) shipped per month were obtained for
the 5201-65]2 period from the annual IRS publication, Alcohol and Tobacco
Summary Statistics. The data are presented in table A-3. (Note: The FRB
index of production for industry 212 is computed using the ks data.)
Period of estimation when RS data were used: 5204-6506, excluding all
July, August, December, and January observations; 107 obs.

Industry 231: Men’s and boys® suits and coats

Months used as peaks in the output per paid-for man-hour interpolation: 4708,
4908, 5008, 54035, 5505, 5904, 6004, 6108, 6410.

Months used as peaks in the output per non-production worker interpolation:
4703, 4708, 5010, 5305, 5508, 5608, 5908, 6504.

Period of estimation: 4809-6506, excluding all July, August, December, and
January observations; 136 obs.

Indastry 232: Men’s and boys’ furnishings

Months used as peaks in the output per paid-for man-hour nrerpolation:
4702, 4804, 5202, 5303, 5404, 5504, 3605, 5702, 5803, 6004, 6303, 6402,
6502, 6510,

Months used as peaks in the output per non-production worker inferpolation:
4702, 4804, 5103, 5303, 5602, 5904, 6004, 6108, 6303, 6402, 6408, 6502, 6504,
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Period of estimation: 48096306, excluding all July, August, December, and
January observations; 136 obs.

TasLE A-3

Internal Revenue Service data on the number of cigars produced and shipped

Number of cigars {(smali and Jarge) produced per month in millions of cigars®

Jan. Feb, March April May June July Aug. Sept. Oct. Nov. Ik
1952 502.1 484.2 49585 4859 5039 4767 43492 4846 5199 5855 490.2 4286
1953  479.1 5249 513.9 4992 306.1 5098 43359 4980 5183 3565.0 35140 4393
1954 468.7 4769 5243 468.6 4722 5232 393.9 5312 5339 5482 5328 4044
1955 44351 4611 3524.5 440.6 4964 530.3 368.4 3421 5265 5324 5365 4129
1956 488.8 491.9 491.7 4746 3510.6 4880 3900 5440 4683 5754 5337 3750
1957 498.0 4823 4977 4344 5117 4773 3992 5448 521.3 5986 5241 400.9
1958  3520.5 4779 4902 490.3 5184 5133 456.0 35533 5884 6778 6039 503.7
1959  610.9 6452 626.4 663.0 3584.2 39677 506.0 35842 608.7 660.6 591.2 4616
1960  357.1 576.7 629.8 3497 6023 609.5 4307 6550 6194 63235 6320 422.2
1961 534,01 5199 569.1 4997 5573 5756 3889 0643.0 3830 657.6 6293 43549
1967 SB3.8 55E.6 543.3 3550 6172 5722 4164 6483 53528 6742 6074 3765
1963  3574.6 5419 560.8 5361 6083 3596 4794 657.6 6i1.3 7146 600.1 4896
1964  640.0 819.5 8904 911.7 10478 786.4 710.2 &18.0 8244 9005 773.8 579.5
1965 7327 693.5 10846 6709 6731 7363 541.0 783.0 744.7 760.1 6924 3377

Number of cigars (small and large, taxable and tax-exempt) shipped per month in miilions
of cigars®

Jan. Feb. March April May June July Aug. Sept. Oct. Nov. Dec.
1952 4657 4541 453.8 4771 4941 35020 4764 5104 5158 5719 539.8 4587
1953 4403 4251 481.8 490.0 5160 514.5 4785 5119 S531.0 5505 5604 4592
1954 4174 423.0 487.8 4588 4948 5221 4442 5385 5152 514.7 35872 4385
1955 4194 4122 480.0 4554 S527.9 5252 4258 5494 5469 563.0 06240 4424
1956 4629 4724 511.2 5122 565.8 4906 438.6 5283 4669 562.0 641.5 3731
1957  449.0 400.8 4292 479.0 575.1 4654 486.0 5355 5140 5760 3835 3%6.1
1958 4539 404.9 4510 4994 5508 5160 3521.5 5492 5614 6240 668.8 4612
1939 5247 5583 607.1 6087 6960 6984 5333 5475 573.4 5843 68635 459.1
1960 4830 508.0 5525 521.8 649.6 596.8 524.0 647.3 603.4 6015 698.6 3859
1961  490.0 4620 384.6 35019 6245 5615 5502 6214 5729 6334 691.8 3817
1962  508.6 4497 542.1 5333 6515 562.8 5374 6265 5379 6349 6878 3307
1963 3214 4836 309.3 5813 675.0 5400 3599.9 6479 5584 6925 6900 4405
1964 661.4 7912 8446 8222 9045 756.6 7417 7840 7513 8404 839.7 4975
1965 661.3 6017 697.7 680.8 7655 7019 662.6 7645 7153 7344 743.6 4888

a Figures are rounded to the nearest million.
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Industry 233: Women’s, misses’, and juniors® outerwear

Months used as peaks in the ouiput per paid-for man-hour interpolation: 4702,
4707, 4807, 4907, 5006, 5206, 5703, 6102, 6402.

Months used as peaks in the output per non-production worker interpolation:
4702, 5403, 5703, 5902, 6004, 6203, 6502,

Period of estimation: 4809-6506, excluding all July, August, December, and
January observations; 136 obs.

Industry 242: Sawmills and planing mills

Adjustments made in the FRB output series because of strikes:

5205: 103.5 changed to 113.2,

5406: 108.5 changed to 122.1,

3407: 93.0 changed to 113.7.

5408: 100.5 changed to 128.2.

5409: 112.9 changed to 123.6.

5410: 122.] changed to 125.9.
Months used as peaks in the output per paid-for man-hour interpolation: 4703,
4805, 5004, 5304, 5402, 5405, 5609, 5703, 5706, 3808, 6003, 6104, 6202,
6303, 6402,
Months used as peaks in the output per non-production worker interpolation:
4705, 4806, 5008, 5506, 5808, 6209, 6309, 6402, 6503, 6509,
Period of estimation: 4809-6500, excluding 5203-5208, 54045412, 6304~
6310, and all July and Aungust observations; 154 obs.

Industry 271: Newspaper publishing and printing

Adjustments made in the FRE oulput series because of strikes:

6212: 100.0 changed to 109.5,

6301: B6.6 changed to 101.9.

6302: 90.3 changed to 107.3.

6303: 92.5 changed to 112.9.

6509 120.9 changed to 127.9.
Maonths used as peaks in the output per paid-for man-hour interpolation: 4704,
4711, 4810, 5011, 5404, 5510, 5903, 5911, 6111, 63035, 6311, 6505, 6512.
Months used as peaks in the output per non-production worker interpolation:
4704, 4711, 4810, 4910, 5004, 5010, 5511, 5611, 5911, 6011, 6111, 6311, 6404,
6411, 6511,
Period of estimation: 48056506, excluding 62106305 and all December and
January observations; 166 obs,
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Rubber Manufacturers Association data on the number of tires produced and held in inventory

Number of automobile pneumatic tires produced per month in thousands of tires®

Jan, Feb., March April May June July Augg. Sept. Oct. Nov. Dec,
1947 8507 7915 8576 8333 8104 73583 6789 7164 7918 B8BRE 7TTi6 8049
1948 7852 6386 6931 6574 6931 7584 6667 6957 69503 6734 6084 5701
1949 5898 5893 6580 6758 6933 7391 6263 6228 5622 6488 6036 6271
1950 6811 6674 7311 7556 B612 8455 8296 8193 7833 Bes7 7520 6818
1951 6748 5874 6678 6531 7106 7212 6718 7533 7413 7771 7374 6441
1952 7870 7462 7785 7i83 7429 7356 7092 6928 V3RT 8635 7360 7919
1953 8230 8228 9397 9278 9002 8587 8153 7398 T131 7665 6566 6481
1954 6298 7040 7978 8065 7965 8796 6358 5426 7277 TRET 7623 8441
1955 9036 8741 10078 9143 9939 10692 9020 8710 9118 9554 9602 R477
1956 8974 B8B93 9189 8832 8985 7928 6740 BO4R 7798 8799 T636  B518
1957 9503 9169 9765 8946 9486 8485 8440 8914 8637 9702 8243 7610
1958 7816 7314 7571 7478 7656 B2YT 7295 7768 B282 9349 8394 9377
1959 10192 10278 11360 BO36 7305 10377 11229 9689 10108 10893 8353 9649
1960 10325 10774 111153 10518 10756 10864 9778 9137 9174 9530 9044 8804
1961 9253 8623 9249 8920 9645 9963 8880 10345 9893 11164 10342 10497
1962 11500 10369 11277 10928 11711 11974 10410 10721 10631- 12857 10844 10622
1963 12430 11709 12541 12547 12123 11186 10182 9368 10540 13442 11503 11497
1964 12684 11838 12566 13333 13215 14042 11510 13235 14356 14894 12799 13634
1965 13884 14126 15242 14632 13228 13460 12174 12821 13920 15330 14194 14838

Number of automobile pneumatic tires held in inventory at the end of the month in thousands
of tires®

Jan, Feb. March April May June Jaly Aug. Sept. Oct. Nov. Dec,
1947 3322 3864 4515 5608 6425 6571 5838 5464 5189 5513 5277 6949
1948 8805 10171 11357 10540 11611 11435 10206 9352 9802 9905 10477 10698
1949 11339 12385 13071 13190 13301 13135 11716 9969 8930 8697 9541 10638
1950 11366 11796 12320 12337 12367 10791 7004 4794 4374 4382 4810 3793
1951 3551 3307 2803 3046 2992 3507 3585 4032 4739 5513 6887 8764
1952 10038 11370 13035 13295 13263 11650 11647 10636 9963 10821 12271 14110
1953 14117 15295 16468 16872 16973 16305 14882 13549 13279 13446 14854 15705
1954 14976 15708 16077 15905 15503 15252 12640 9984 11192 12799 13675 14761
1955 14949 15367 15596 14889 14935 153454 14683 13907 14677 16163 17726 17746
1956 19516 20933 21563 21131 21296 19961 17393 16794 17693 18774 18802 19903
1957 20489 21008 21743 Z1307 21629 20797 19316 18477 19420 20984 22170 23236
1958 22785 23408 23461 22669 21845 20042 18629 18535 18948 19931 20422 21025
1959 21416 23042 23850 20893 18744 19109 19890 21745 22567 23169 25154 26964
1960 25943 26473 27932 27401 26966 26380 26107 26297 25935 25498 26290 27576
1961 27681 29337 29382 25047 26502 24800 240098 24126 24096 24195 24915 26365
1962 26799 28108 28527 27837 27506 27617 26030 26533 26072 26050 26039 27865
1963 29054 31652 33189 32137 31919 31326 28829 28651 27820 27468 28271 29451
1964 20544 31089 31777 31091 31011 30645 29968 31979 32499 34731 36607 37552
1965 38253 40531 41467 40600 39514 37206 35035 36094 35110 34441 35082 37059

» The figures are not rounded to the nearest thousand; the last three digits of the figures
published by the RMA were merely truncated,
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Industry 301:; Tires and inner tubes

Data used for the owiput varioble: Data on the number of automobile
pneumatic tires produced per month were obtained for the period 47016512
from past reports and bulletins of the rMa. The data are presented in table
A4 (Note: The rrB index of production for industry 301 is computed using
the rRMA data.)

Months used as peaks in the output per paid-for man-hour interpolation:
4703, 4710, 4906, 5010, 5305, 5406, 5306, 5806, 5902, 6004, 6202, 6302, 6502.
Months used as peaks in the output per non-production worker interpolation:
4703, 4710, 5005, 5306, 5910, 6002, 6206, 6303, 6406, 6410, 6502,

Basic period of estimation: 4809-6503, excluding 4906-4912, 5403-5412,
5607-5708, 5805-5808, 5812-5909, and all July and August observations;
134 obs, (Note: 5805 and 5806 were omitted from the period of estimation
by accident.)

Period of estimation used when testing the “non-perfect’” expectational hypoth-
esis: 4809-6503, excluding 49065011, 5403-5511, 5607-5808, 5812-6008,
and all July and August observations; 99 obs.

Data used for the estimates presented in ch. 6 Data on the number of auto-
mobile pneumatic tires held in inventory at the end of the month were
obtained for the period 4701-6512 from past reports and bulletins of the
RMA. The data are presented in table A-4.

Data on the value of shipments and value of inventories at the end of the
month were unpublished and were obtained directly from the Bureau of
Census for the 4801-6512 period.

Months used as peaks in the output per paid-for man-hour interpolation
when Census data were used: 4902, 5010, 5103, 5502, 5706, 3802, 3806,
6004, 6104, 6304, 6504.

Industry 311: Leather tanning and finishing

Months used as peaks in the outpur per paid-for man-howr interpolation: 4702,
5305, 5502, 5602, 5702, 5905, 6104, 6405.

Months used as peaks in the output per nowu-production worker interpolation:
4704, 4711, 4902, 5102, 5602, 5811, 6210,

Period of estimation: 4809-6506, excluding all July and August observations;
170 obs.



DATA APPENDIX

TABLE A-3

Buveau of Mines data on the amount of cement produced and held in inventory

219

Amount of portland cement produced per month in thousands of 376 pound barrels
Febh. March April

1947
1948
1949
1950
1951

1952
1953
1954
1933
1936
1957
1958
1959
1960
1961
1962
1963
1964

Jan,
13406
14541
15261
15174
17434
17039
18856
17769
20223
21440
19320
18320
18604
18659
16744
17051
18289
18931

12618
13347
13751
13070
15201
16545
17325
16895
17611
19378
17827
14125
16710
16080
15038
15309
14750
19729

14205
14502
15439
14238
18708
18095
20213
20097
22340
23386
22642
18038
24337
18422
21831
20454
28525
24697

14566
16041
17682
13088
20184
19817
21802
21730
24818
26134
23967
24001
29093
27013
26463
28089
29314
25493

Amount of portfand cement held

1947
1948
1949
1950
1951
1952
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964

Jan,
593t
15336
17391
20267
18222
22336
21294
25869
23437
23454
29828
33235
34838
37284
37939
36725
42282
41062

Feb.
20112
20340
22700
23562
22234
24519
24464
27562
27087
28939
32382
36383
36680
38553
38531
40624
42393
43180

March April

22178
20886
23104
23204
23250
26622
23865
28905
26516
29868
34277
36734
36381
39165
38237
39811
42333
45156

21331
17880
22977
22918
22511
24672
24773
27045
26106
28679
34893
35170
36378
38554
39599
39916
41416
45468

May June July Aug.  Sept. Ot
13389 15971 16342 17480 17319 18300
17740 17757 18721 18961 18605 19349
18622 18279 18856 18715 19181 19070
19950 20007 20709 21884 20945 22488
28924 21984 22439 22514 22269 22997
21826 20748 21342 23573 23040 24164
23399 22698 24134 24289 23795 24738
23279 22802 25482 25698 25522 25887
27031 26762 27332 27861 26938 27924
29606 28771 20498 30055 28643 29051
27485 26462 20287 31406 30884 30121
29274 30078 29833 31675 31597 32847
33428 33455 34180 34800 32390 31127
31999 31930 31982 33270 313181 31533
31102 31394 32511 33262 31474 32348
33719 32304 33388 36132 33669 33926
34497 34992 36802 37452 34682 36624
34417 36185 37220 37700 35834 36333

in inventory at the end of the month in
of 376 pound barrels

May June July  Aug. Sept. Oct,
19388 17095 13337 10452 7921 3688
16086 12422 10149 8355 7061 6094
22170 19785 19313 14381 10797 8569
20043 15302 12840 9588 7643 5958
19366 16630 14812 11491 10499 7162
23220 18896 15158 12819 9602 6546
25247 20542 19204 16445 12859 10049
25412 19674 17524 14408 10909 9667
23672 18835 16727 12731 9779 8754
26204 22685 20598 17068 15532 13007
33176 29885 24345 20018 20250 19213
33673 33350 30646 27883 24449 20413
36527 33605 30415 28102 25308 23913
40101 37667 36611 33244 30505 28841
39789 37346 37889 33788 31785 28437
40000 38684 36461 31964 32522 29901
40668 40322 38057 35209 33236 28485
44368 41860 38436 36671 34631 30352

Nov.
16814
18435
18040
20226
20737
22048
22529
23826
24894
25869
25014
2803¢
26100
26469
27625
29339
30377
3E100

Dec.
16123
17428
16967
19116
19874
20881
20243
22290
23075
24429
22386
23590
24111
20503
23393
22940
23993
25968

thousands ol

Nov.
6209
6399
9352
6380
9910
8823

13083

10732

11664

15973

231{87

23680

27794

30095

30382

32324

32491

33492

Dec,

9975
£1084
14706
13021
17993
15957
19231
16731
17516
22440
28729
30800
31328
35523
36343
38531
393556
393585
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Industry 314: Footwear, except rubber

Afonths used as peaks in the output per paid-for man-hour interpolation: 4703,
4710, 4910, 5004, 5204, 5404, 5410, 5604, 5703, 5803, 6303, 6502.

Months used as peaks in the output per non-production worker interpolation:
4703, 4710, 5103, 5208, 5602, 5902, 6202, 6502, 6508,

Period of estimarion: 4809-6506, excluding all July, August, December, and
January observations; 136 obs.

Industry 324: Cement, hydraulic

Data used for the output varieble: Data on the amount of portland cement
produced per month were obtained for the period 4701-6412 from past
publications of the Bureau of Mines. (The Bureau of Mines ended its
collection of these data in 1964.) The data are presented in table A-5. (Note:
the FrRE index of production for industry 324 before 1965 was computed
using the Bureau of Mines data on production; since 1965 the rre index
has been computed using a Bureau of Mines series on shipments.)

Months used as peaks in the output per paid-for man-hour interpolaiion: 4710,
4809, 4909, 5010, 5109, 5209, 5310, 5409, 5505, 5605, 5708, 5810, 5906,
6008, 6108, 6208, 6310, 6410.

Months used as peaks in the output per non-production worker interpolation:
4709, 4807, 5010, 5106, 5506, 5605, 5810, 5908, 6208.

Period of estimation: 4305-6408, excluding 5703-5711; 187 obs.

Data used for the estimates presented in ch. 6: Data on the amount of portland
cement held in inventory at the end of the month were obtained for the
period 4701-6412 from past publications of the Bureau of Mines. The data
are presented in table A-5.

Indusiry 331: Blast furnace and basic steel products

Months used as peaks in the output per paid-for man-hour interpolation: 4703,
4903, 5004, 5108, 5303, 3503, 5603, 5703, 5903, 6202, 6305, 6503.

Months used as peaks in the owtput per non-production worker interpolation:
4704, 4902, 5111, 5505, 5905, 6305, 6504.

Period of esiimation: 4809-6506, excluding 4907-5004, 5106-5108, 5111
5301, 5604-5701, 5903-6004, and all July and August observations; 128 obs.
Data used for the estimates presented in ch. 6: Data on the value of shipments
and value of inventories at the end of the month were unpublished and were
obtained directly from the Bureau of Census for the 4901-6512 period.
Months used as peaks in the output per paid-for man-hour interpolation
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when Census data were used: 4902, 5109, 5211, 5306, 5308, 3511, 5611,
5904, 6306,

Period of estimation when Census data were used: 5005-6506, excluding
51065108, 5111-5301, 5604-5701, 5903-6004, and all July and August
observations; 118 obs.

Indusiry 332: Iron and steel foundries

Months used as peaks in the output per paid-for man-hour interpolation: 4703,
4810, 4904, 5004, 5402, 5504, 5810, 5903, 6306.

Months used as peaks in the output per non-production worker interpolation:
4703, 4810, 5010, 5510, 5905, 6405, 6505.

Period of estimation: 4809-6506, excluding all July and August observations;
170 obs.

Data used for the estimates presented in ch. 6: Data on value of shipments
and value of inventories at the end of the month were unpublished and
were obtained directly from the Bureau of Census for the 330163512 period.
Months used as peaks in the output per paid-for man-hour interpolation
when Census data were used: 5302, 5402, 5502, 5606, 5609, 5706, 3905,
6002, 6204, 6405,

Period of estimation when Census data were used: 5309-6506, excluding
all July and August observations; 120 obs,

In&ustry 336: Non-ferrous foundries

Months used as peaks in the ouiput per paid-for man-hour interpolation: 4702,
4802, 4810, 5004, 5410, 5504, 5902, 6402.

Months used as peaks in the output per non-production worker interpolation:
4703, 5012, 5503, 5602, 5905, 6503.

Period of estimation: 4809-6506, excluding all July and August observatlons
170 obs,

Industry 341: Metal cans

Adfustments made in the FRB output series because of strikes: 5312: 45.8
changed to 74.6.

Months used as peaks in the output per paid-for man-hour interpolation: 4708,
4908, 5510, 5609, 5808, 5908, 6108, 6209,

Months used as peaks in the output per non-production worker Interpolation:
4708, 4809, 5208, 5308, 5609, 5909, 6108, 6408, 6508,

Period of estimation: 4805-6410, excluding 5309-5403; 191 obs.
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