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Econometrics and Presidential Elections 

Ray C. Fair 

A t the beginning of the 197Os, Kramer (1971) wrote an influential paper on 
voting behavior, which concluded that votes depend on economic events 
in the year of the election. My interest in this topic was piqued when Orley 

Ashenfelter in June 1971 used a Kramer-ee equation and my thencurrent pre- 
diction of the 1972 growth rate of real output to predict that Nixon would win the 
U.S. presidential election with a little over 60 percent of the vote. Nixon actually 
received 61.8 percent.’ I began work on a model of how economic event affect 
voting behavior that I argued encompassed the theories of Kramer (1971), Stigler 
(1973), who believed that well-informed vows would look back more than a year, 
and the earlier themy of Downs (1957). This work was eventually published in Fair 
(1978). 

The general theory behind the model is that a voter evaluates the past eco 
nomic performances of the competing parties and votes for the party that provides 
the highest expected future utility. Within the context of the model, one can test 
both how far back voters look in evaluating the economic performances of the 
parties and what economic variables they use in their evaluations. Many tests were 
performed in Fair (1978) using data on U.S. presidential elections. The results 
supported the view that voters look only at the economic performance of the cur- 
rent party in power, not also, for example, the performance of the opposition party 
the last time it was in power. Furthermore, the most important economic variable 



90 Journal of Econonaic Perspectives 

was the growth rate of real per capita output in the year of the election, suggesting 
that voters look back only about a year.’ 

The equations in Fair (1978) were estimated through the 1976 election, and I 
have updated the equation after each election since (Fair, 1982,1988,1990,1996). 
This paper reviews the voting equation, with particular emphasis on the update 
made after the 1992 election. For a complete discussion of everything that was tried 
for the 1992 update and the reasons for the final choices, see Fair (1996). Forecasts 
of the 1996 election are also made, conditional on a forecast of the economy. All 
the data used for the estimation and forecasts are presented in Table A in the 
Appendix. The focus here is on the empirical specifications; the reader is referred 
to Fair (1978) for the details of the theory. 

The main interest in this work from a social science perspective is how eco- 
nomic events affect the behavior ofvoters. But tbis work is also of interest from the 
perspective of learning (and teaching) econometrics. The subject matter is inter- 
esting; the voting equation is easy to understand; all the data can be put into a 
small table; and the econometrics offers many potential practical problems. In fact, 
Ashenfelter developed an interest in this area in part because he needed a problem 
assignment that had both economics and politics in it for an econometrics class he 
was teaching at Princeton University. Thus, this paper is aimed in part at students 
taking econometrics, with the hope that it may serve as an interesting example of 
how econometrics can be used (or misused?). Finally, this work is of interest to the 
new media, which every fourth year becomes fixated on the presidential election. 
Although I spend about one week evety four years updating the voting equation, 
some in the media ermneously think that I am a political pundit-or at least they 
have a misleading view of how I spend most of my days. 

A Review of the Voting Equation 

The task of the equation is to explain the Democratic party’s share of the tww 
party vote. The sample period begins in 1916.3 Two types of explanatay variables 
are used: incumbency variables and economic variables. Until the 1992 changes, 
the basic equation was as follows: 



V=a,+nlt+a,I+ol.~P~Rfcu,g’I+a,p.r+u 

where t is a time trend that takes a value of 8 in 1916, 9 in 1920, and so on; Iis 1 
if the Democrats are in the white House at the time of the election and -1 if the 
Republicans are; DPER is 1 if the president himself is running and is a Democrat, 
-1 if the president himself is running and is a Republican and 0 otherwise; gis the 
growth rate of real per capita GDP over some specified period prior to the election; 
and p is the absolute value of the inflation rate over some specified period prior to 
the election. Whenever “growth rate” is used in this paper, it always refers to the 
growth rate of real, per capita GDP at an annual rate. Likewise, “inflation rate” 
refers to the absolute value of the growth rate of the GDP price index at an annual 
rate. 

Table 1 presents four versions of this equation: the original and three updates. 
The 19’76 equation is in Fair (1978, Table 2, equation 4). the 1980 equation in Fair 
(1982), the 1984 equation in Fair (1988) and the 1988 equation in Fair (1990). 
The general form of the equation remained unchanged over this time, although 
there were some modest changes in the definition of the variables. For example, 
from the 1980 equation on, gwas changed from being the GDP growth rate in the 
year of the election to the growth rate in the second and third quarters in the year 
of the election. From the 1984 equation on, p was taken to be the absolute value 
of the inflation rate in the eight quarters prior to the election, with the last quarter 
being the third quarter of the election year. Earlier, the last quarter had been taken 
to be the fourth quarter of the election year. Finally, for the 1988 equation the time 
trend was stopped in 1976 and its value after 1976 was taken to be the 1976 value.’ 

The estimates in Table 1 are based on a small number of observations, and a 
number of the coefficients are not precisely estimated. The growth rate is always 
significant, but the inflation rate is not. However, the coefficients on the inflation 
rate do have the expected sign. The time trend is meant to pick up possible trend 
effects on the Democratic share of the vote since 1916, and it has a ~-statistic close 
to 2 by the fourth version. The variable reflecting whether the president himself is 
actually running for reelection (UP!%) has a t-statistic greater than or equal to 2 
after the first version. The standard errors of the 1984 and 1988 equations are about 
3 percentage points.5 



Data mining is a potentially serious problem in the present context, given the 
small number of obsewations. Much searching was done in alriving at the final 
specification, and it may be that an equation was found that fits the historical &a 
well, but that is, in fact, a poor approximation of the way that T’otcrs actually behave. 
Put another way, the equation may be overparameterized: since there are a relatively 
high number of parameters for the number of obsenations, small changes in the 
data or the specification can lead to substantial changes in the estimates. How can 
one test for this?’ The most straightforward test is to see how the equation predicts 
outside the estimation period. If the equation is badly misspecified, it should not 
predict the future well even if the actual values of the economic variables are used. 

Prior to 1992, the equation looked good. Using the actual economic values, 
the 1980 equation makes a prediction error of only ,028 for the 1984 election and 
the 1984 equation makes a prediction error of only ,017 for the 1988 election. Also, 
the coefficient estimates do not change much as new observations are added. But 
the 1992 election was a bad one for the equation. The 1992 error for the 1988 
equation, for example, is ,098 (using actual economic values), which is over three 
times the estimated standard error of the equation. In 1992 President Bush had 
the incumbency advantage, the inflation rate was modest and the growth rate was 



not too far below average; and so the 1988 equation predicted that he should have 
had an easy victory, which he did not. 

The 1992 Update 

The main concern of the most recent revision was trying to account for the 
large error in predicting the 1992 election. Several possibilities deserve considera- 
tion: how the presence of the Perot vote disrupted the equation, whether recent 
revisions to economic data might offer a more precise fit and whether to add one 
or hvo new variables to the basic equation. Certain adjustments do improve the fit 
of the equation for the 1992 election, but the need for such adjustments provides 
less confidence in future predictions. 

Treatment of Third-Party Votes 
Except for the 1924 election, where the votes for Davis and LaFollette have 

been added together and counted as Democratic,’ no adjustments have been made 
in my work for third-party votes: V is the Democratic share of the two-party vote. By 
not making an adjustment, it is implicitly assumed that the percentage of the tbird- 
party votes taken from the Democrats is the same as the Democratic share of the 
hvo-party vote. For example, President Clinton got 53.5 percent of the twwparty 
vote in 1992, and there were 20.4 million third-party votes, mostly for Perot. If it is 
assumed that Clinton would have received 53.5 percent of the third-party votes had 
there been no third-party candidates, his share of the total vote would also have 
been 53.5 percent. Haynes and Stone (1994, p. 125) cite exit polls suggesting that 
Perot took about equal amountz from both Clinton and Bush, which is close to the 
implicit assumption made here of 53.5 percent being taken from Clinton. However, 
Ladd (1993) argues that Perot may have taken most of his votes from Bush. If this 
is true and one were to allocate most of Perot’s votes to Bush, then the equation 
no longer would show a large prediction error for 1992. This would be an easy way 
of rescuing the equation, but I have chosen to stay with the assumption that Perot 
took roughly equal amountS of votes from Clinton and Bush. 

New Economic Data 
In calculating rates of past GDP growth, it is necessary to use a price index. 

Earlier work had relied on fixed-weight price indexes, but these have well-known 
problems associated with using fixed weights over long periods of time: the weights 
become less representative of actual spending patterns over time, until they are 
abruptly updated, at which point their quality again begins decaying. However, 
chain-link price indexes dating back to 1959 have now become available, which 



avoid many of the problems of fixed-weight indexes. The update after the 1992 
election was able to use the GDP chain-link price index to deflate nominal GDP 
for the 1959:1-1992:4 period.’ The other major data change was to use quarterly 
GDP data prior to 1946, as constructed by Balke and Gordon (1986). In the earlier 
work, only annual data were used. 

A key question when dealing with revised data is whether one should use the 
latest revised data or the data as it was known at the time. I have always used the 
latest, revised data in this context, based on the view that voters look at the economic 
conditions around them-how their friends and neighbors and employers are 
doing-and not at the numbers themselves. 

The use of the updated data made a noticeable difference to the equation. 
When the 1988 equation was estimated over the original period, 1916-1988, using 
the new data, the time trend became insignificant and the coefficient on the growth 
rate fell by more than half, while the coefficient on the inflation rate more than 
doubled.” The other three co&cient estimates had noticeable changes as well. The 
fit of the equation using the updated data was not as good, with a standard error 
of .0325, and it had a larger outside-sample prediction error for 1992-,120 versus 
,098. This degree of sensitivity to the use of revised data is, of course, of some 
concern. As noted earlier, it may be a sign that the equation is, in fact, overparame- 
terized, so that even small changes in the data can lead to large changes in the 
coefficient estimates. 

Given the updated data and the new observation for 1992, searching was done 
to see which set of economic variables led to the best fit, and several changes were 
made. The growth rate in the three quarters before the election did better than 
the growth rate in only the last two. The inflation rate over the whole &quarter 
period before the election did better than the inflation rate only over the last eight. 
The time trend was dropped from the equation because it was clearly not significant. 
However, even with these changes, the basic equation still led to a large error in 
predicting the 1992 election. 

A New Variable: The Number of Quartem of Good News 
At the time of the election in 1992, the inflation rate was modest and the 

growth rate was not too bad. One might have thought that people would have been 
at least neutral about the economy, but surveys of consumer sentiment and voter 
attitudes in 1991 and 1992 revealed that people were quite pessimistic. Many pas 
sible reasons have been suggested: Bush wasn’t interested enough in the economy; 
foreign competition seemed threatening; white collar workers were hit harder than 
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usual in the 1990-1991 recession; the press was overly negative: or people were 
worried about growing income inequality and a lack of “goodjobs at good wages.” 

Answers like the above are all plausible, but for a testable explanation, one 
needs a variable for which observations can be collected back to the election of 
1916. With hindsight, what struck me about the 1989-1992 period was there was 
no quarter within the overall E-quarter period before the 1992 election in which 
the growth rate was especially strong. The news was either bad (as during the 1990- 
1991 recession) or just OK Maybe the lack of good news began to wear on people 
and led to their gloom. 

To test this idea, a “good news” variable, denoted n, was constructed. This 
variable is the number of quarters of the first 15 quarters of each period of a pres 
idential administration in which the growth rate is greater than 2.9 percent (which 
is the value that gave the best fit). By this measure, the Bush administration expe- 
rienced zero quarters of good news. It is the only administration since 1916 for 
which this is true (as shown in the Appendix in Table A), and this obviously helps 
explain the 1992 result.‘0 

An Additional Incumbency Variable 
It has been argued that voters eventually get tired of a party if it has been in 

power a long time. A number of authors have used some measure of how long a 
party has been in the White House without a break to help explain votes for pres 
ident (Abramotitz, 1988; Campbell and Wink, 1990; Haynes and Stone, 1994; Fack- 
ler and Lin, 1994). For the work here, five versions of a duration variable, denoted 
DUR were tried. The general version of DUR was taken to be 0 if the incumbent 
party has been in power for only one or two consecutive terms, 1 [ - 11 if the Dem- 
ocratic [Republican] party has been in power for three consecutive terms, 1 + k 
[ - (1 + k) 1 if the Democratic [Republican] party has been in power for four con- 
secutive terms, 1 + 2k [-(1 + 2k)] if the Democratic [Republican] party has been 
in power for live consecutive terms, and so on. Values of k of 0, .25, .5, .75 and 1.0 
were tried, and DUR is defined here for k = .25, where the best results were 
obtained. 

The Final Version 
The final variables in the equation are listed in the first column of Table 

2. The equation differs from the 1988 equation in ways that have already been 



Table 2 
Ii&mates of the 1992 update 

,463 
(88.08, 

-.028 
(-1.31) 

,031 
(1.50) 

.OO76 
(8.95, 
-.OO66 

(-I.%?, 
.0068 

(3.10) 
.a3 

(5.80) 
-.016 

c-1.9*, 
a33 
,990 

12 
A63 

mentioned. The time trend is dropped. The growth rate in the three quarters 

before the election replaces the growth rate in just the two quarters before. 

The inflation rate over the entire 15.quarter period replaces the inflation rate 

over only the last eight quarters. The good news variable n is added. The co- 

efficients of the inflation rate and n are assumed to be 0 for the 1920, 1944 

and 1948 elections (the “war” elections, as discussed in note 10). Finally, the 

duration variable DUR is added. One interesting implication of lengthening 

the time period for the inflation variable and adding the good news variable 

is that voters are being assumed to look back further than they did in previous 

versions of this model. 

Ordinary least squares estimates for the three sample periods, 1916-1992, 

1916-1988 and 1916-1960, are presented in Table 2. The coefficient estimates 

for the growth rate, the inflation rate and n are all significant and of the ex- 

pected sign. Based on the coefficients for the first sample period (through 

1992), one sees: an increase of 1 percentage point in the growth rate in the 

three quart,ers before the election increases the vote share by .65 percentage 

points; an increase of 1 percentage point in the inflation rate over the 

15-quarter period decreases the vote share by .83 percentage points; and each 



quarter in which the growth rate is greater than 2.9 percent adds .99 percent- 

age points to the vote share. The coefficient estimates of DPERand DURare of 

the expected signs, positive and negative respectively. The estimated standard 

error of the equation is less than two percentage points at .OlYO, and the 

(within-sample) prediction for 1992 actually has Clinton winning with 50.1 

percent of the two-party vote! 

The second sample period in Table 2 drops the 1992 obsenation, which has 

a noticeable effect on some of the coefficient estimates. The coefficient estimate 

for the good news variable falls, which makes sense because it was important in 

helping to explain Bush’s low share of the vote. The coefficient estimate for DPER 
rises, which makes tense because Bush was an incumbent running again. The 

(outside-sample) prediction for 1992 is .467, which, given that Clinton actually re- 

ceived 53.5 percent of the two-part/vote, isaprediction error of ,068. The estimated 

standard error of the equation is only .0138 (which then rises to .0190 when the 

1992 observation is added). 

The third sample period in Table 2 ends in 19fN. The main result here is that 

the coefficient estimates for this sample period are very similar to the coefficient 

estimates for the 1916-1988 period, except perhaps for the coefficient estimate for 

inflation. The equation is quite stable in this respect. 

The predictions and prediction errors for the equations estimated for the first 

and third sample periods in Table 2 are presented in Table 3. The errors for t,he 

1916-1992 equation are all within-sample, but the errors for the 1916-1960 equa- 

tion are outside-sample from 1964 on. All the predictions used the actual values of 

the economic variables. As expected, given the small estimated standard errors, the 

prediction errors are generally small in Table 3. The largest error for each equation 

occurs in 1992. 

Perhaps the most remarkable feature of the errors in Table 3 is the string of 

very small errors between 1964 and 1988 for the equation estimated only through 

1960. These are all outside-sample errors, and, for example, the error for the 1988 

election is outside sample by 28 years. The mean absolute error for these seven 

errors is only .014. If the 1992 error of ,072 is added, the mean absolute error rises 

to .021. This seems to me to be the strongest evidence in the paper in favor of the 

new voting equation. 

A voting equation like the present one should be judged according to the size 

of its errors and not according to how many winners it correctly predicted. From a 

least squares point of view, a close election predicted incorrectly as to winner but 

with a small error is better than a landslide predicted correctly as to winner but 

with a large error.” 

Of course, most people can’t resist pointing out the elections in which the 

winner was not predicted correctly. For the 1916-1992 equation, the elections 



Table 3 
Prediction Errors for Table 4 Fquations 

191&199? eq_ 1916-1960 eq. 

Winner v P “- P P v-c- 

wtson 1916 517 ,495 ,022 ,507 .010 
Harding 1920 361 ,382 -.021 ,365 m.002 
Coolidge 1924 ,418 .419 -.001 ,424 -.006 
Hoover ,928 .41* .427 -.015 .426 -.014 
ROOSW& 1932 ,592 ,607 -.“I5 xl, .I01 
ROOSCV& 1936 ,625 ,629 -.004 ,633 -.008 
Roosevelt 1940 .550 ,553 -.0”3 xl1 -.oo, 
Roosevelt 1944 ,538 ,522 ,016 ,531 ,007 
Truman 2948 ,524 .518 .a06 ,528 -.oiM 
Eisenhower 1952 ,446 A49 -.cm ,446 -.ooo 
EiSL?“hOWW 1956 .422 .417 SK5 .*13 .GQ9 
KeIl”Nl~ ,960 ,501 .49‘s .I07 ,489 .012 
JChSO” 1964 .613 ,617 -.a04 .6”3 ,010 
Nixon 1968 -496 ,504 -.M8 .495 .001 
Nixon 1972 ,382 ,392 -.o,o ,376 006 
c?.rter 1976 ,511 ,507 .I04 ,491 .M” 
Reagan ,980 ,447 .446 .001 A53 -.006 
R.Sp” 1984 .408 .3x7 ,021 .373 ,035 
Ilush 1988 .461 ,489 -.028 .480 -.019 
Clinton 1992 .5x5 .501 .&%I ,463 ,072 

that were predicted incorrectly as to the winner are the elections of 1916 (error 
of .022), 1960 (error of ,007) and 1968 (error of -.008). For the 1916-1960 
equation, the elections are 1960 ( error of .012), 1976 (error of ,020) and 1992 
(error of ,072). The errors for these elections are all small-except the error 
for the 1992 election. 

Whatjudgment should one make of the equation? If one just looks at the final 
equation estimated for the 1916-1992 period, it does a remarkable job in explain- 
ing votes for president. The estimated standard error is less than 2 percentage 
points, and the largest within-sample error is only 3.4 percentage points. Also, when 
the equation is estimated only with data through 1960, it does a good job of pre- 
dicting the elections outside the sample from 1964 through 1988. In this sense the 
equation is very stable. The fact that the good news variable, n, is significant even 
when the equation is estimated only through 1960 suggests that it is not merely a 
dummy variable for the 1992 election. 

On the other hand, there is plenty of reason to be cautious. The estimates 
are based on only 20 observations, and much searching was done in arriving at 
the “final” equation. This included searching for the best variables, for the best 
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threshold values for the good news n and duration LX/K variables, and restricting 
the sample period to elections from 1916 on. Strategic decisions that helped the 
statistical fit were made about how to treat the inflation and good news variables 
in war years (see note 10) and about not categorizing Ford as incumbent running 
again because be had not been elected vice president (see note 4). Finally, the 
outside-sample prediction errors for 1992 are large, and adding the 1992 obser- 
vation to the estimation period results in fairly large changes in some coefficient 
estimates. 

It may be that the equation is better at explaining the past than the future. 
Time will tell. If the equation predicts the next two or three elections within 
two or three percentage points, there may be something to it. Otherwise, I will 
have to keep searching or do something else in my updating week every four 
years. 

Conditional Predictions of the 1996 Election 

Any of the equations discussed in this paper can be used to make a predic- 
tion of the 1996 election conditional on the economy. Since Clinton is running 
for reelection, all the incumbency variables arc known. For example, given the 
incumbency information, the equation in Table 2 estimated for the 1916-1992 
period is: V= .4859 + .0065g3 - .0083fi15 -t .0099n. The first term is calculated 
by plugging in the coefficients for the known variables, multiplied by their co- 
efficients, and adding the intercepts term. In applying this equation, remember 
that the growth rate g3 and quarters of good news n pertain to growth rates of 
firn ca@a real GDP. Since the U.S. population is currently growing at an annual 
rate of about 1 percent, the growth rates to use for the present calculations are 
1 less than the growth rates for the aggregate economy normally quoted in the 
press. 

Table 4 presents predictions of the 1996 election using the four equations in 
Table 1 and the three equations in Table 2. The economic forecasts used for these 
predictions are my own, and they are presented in the Appendix in the last row of 
Table A. These forecasts differ little from the “consensus” view. 

The four equations from Table 1 predict a substantial Democratic victory. Since 
these equations do not take into account the defeat of incumbent Bush, it makes 
sense that they offer a larger incumbency advantage for Clinton. However, all three 
equations from Table 2 are predicting a close election. The equation estimated 
through 1992 has a predicted Democratic share of the ‘weparty vote of ,495 (which 
is a narrow Republican victory), and the other two equations have the predicted 
value slightly above 5. If the economic forecasts are accurate and if the election is 
close, then the Table 2 equations will have done well, regardless of which party 
wins. On the other hand, if the economic forecasts are accurate but the election is 
not close, then the equations will not have done well, again regardless of which 
party wins. 



Table 4 

Forecast.s of the I996 Election 
Democratic Share of the Two- 
Party vote 

So as not to be accused of presenting so many predictions that one of them 
is bound to be right, let me say that I take the equation from Table 2 estimated 
through 1992 to be my “final” choice. However, if one felt that Perot contam- 
inated the 1992 election so much that the observation should not be used, then 
the second equation in Table 2 is a possible choice. It also predicts a close elec- 
tion. One would only use the previous versiorl of the equation (like the fourth 
equation in Table 1) if it was felt that none of the changes for the 1992 update 
were any good. 

Appendix 
Data for Econometrics and Presidential IElections 

Let Ybe real GDP divided by population and let f’be nominal GDP divided 
hy real GDP. The construction of Y and I’ is explained in Fair (1996). Let 
subscript k, denote the kth quarter within the 16-quarter period of an admin- 
istration and let (-1) denote the variable lagged one 16-quarter period. Fi- 
nally, let qa be the growth rate of Yin quarter k (at an annual rate), which is 
((Y,/Y,_,)’ - 1) X 100 for quarters 2 t,hrough 16 and ((Y/Y,&-1))” - 1) x 
100 for quarter 1. Then: 

g2 = ((Y,,/Y,,)b”i*’ - 1) x 100 
.@ = ((Y,;/Y,z)(‘~~~7’ - 1) x 100 

gYR= ((Ylli + Y,5 + r,, + Y,,)/(Y,, + Kl + Y,,, + w - 1) x 100 
ps = / ((P,JP;)(d/N) - 1) x 1001 



p15 = I ((Prs/&-1))‘4~l~’ - 1) x 1001 
p2YR= 1 (((P,e + P,s + P,, + I’,,)/(& + P, + Pti + i?,,)).’ - 1) X 1001 

n = Number of quarters in the first 15 in which qk is greater than 2.9. 

Table A 
The Data 

1916 
1920 
19% 
1928 
1932 
1936 
,940 
1944 
,948 
195P 
,956 
,960 
1964 
1968 
,972 
1976 
,980 
,984 
,988 
1992 
19?w 

0.5168 
0.3612 
0.4176 
0.4118 
0.5916 
0.6246 
0.5500 
0.5377 
0.5237 
0.4460 
0.4224 
0.5009 
0.6134 
0.4960 
0.362, 
0.5105 
0.4470 
0.4083 
0.4610 
0.5345 

1 
1 

-1 

-1 
-1 

1 
1 

1 
1 
1 

-1 
-1 

1 
1 

-1 
-1 

1 
-1 

-1 
-1 

1 

1 0.W 
0 1.00 

-1 0.00 
0 -1.00 

-I -1.25 
1 0.00 

1 1.00 
1 1.25 
1 1.50 

0 1.75 
-1 0.00 

O -1.00 
1 0.00 
0 1.00 

-I 0.00 
0 -1.00 
1 0.00 

-1 O.ou 
0 -1.00 

-I -1.25 
1 0.00 

2.229 
-11.463 

-3.872 
4.623 

-15.574 
12.625 

2.42” 
2.910 
3.105 
0.910 

-1.479 
0.020 
4.950 
4.712 
5.716 
3.41, 

-3.512 

5.722 
2.174 
1.478 
2.100 

4.252 
16.535 

5.161 
0.183 
6.657 
3.38, 
0.553 
6.432 

10.369 
2.256 
2.132 
2.299 
1.20, 
3.160 
4.762 
7.604 
7.947 
5.296 
3.392 
3.834 
3.000 

3 
5 

1” 
7 
3 
9 
8 

I3 
3 
7 
6 

5 
11 
9 
6 
6 
5 
7 
5 
0 
2 

-1.213 
-14.496 

-9.777 
6.043 

-16249 
18.765 
10.350 
3.317 
3.976 
0.632 

-0.576 
-2.940 

3.334 
4.125 
5.216 
0.923 

-5.494 
3.965 
2.285 
1.102 
2.200 

6.035 
-8.147 
-1.009 
-0.225 

-14.369 
12.933 

6.708 
5.768 
2.289 
1.935 
0.338 

-0.038 
4.374 
3.599 
4.247 
4.406 

-1.350 
6.114 
2.943 
0.979 
1.500 

6.752 8.183 
17.240 16.800 
0.737 
0.242 

10.127 
0.928 
0.542 
3.737 
8.852 
3.542 
2.958 
2.314 
1.375 
3.775 
4.61, 
7.286 
8.718 
3.692 
3.737 
3.325 
2.200 

1.23, 
0.753 
10.177 

1.349 
0.765 
3.965 
9.520 
4.160 
2.674 
2.260 
,288 
3.748 
4.629 
7.650 
8.722 
3.877 
3.509 
3.46, 
2.200 




