
Estimated Inflation Costs Had 
European Unemployment Been 
Reduced in the 1980s by 
Macro Policies* 

1. Introduction 
If macroeconomic policies had lowered European unemployment in 

the 198Os, what would have been the inflation costs? Under the standard 
view of the long-run unemplo)ment-inAatil~n relationship, this is not an in- 
teresting question. The standard view is that there is a value of tbc unem- 
ployment rate (the NAIRU) b 1 e ow which the price level accelerates and 
ahox wld> the price level decelerates. This view is cchoed, for example, 
in ~nem~~lo~ment: choice.+- Ewvpe, where Alogoskoufis et al. (1993, 124) 
state, ‘?~e would not want to dissent from the view that there is no long- 
1~11 trade-off between activity and inflation, so that macroeconomic policies 
by themselves can do little to secure a lasting reduction in unemployment.” 
Under the standard view it is not semi ble to talk about long-run trade-offs 
between unemployment and inflation. 

The results in Fair (1997, 1998), I clever, which are based on esti- 
mating price and wage equations for 28 countries, including 15 European 
countries, do not support the NAIRU model. They ovenvhelmingly reject 
the dynamics implied by the model. The results support the “lev&’ form of 
the price and wage equations, where a permanent change in the unemploy- 
ment rate has a long-run effect on the price level but not on the inflation 
rate (and not a jirtiori OII the change in the inflation rate). If these results 
are correct, they change the way one tlrinks about the trade-off l~etvnxn 



unemployment and inflation, and they make the question ahout macro pol- 
icies and European unemployment an interesting one. 

This paper uses the multiconntn: econometric (MC) model in Fair 
( 1994), including the price and wage equations mentioned above, to estimate 
&at would have happened to European unemployment and inflation in the 
19X%-199O:iz: period had the Bundesbank followed an eaier monetav pol- 
icy than it in fact did. The MC model is outlined in Section 2, and the price 
and wage eyuations are presented and discussed in Section 3. The results 
of the experiment are then reported in Section 4. 

If the VAIRU model is rejected, the new stolv about the price level 
and unrnlployment dots not lake to inrpl\- that unrnlplovnlent can be driven 
close to zero with only a modest long-run effect on the price level. There 
ma!; bc (and seems likely to he) a nonlinear relationship between the price 
level and uncmplo~ent at low values of unemployment, where pushing 
unemployment further and further below some low value results in larger 
and larger increases in the price level. This nonlinearity would in effect 
bound unrmplo~mcnt above a certain value. It will be seen in Section 3 that 
this nonlinearity is hard to estimstr because there are not enough obsewa- 
tions at low unemployment rates to provide good estimates. This paocit) of 
observations argues against using estimated price and wage equations to 
predict what prices and wages would he at unemployment rates much lower 
than those that e&ted historically. Fortunately, this.is not a problem for the 
present paper because the period considered here is one characterized by 
high unemplo,~ent rates. More will he said about this in the Conclusion. 

2. The MC Model 
There are 33 countries in the MC model.’ There are 31 stochastic 

eqwtions for the United States and up to 13 each for the other countries. 
The total number of stochastic equations is 328, and the total number of 
estimated coefficients is 1442. In addition, there are 1041 estimated trade- 
share equations. The total number of endogenous and evogcnous \wiables, 
not counting the trade shares. is about 4oO%Trade-shiue datawere collected 
for 45 countries, and so the trade-share matrix is 45 x 45.’ An updated 
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version of this model has beer1 used for the present work, and this version 
is presented on the website mentioned in the introductory footnote. 

The estimation periods begin in 1954:i for the United Statps and as 
soon after 1~960 as data permit for the other countries. They end between 
1992 and 1994 except for the United States, where they end in 1997:i. The 
estimation technique is 2SLS except when there are too few obsenpations to 
make the technique practical, where OLS is used. The estimation accounts 
for possible serial correlation of the error terms. The vari&lrs used for the 
first stage regressors for a county arc the main predetermined variables in 
the model for the country. A list of these variables is available from the 
website.” 

On the demand sidr, there are estimated equations for consumption, 
fixed investment. inventory investment, and imports for each country. Con- 
sumption depends on income, wealth, and an interest rate. Fixed investment 
depends on output and an interest rate. Inventory investment depends on 
the lcvel of sales and the lagged stock of inventories. The level of imports 
depends on income, wealth, the r&tive price of imported versus domesti- 
cally produced goods, and an interest mtte. The interest rate used for a given 
country and equation is either a short-term rate or a long-term rate, de- 
pending on which was more significant. The long-term rate is related to the 
short-term rate in each country through a standard term structure equatiun, 
\vhere the long-term rate depends on the current value and lagged V&ES 
of the short-term rate. 4 decrease in the short-term interest rate in a country 
leads to B decrease in the long-term rate, and interest-rate decreases have a 
positive effect on consrrmptio~~. fixed investment, and imports. 

There are estimated price and wage equations per country. The dw 
mestic price level in a country depends, among other things, 011 a measure 
of demand pressure (usually an output-gap variable) and the price of in]- 
ports. These equations are presented in Section 3. 

There is an estimated interest-rate reaction function for each country 
The short-term interest rate depends on inflation, demand pressure, and the 
current account. These arc “leaning against the wind” equations of the mon- 
etary authorities. The monrtay authorities are estimated to raise short-term 
interest rates in response to increases in inflatior and demand pressure and 
decreases in the current account. The U.S. short-term interest rate is an 
explanatory vtiablc in a number of the other countries’ reaction functions. 
This means that the United States is assumed to play a leadership role in 

3 



Ray C. Fair 

setting monetq policy ~1~0. the German short-term interest rate is an 
explanator7/ xxriahle in a number of the other European countries’ reaction 
functions. 

There is an estimated exchange rate equation per countrv For Ger- 
mmy and all the non-European countries, the dependent v&iabl~ is the 
exchange rate >is-8.vis the U.S. dollar. For these countries, the exclrange 
rate depends on the price level of the county relative to the U.S. price level 
and the shnti-term interest rate of the conntzy relative to the U.S. interest 
rate. For the European countries except C:ennany. the dependent variable 
is the exchange rate x,*-A-vis the mark. For these countries the cvchange 
rate depends on the price level of the axmtry relative to the German price 
level and the shoti-term interest r&c of the country relative to the German 
interest rate. 

There are also estilnated equations explaining employment, the labor 
f&e of men, and the labor force of women per country. Employment dr- 
pads on output and the amount of excess labor on hand. Labor force par- 
tic@tion depends on tire real wage and a labor market tightness vaiablr 
drsiped to pick up discouraged worker effects. 

In a given trade-share equation, the share of country i’s total imports 
imported from countr);j depends on the price of conntryj’s exports relative 
to B price index of all the other countries’ export prices. The trade-share 
equations are in U.S. dollars, and all export prices are converted to dullax 
prices using the exchange rates. The restriction that the sum of all exports 
equ& the sum of all imports is imposed in the model. 

There is a mixture of quarterly and annual data in the MC model. 
Quarterly equations are estimated for 14 countries (the first 14 in footnote 
I), and annual equations are estimated for the remaining 19. However, all 
the trade-share equations are quarterly. There are quarterly data on all the 
variables tlrat feed into the trade-share equations, namely the exchange rate, 
the local-currency price of exports, and the total value of imports per cow- 
try Wheu the model is solved. the predicted annual values of these variables 
for the annual countries are converted to predicted quarterly values using a 
simple distribution assumption. The quarterly predicted values from the 
trade-share equations are conlwted to annual values by summation or av- 
eraging when this is needed. 

3. The Price and Wage Equations 

The theoi?_ that has guided tire specification of the price and wage 
equations in this section was first presented in Fair (19i4); and I~OTP recent 
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discussions are i,n Fair (1964, Chap. 3), Fair (1994, Chap. Z), and Fair (1998) 
The empirical specification of the price and wage equations is as follows: 

p is the log of the price level; w is the log of the wage rate: s is the log of 
the import price level divided by p lagged once-it is a measure of relative 
import prices; D is some measure of demand pressure-the choices tried 
for D are discussed below; and h is the log of A, where A is an estimate of 
the potential level of output per worker. In the empirical work A is estimated 
from peak-to-peak interpolations of output per worker. The grow& rate of 
A is an estimate of the growth rate of potential productivity The change in 
ui - i, is the growth rate of the nominal wage rate less the growth rate of 
potential productivity. E and fl are error terms. 

The lagged price variable in Equation (1) can be thought of as picking 
up expectational effects, the wage variable and the relative import price 
variable as picking up cost effects, and the demand vari&le as picking up 
demand effects. AU these effects are in the theoretical specification men- 
tioned above. 

The time trend in Equation (1) is meant to pick up any trend effects 
on the price level not captured by the other variables. Adding the time trend 
to an equation like (1) is similar to adding tbr constant term to an equation 
specified in terms of changes rather than levels. The time trend will also 
pick up any trend mistakes made in constructing &. If, for example, 1, 
= g + &, where i$ is the correct variable to subtract from We to adjust for 

potential productivity, then the time trend will absorb this error. 
In the wage equation, Equation (2), the wage rate is a function of the 

lagged wage rate, the current and lagged price level, the demand variable, 
and the time trend. It is an equation in which the wage rate adjusts to the 
price level over time. The price equation is identified because of the inclu- 
sion of the lagged wage in the wage equation, and the wage equation is 
identified because of the inclusion of the relative import price variable in 
the price equation. 

When price and wage equations are specified, one has to be careful 
regarding what they imply about the determination of the real wage, which 
is toi - h, - pt in the present notation. Solving Equations (1) and (2) for 
W, - h, - I]~ yields: 



- [-(I Y& + (1 - BMt - il - hkt 

Unless the cocficient of w,_ 1 - h,_ 1 equals the negative of the coefficient 
of p,_ 1, Equation (3) implies that in the long run the real wage depends on 
the level of 17, which is not sensible. Consequently, the restriction that the 
two coefficients are equal in absolute value and ofopposite signs is imposed 
in the estimation. The xstriction on the structural coefficients is 

PI 
y3 = 1 - p2 ~ (1 - Y2) - YI (4) 

An attempt was made in the estinution of the price andwage equatiltions 
to account for a possible nonlinear relationship between p, and the unem- 
ployment rate at low levels of the unemployment rate. Two functional forms 
were tried for the unemployment rate. In addition, two other activity vati- 
ahlrs, both measures of the output gap, were tried in place of the unem- 
plopent rate, and two timctional forms were tried for each gap variable. 

Let uI denote the unemployment rate, and let rc: = uy - Piti, where 
uliuil is the minimum value of the unemployment rate in the sample period 
(f = 1, , T). The first form tried was linear, namely 0, = u;. The other 
was 0, = ll(u: + 0.02). For the second form D, is infinity when n; equals 
- 0.02, and so this form says that as the unemployment rate approaclres 2.0 
percentage points hclow the smallest value it reached in the sample period, 
the price level approaches infinity.” 

For the first output-gap vxiahle> a potential wtput series. denoted 
1;?, was constructed from peak-to-peak interpolations of the level of output 
per worker and the number of workers per working-age population. (The 



peak-to-peak interpolation of output peer worker is A, mentioned above.) 
* Define the gap, denoted G,, as (Y, - Y$)n;*, where Y, is the actctnal level of 

output, and let G; = C, - G”““, where G ““” is the minimum value of G, in 
the sample period. For this variable the first form was linear, and the other 
was U, = U(G; + 0.03). 

For the second output-gap variable, a potential output series was con- 
structed by regressing, over the sample period, log 1; on a constant and t. 
The gap G, is then defined to be lz, - log 1;. where I&??< is the predicted 
value from the regression. The rest of the treatment is the same ax for the 
first output-gap variable. 

Two functional forms for the unemployment rate and two each for the 
output-gap variables ,yield.s 6 different variables to ty, In addition, each 
variable was tried both urrlagged and lagged once separately, giving 12 dif- 
ferent variables. The searching was done using Equation (1) under the as- 
sumption of a first-order autoregressive error term and with three variables 
added. The three added variables are I-‘~_?, w,_, - &_,, and So_,. The 
demand pressure variable chosen was the one with the highest t-statistic. 
No demand presswe variable was cboscn if the coefficient estimates of all 
the demand pressure variables were of the wrong sign. 

Once the demand pressure variable was chosen, three further speci- 
fication decisions were made. The first is whether Us - h, or wt_ i - L_ 1 
should be included in the final specification, the second is whether So or 
s, _ , should be included, and the third is w&ether the autoregressive as- 
sumption about the error term should be retained. For each of the first two 
decisions the variable with the higher t-statistic was chosen provided its 
coefficient estimate was of the cvpected sign. and for the third decision the 
autoregressive assumption was retained if the autoregressive coefficient es- 
timate was significant at the 5% level. If when tried separately both IL+ - h, 
and wi- I - h, ~I had coefficient estimates of the wrong sign, neither was 
used, and similarly for st and s,_ ,.,’ 

The same searching for the best demand pressure variable was done 
for the wage Equation (2) as was done for the price equation. This searching 
was done without imposing the coefficient restriction in (I) and under the 
assumption of a first-order autoregressive error term. Once the demand 
pressure variable was chosen, one further specification decision had to be 
made for the wage rqwtion, namely whether the autoregressive assumption 
of the error term should be retained. The same decision criterion was used 
here as was used for the price equation. 
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The estimation technique was 2SLS for the quaterly countries and 
OLS for the annual countries. For 2SLS, the endogenous variables were 
taken to be pt, w,, II,, and st. The quality of the data varies across countries, 
and the results for the individual countries should not necessarily be 
weighted equally. In particular, the results for the countries with only annual 
data should probably be weighted less. Also, the wage data are probably not 
in general as good as the price data. The reason there are fewer countries 
with estimated wage equations than estimated price equations below is sim- 
ply because of data limitations. 

Four dummy variables were used for Germany for all its estimated 
equations in an attempt to account for the effects of the reunification of the 
country. The first had a value of one in 199O:iii and zero otherwise; the 
second a value of one in 199O:k and zero otherwise; the third a value of one 
in 1991:i and zero othentise; and the fourth a value of one in 1991:ii and 
zero othawisr. To save space, the coefficient estimates for the dummy vari- 
ables have not been reported in the tables below. 

The estimates of the final specification of the price equation are pre- 
sented in Table 1.6 The table shows that, of the 18 countries for which a 
demand pressure variable was used,’ the functional form was linear for 10 
of them. The chosen variable was the unemployment rate for 4 of them, the 
first output-gap variable for 8 of them, and the second output-gap variable 
for the remaining 6. There is thus no strong pattern here, although there is 
a slight edge for the linear form and the first output-gap variable. The good 
showing for the linear form shows the difficulty of estimating the point at 
which the relationship between the price level and demand becomes non- 
linear. Also, although not shown in Table 1, the fits of the equations tended 
not to be very sensitive to the use of alternative functional forms, such as 
those mentioned in footnote 4, and no clear winner emerged. 

Of the 9 countries with no demand pressure variable in Table 1, two 
of them-the Netherlands and the United Kingdom-have wage equations 
with demand pressure variables. For these hue countries demand pressure 
affects prices by affecting wages, which affect prices. South Africa is the only 
quarterly county for which there are no demand pressure effects on the 
price level. 

The relative import price variable, s,, does well in Table 1. All 27 
coefficient estimates are positive, and 19 estimates have t-statistics greater 



Estimated Zr$ation C&s 

than 2.0. The wage rate also does fairly well. Of the 17 estimates in Table 
1, 12 have t-statistics greater than or equal to 2.0. 

The estimates of the final specification of the wage equation are pre- 
sented in Table 2. The coefficient restriction (4) was imposed for all these 
estimates. Of the 11 countries for which a demand pressure variable was 
used, the functional form was linear for 7 of them. The chosen variable was 
the unemployment rate for 4 of the 11 and the second output-gap variable 
for the other 7. There is thus an edge for the linear form and the second 
output-gap vtiablc. The good showing for the linear form further shows the 
difficulty of estimating nonlinearities between demand pressure and price 
and wage levels. 

Tests of the Equations 
.4 key question about the specification of the price and wage equations 

in (1) and (2) is whether the true dynamics of the price and wage processes 
hwe been adequately captured. To examine this, various lagged values of 
the variables in the equations have been added to the eqnatkms and xz tests 
of their joint significance performed. The error terms have also been tested 
for fourth-order serial correlation The implicit expectations mechanism has 
been tested by adding the Zed value of the wage rate to the price equation 
and testing for its significance. This is one way of testing tbe rational expec- 
tations hypothesis. The coefficient restriction in (4) has been tested. Finally, 
a stability test of the coefficients has been performed. The results of these 
tests are presented in Fair (1997), and this discussion will not be repeated 
here. The equations do fairly well in these tests. In particular, the extra 
laged values are generally not significant, which is fairly strong support of 
the dynamics. If the equations had bad dynamics, one would expect the 
additional lagged values to be significant. 

A Digres,~iopz on the XAlRL! S~@ication 
It is of interest to see how the price and wage Equations (1) and (2) 

compare to the NAIRU specification. Although there are many different 
versions of the NAIRC specification, the following equation encompasses 
most versions: 

n 
I-$ = x 6JC_{ - P(Ul - ul”) + er, + V$ / i: Fi = 1 i (5) 

i=i i=l 

where x< is the rate of inflation (n, = p, - pS_,, where p is the log of the 
price Icvel), u1 is the actual value of the unemployment rate, zr: is the 
NAIRU, st is a supply shock variable, and Y, is the error term In the simplest 









case where n is 1 and u: is a constant, Equation (5) is simply an equation 
with Air, on the left-hand side and a constant, utr and sI on the right-hand 
side. In many cases, however, n is taken to be greater than I, an&or u: is 
assumed to be something other than just a constant. Gordon (1997), for 
example, takes n to be 24 and assumes that u: is time vaying. The NAIRU 
equation in the influential book on European unemployment by Layard, 
Nickell, and Jackman (1991), Eq ua ion (48) on page 379, has n equal to 1 t’ 
and no variable str but it includes both ut and ~l*-~ and it has u: a flmction 
of unemployment benefits, union power, and some tax rates. 

To see how (I) and (2) compare to (5), the wage variable needs to be 
substituted out of(l). This is done by lagging (1) once, multiplying through 
by yl. subtracting this expression from Cl), and then using (2) to substitute 
out the wage rate. This yields: 

How does (6) compare to (5)? If in (6) D is taken to be u, then both 
(5) and (6) include ut. In addition, (6) al so includes ut_ ,, but this is probably 
a minor difference. For example, as noted above, the NAIRU equation of 
Layard, Nick& and Jackman (1991) also includes utml. (6) includes rt_,. 
which (5) does not, but this is perhaps minor also. If UT equals a constant 
term plus a coefficient times the time trend, then (6) encompasses this spec- 
ification because there is a constant term and time trend in the equation. 

The main difference between (5) and (6) concerns the dynamics. Since 
xL = p, - p,_ 1 and n is greater than 0, (5) has more lagged price levels in 
it than does (6), but with the restriction that each price level is subtracted 
from the prwious price level and the restriction that the 6,‘s sum to one. 
The restriction that each price level is subtracted from the previous price 
level will be called the “first derivative” restriction, and the restriction that 
the 6,‘s sum to one will be called the “second derivative” restriction. 

The dynamics of (5) versus (6) can be tested by adding pr _ 1 and pt_ 2 
to (5) and seeing if they are jointly significant. Since (6) implies that these 
variables belong in the equation, they should be significant according to (6) 
but not according to (5). Adding one of these variables breaks the second 
derivative restriction, and adding both breaks both the first and second de- 
rivative restrictions. This test was performed in Fair (1998) for the United 
States and in Fair (199’i) for the other countries, and the results strongly 
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reject the dynamics implied by (5). P,_~ and p,_, are generally highly sig- 
nificant when added to various versions of (5). The NAIRU dynamics are 
thus strongly rejected and in just the way that (6) suggests they should be. 

4. The Experiment 

The Setup 
The experiment is a decrease in the German short-term interest rate 

between 198% and 1990&. To perform this experiment the interest rate 
reaction function of the Bundesbank was dropped, and the German short- 
term interest rate was taken to be exogenous. The reaction functions for all 
the other countries in the model were retained, which means, for example, 
that the fall in the German rate directly affects the interest rates of the 
countries whose reaction functions have the German rate as an explanatory 
variable. The German interest rate was lowered by 1 percentage point for 
1982:i-1983:iv, by 0.75 percentage points for 1984&1985:io, by 0.5 per- 
centage points for 1986:i-1987:iu, and by 0.25 percentage points for 1988:i- 
199o:iu. 

The first step is to add the estimated (historical) residuals to the model, 
b&h for the stochastic equations and for the trade share equations. Doing 
this and then solving the model using the actual values of all the exogenous 
variables results in a perfect tracking solution (i.e., the predicted values of 
the endogenous variables are equal to the actual values). Then the German 
interest rate is lowered and the model is solved. The difference between the 
predicted value for each variable for each period from this solution and its 
actual value is the estimated effect of the monetary-policy change on the 
variable. Selected results of this experiment are presented in Table 3 for 17 
countries, 15 European countries plus the United States and Japan.* The 
rest of this section is a discussion of this table. Each fourth-quarter value is 
presented in Table 3 for the quarterly countries, while each annual value is 
presented for the annual countries. 

The units in Table 3 require some explanation. The column labeledu” 
gives the actual value of the unemployment rate in percentage points, and 
the column labeled R” gives the actual value of the inflation rate (percentage 
change in the GDP price index) in percentage points. These values are pro- 
vided just for reference purposes. The values in the remaining columns are 
either absolute or percentage changesfrom the base t&es (remember that 
the base values are the actual values). Absolute changes are given for the 
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interest rate, the unemplqyment rate, the inflation rate, and the current 
account as a fraction of GDP, while percentage changes are given for the 
other variables. All the values are in percentage points. The notation for the 
variables is given at the bottom of Table 3. 

Qditatice DisaLwion 
Before louking at the numbers in Table 3, it will be useful to review 

qualitatively what is likely to happen in the model in response to the decrease 
in the German interest rate. Consider first the effects of an interest rate 
decrease in a particular country. A dtxxease in the short-term rate in a coun- 
try leads to a decrease in the long-term rate through the term structure 
equation. A decrease in the short-term rate also leads to a depreciation of 
the country’s currency (assuming that the interest rate decrease is relative 
to other countries’ interest rates). The interest rate decreases lead to an 
increase in consumption, investment, and imports. The depreciation of the 
currency leads to an increase in exports. This effect on exports works through 
the trade-share equations. The dollar price ofthe country’s exports that feeds 
into the trade&w equations is lower because of the depreciation, and this 
increases the share of the other camtries’ total imports imported from the 
particular country. The effect on a ggregate demand in the country from the 
interest rate decrease is thus positive from the increase in consumption, 
investment, and exports and negative from the increase in imports. The net 
effect could thus go either way, but it is almost always positive. 

There is also a positive effect on inflation. The depreciation leads to 
an increase in the price of imports, and this has a positive effect on the 
domestic price level through the price equation. In addition, if aggregate 
demand increases, this increases demand pressure, which has a positive ef- 
fect on the domestic price level. 

There are many other effects that follow from these, including effects 
back on the short-term interest rate itself through the interest rate reaction 
function, but these are typically second order in nature, especially in the 
short run. The main effects are as just described. 

The decrease in the German interest rate should thus stimulate the 
German economy, depreciate the mark, and lead to a rise in German prices 
and wages. HOW much prices and wages rise depends, among other things, 
on tlx size of the coefficient estimates of the demand pressure variables in 
the price and wage equations and on the functional forms of the demand 
pressure variables. The size of the wage and price increases also depends on 
how much the mark depreciates and on the size of the coefficient estimate 
of the import price variable in the price equation. 

For those European countries whose interest rate reaction functions 
include the German interest rate as an explanaton variable, the fall in the 
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German rate will lead to a direct fall in their interest rates. In addition, the 
depwciation of the mark (relative to the dollar) will lead to a depreciation 
of the other European countries‘ corraxies (relative to the dollar) because 
they are fairly closely tied to the mark in the short rm, through the exchange 
rate equations. 

TIE Reults 
Turn now to the results in Table 3. Ry the end of the nine-year period 

the German exchange rate relative to the dollar (P! had depreciated 4.07%. 
the price lel-el (Z’) was 2.14% higher, the inflation rate (K) was 0.23 per- 
centagc points higher, and the unemployment rate (u) wx 0.98 percentage 
points lower-all compared to the base cae ithe actual wlucs). L&n increase 
in e for a cwrrtry is a depreciation of the country’s currency relatix to the 
dollar.) The current account as a percent of GDP (S) was 0.39 percentage 
points lower: German imports (ZM) rose more than German exports (EX)_ 
and Gcmman import prices (PM) rose more than C&xman export prices (PX). 

The interest rate (RS) for France fell hecause French monetary policy 
is affected by German monetary policy. (The German interest rate is an 
explanatory variable in the French interest rate x&ion function.) By the 
md of the period the French exchange rate had depreciated 2.91%, the 
price level was 1.18% higher, the inflation rate was 0.14 percentage points 
higher_ and the unemployment rate was 0.63 percentage points lower. Note 
&at although both the mark and the French franc depreciated relative to 
the dollar (4.07% and 2.91% respectively), the franc depreciated less and 
thus appreciated relative to the mark. This is because of the smaller rise in 
the domestic price level in France than in Germany. 

The Italian lira is closely tied to the mark in the model, and the lira 
depreciated almost as much as the mark. This led to a rise in the Italian 
price level, which led the Italian monetary authorities to raise the interest 
rate. This offset much of the stimulus from the dqmxiation. By the end of 
thp period the price level was 1.43% high er, the inflation rate 0.12 percmt- 
age points higher, and the unemployment rate 0.06 percentage points lower. 

The U.K. results are a little more complicated to explain. The pound 
initially depreciated relative to the dollar. but by less than did the mark. The 
pound thus appreciated relative to the mark iand other European cnrren- 
ties!. and this appreciation was large enough to lead to a decrcax in the 
overall U.K. import price index. This in turn bad a negative effect 011 the 
U.K. domestic price Icvel. The U.K. was thus in the envions position of 
having a lower price level and a Iowr unemployment rate. U.K. export prices 
(PX! fell less than did U.K. import prices (PAl), and this is the main reason 
fir the increase in the U.K. current account (S). The increase in the U.K. 
cm-rent accomlt is au increase in net U.K. foreign security ad resewe hohi- 
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ings, and this increase has a positive effect on consumption. This positive 
effect on consumption is the main reason for the increase in U.K. output. 
By the end of the period the U.K. price level is 0.84% lower, the inflation 
rate is 0.07 percentage points higher. and the nncmplo,yment rate is 0.32 
percentage points lower. 

The main effect on the C.S. was a fall in the price of imports, caused 
by the appreciation of the dollar relative to the European currencies. This 
led to a sliglrt fall in the U.S. domestic price lewl and to an increase in U.S. 
imports. The net effect on U.S. output was small Similadyrly; the Japanese 
plice of imports fell, and there was a slight fjll in the Japanese domestic 
price level. 

The results for the remaining I1 European countries in Table 3 should 
be fairly self explanatory The currencies depreciated relative to the dollar 
hecausc thev a& closel\:tird to the mark_ and-these depreciations stimulated 
the econo&s. In add&n, the intercst Iate in a number of countries fell in 
response to the fall in the CAman interest rate, and this was stimulative. 
Therefore, hoth prices and output rose in the coontries. Denmark is an 
outlirr in the size of its exchange rate response, which suggests that the 
Denmark exchange rate cquatiol> may not he well specified. 

5. Conclusion 
Table 4 helps bring together some of the main results in Table 3. rin: 

these estimated price level and inflation costs worth incurring for the re- 
sulting gains in output and decreases in unemployment? The nn~wer to this 
depend?. of course, on one’s we1fi~re function, but it seems likely, given the 
fairlv small estimated costs, that many welf& f&ctions would call fbr a- 
cep&g the costs. In other words_ many people are likely to agree that the 
Bundesbank should t : ~ t ML ~cen more expansionary in the 1980s based on 
these estimated price lcvcl and inflation costs. Remember that these results 
are not governed by the NAIKU d: namics. It is not the case bat an eaper- 
iment like this will result in acceler,~ting price Irvels. so there are no horrihlc 
events lurking beyond the 36.quarter horizon of the present experiment. 



Estimated Znjlatiun Cmts 

Whether one accepts this conclusion depends; of’ course, on whether 
one thinks the price and wage equations ~mderlyirrg it are any good. The 
tests in Fair (1997, 1998) strongly support the equations’ dynanics and reject 
the ZIAIRU dynamics, and so I would argue that the current results should 
be taken seriously. 

The results of estimating the price and wage equations do not, how- 
ever, pin down the point at which the relationship between the price level 
and unemployrncnt becomes highly nonlinear. .4lthough the best fitting 
functional forms of the demand pressure variables were used for thr results 
in Table 3, other functional forms usually gave similar fits. As mentioned in 
the introduction, this is not a problem for the present paper because the 
experiment is over a period in which unemployment was generally quite 
high, but it does mean that the MC model should not be pushed into values 
of the uncmplo,yment rate much lower than have been observed historically. 

The main message for policy makers from the estimates of the price 
and wage equations and the tests of the iYiAIKU d,ynamics is that policy 
makers should not think there is some value of the unemployment rate below 
which the price level accelerates and above which it decelerates.Thevshnllld 
think instead that the price level is a negative function of the unemp~oynent 
rate (or other measure of demand slack), where at some point the function 
begins to hecome highly nonlinear. How bold a policy maker is in pushing 
the unemployment rate into uncharted waters will depend on bow fast he 
or she thinks the nonlinearity becomes severe. The results in Table 3 suEat 
that more pushing could have been done in Europe in the 1980s with f&ly 
modest price level costs. 

Ke~iaerl:jwic ,897 
rinn, w&4: J”“u”‘v I$wh 
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