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I. INTRODUCTION

Because firms are likely to try to smooth
production relative to sales, current produec-
tion decisions should depend in part upon
expected future sales. Unfortunately, the
one extensive empirical study of this ques-
tion, that of Belsley [1], has failed to un-
cover any evidence of such dependence. The
data that Belsley uses are of questionable
reliability, however, and his negative results
may be due to the use of these data. For
four industries—Cigarettes, Cigars, Tires,
and Cement—rather good monthly data are
available on production and sales or in-
ventories, and the purpose of this study is to
see whether these data are capable of picking
up any effect of expectations of future sales
on current production decisions.

The data are used to estimate three dif-
ferent production models: the Belsley model,
the Holt et al. model, and a lagged adjust-
ment model. In Section II the Holt et al.
and Belsley models are briefly described and
the lagged adjustment model is developed.
Section ITI describes the expectational
hypotheses that have been used, and Section
IV discusses the data. The results of esti-
mating the three models for the four in-
dustries are presented and evaluated in
Section V.

II. THE THREE PRODUCTION MODELS

The Holt et al. Model

Let Y, denote the amount of output
produced during period ¢, S; the amount
sold during period ¢, V. the stock of inven-
tories on hand at the end of period ¢, M

*1 wish to thank David Belsley for helpful
comments on an earlier draft of this paper. I

would also like to thank a referee for helpful com-
ments.

the number of workers on hand at the end of
period ¢ — 1, Y ® the amount planned (at the
beginning of period ) to be produced during
period ¢, and S:,; the amount expected (at
the beginning of period ¢) to be sold during
period ¢ + 2.1 Holt et al. [3] postulate various
quadratic cost functions for the firm, and on
the assumption that firms seek to minimize
the sum of expected future costs they arrive
at the following equation:?

YP =0+ aiMea + Ve
n €))
+ ;) 880+

M., in equation (1) reflects the short-run
costs of changing the size of the work force,
and V., reflects inventory holding costs.
nin (1) is the length of the decision horizon.

The Belsley Model?

Belsley’s model is similar to the Holt et al.
model. Belsley also postulates various
quadratic cost functions for the firm and
assumes that firms seek to minimize the sum
of expected future costs. His equation is
similar to (1), with lagged output, Y.,

11p this section it will be assumed that each
period consists of the same number of working
days and that the daily rate of production and the
daily rate of sales are constant within each period.
In the following sections this assumption will have
to be relaxed, but for now it avoids having to dis-
tinguish between rates of production or sales dur-
ing the period and levels of production or sales
during the period.

2The Holt et al. cost minimization procedure
also yields an equation determining the level of
the work force, but this is not of direct concern
here.

s Belsley actually has two models, one concerned
with production-to-stock decisions and one con-
cerned with production-to-order decisions. Since
pone of the four industries examined in this study .
produce to order, only Belsley’s production-to
stock model is considered here. :
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replacing lagged employment in the equa-
tion:

Ytp = ao' + allYt—l
n )
+ a’Vea + 2) 8:/Stts .

Y., in equation (2) reflects the short-run
costs of changing the rate of production,
and again V., reflects inventory holding
costs.

The Lagged Adjustment Model

The approach taken here in developing a
lagged adjustment model of short-run
production decisions is similar to the ap-
proach takenin Fair [2] in developing a model
of short-run employment decisions. The
approach is to be distinguished from the
quadratic cost minimizing approach of
Holt et al. and Belsley. The lagged adjust-
ment model is developed as follows. The firm
is assumed to decide at the beginning of
-period ¢ how much to change the current rate
of production. The variables that the firm
has knowledge of at this time are the current
amount produced, Y, ,, and the stock of
inventories on hand, V,_; . The firm is also
assumed to have formulated future sales
expectations, Si (i = 0, 1, 2, ---, n).
Ignoring Y, for the moment, let Vg2
denote the short-run desired stock of inven-
‘tories for the end of period ¢ (desired as of

" the beginning of period ¢). Since V,_; and
8. are given, once the value for V¢ is set,
the value for the desired amount produced is
also set:

Ye=8+VeE—-V,,. 3)

Y ¢ is the desired amount produced during
period ¢ ignoring Y, ; . Equation (3) can be
considered to be the ex ante equivalent to the
ex post identity, Y. = S, + V, — V..
Since inventories can be used to meet part
of any expected increase in sales, firms can
by the accumulation and decumulation of
inventories smooth out fluctuations in
production relative to fluctuations in sales.
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If sales were expected to be constant through
time, inventories would really not be needed
at all except for such things as insurance
against an unexpected increase in sales or
breakdown in production, and the desired
stock of inventories could be taken to be
constant through time. V will be used to
denote this “long-run” or “average’ desired
stock of inventories.4

Since expected sales do fluctuate in the
ghort run, the short-run desired stock of
inventories is likely to fluctuate also. If
sales are expected to increase over the next
few periods, the short-run desired stock of
inventories is likely to be larger than V so
that part of the increase in sales can come
from drawing down inventories rather than
by increasing production to the full extent of
the increase in sales; and if sales are expected
to decrease over the next few periods, the
short-run desired stock of inventories is
likely to be smaller than V so that part of
the decrease in sales can come from building
up inventories rather than by decreasing
production to the full extent of the decrease
in sales. The difference between the short-run
and long-run desired stock of inventories is
thus assumed to be a function of expected
future changes in sales:®

n

Ve — V= ;1 'Yi(S:+i - S:+i~1)- “4)

Equation (4) can be solved for V¢ and
substituted into (3) to eliminate V¢ from
(3). Y can then be seen to be a function

+V is likely to be related to some average ex-
pected level of sales of the firm, and in the empiri-
cal work below it is assumed to be a function of a
twenty-four month moving average of past sales.
V, in other words, is considered to be a function
of the average level of sales of the past two years,
but not of particular short-run monthly or quar-
terly fluctuations.

®Equation (4) is similar to equation (6.9) in
[2]. The discussion here of the determinants of the

desired stock of inventories closely parallels the
discussion in [2, 117-118]. The basic difference be-

" tween the work in [2] and the work here is that in

[2] V was assumed to be approximated by a con-
stant and a time trend, whereas here V is assumed
to be aproximated by a twenty-four month moving
average of past sales.
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of the expected future changes in sales.
Remember that Y2 is the desired amount
produced ignoring Y,;. Since there are
likely to be short-run adjustment costs in
changing the rate of production, only part of
any desired change in the rate of production
may be planned to be made during any one
period. A simple lagged adjustment process
for planned production is thus postulated:

ng —_ Yz_l = )\(Ygd it Yt—l)- (5)

Y ? denotes the amount planned to be pro-
duced for period £, the plans being made at
the beginning of period ¢. Equations (3), (4),
and (5) then imply that

ng - Yt—l = >\T7 + )\Ste - )\Yt_l

n (6)
— ANV + ; Mi(Sirs — Stria),
or
YP— Y= AV 4+ (\— M)S¢
—NY 1 — NV
n—1 (7)

+ ‘:ZI )‘('Yi - 'Yi-l—l)S:+:‘

+ >\7nS :+n .

Equations (6) and (7) differ only in that (6)
is written in terms of expected sales changes
and (7) in terms of expected sales levels.

It should be noted that equation (7)
differs from Belsley’s equation (2) in only
two basic respects. First, equation (7)
includes the long-run desired stock of
inventory term, AV, which equation (2) does
not. Secondly, equation (7) includes restric-
tions on the coefficient of S;°, which equation
(2) does not. The coefficient of S.¢, after it is
added to M1 (which can be identified from
the last n terms in (7)), should be equal in
absolute value to the coefficient of Y, .5

¢ Equation (7) also includes the restriction that
the coefficient of Y- is the same as the coefficient
of V1. Belsley [1] has pointed out, however, that
gince Vi is a stock and Y. is a flow, the coeffi-
cient estimate of V- is sensitive to the time pe-

riod imposed on the model by the data. Unless the
relevant decision period corresponds to the period

269

The restriction can be easily tested by esti-
mating the equation

YP—Ya= \V + NSt — Y1)
+ NoSet + MV

+ ; M/.'(Sf.;.; - S:+¢-1)

and noting whether the estimate of A\ is
significantly different from zero. If the esti-
mate is not significantly different from zero,
the restriction is confirmed; otherwise the
evidence indicates that the lagged adjust-
ment model is too restrictive.

Note also from equations (6) and (7) that
expected future sales appear to enter the
equation of the lagged adjustment model
naturally as changes instead of levels. The
fact that S, also enters separately in the
equation, however, implies that (aside from
the restriction between the coefficients of
S, and Y, discussed above) it makes no
difference whether the equation is estimated
using the levels or changes of expected sales:
the estimated coefficients of one equation
can always be unscrambled (or scrambled)
to get the coefficients of the other. This does
not mean, however, that equation (4) for
desired inventories can be expressed in terms
of the levels of expected sales without restric-
tions being placed on the level coefficients.
In other words, it is not an arbitrary decision
whether equation (4) for desired inventories
is expressed in terms of expected sales levels
or changes. Given that the long-run desired
level of inventories, V, is a function of some
average level of sales, it does appear that the
difference between the short-run and long-
run desired stock of inventories in (4) should
be a function of expected increases or de-
creases in sales and not merely of expected
levels. If, for example, sales were expected
to remain constant, the difference between
the short-run and long-run desired stock of

®

imposed by the data, the coefficient estimate of
Vi1 need not correspond to any a priori restric-
tion. Because of this, no possible restriction on the
coefficient of Vi was considered in the work be-
low.
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inventories should be zero, as is implied by
4). /

It should finally be observed how the
lagged adjustment model here compares
with the stock adjustment inventory model
that is common to most macro-economic
studies of inventory investment. From an
equation like (3), the planned stock of
inventories for the end of period ¢ (denoted
as V) isequalto Y, — 8¢ + V1. Com-
bining this equation with equations (3) and
(5) yields the following equation for planned
inventory investment:

V= Vea+ MVE — Vi)
+ (1 = Ny — Se).

Aside from the Y, ; — S, term (which, of
course, should not be ignored), equation (9)
is the same as the standard stock adjustment
inventory model. In most models, V¢ is
assumed to be a function of only the current
level of sales, and what equation (4) and the
above discussion suggest is that this speci-
fication is likely to be too simple in a study of
short-run inventory investment.

(9)

III. THE EXPECTATIONAL HYPOTHESES

The variables Y,” and Si,; (i = 0, 1, 2,
---, n) in the equations above are not
directly observed, and in order to estimate
the equations some assumption has to be
made about how expectations are formed.
It is first assumed that:

Yg? = Yg, (103)
Se = 8;. (10b)

It is assumed, in other words, that expecta-
tions for one month ahead are perfect. For
the work in [2] on employment decisions,
this assumption appeared to be quite real-
istic. :

With respect to the Sty :(s = 1,2, - -+, n),
as in [3], two basic expectational hypotheses
are proposed. The first hypothesis is that
expectations are perfect:

:+i = St+i, 7 = 1, 2, RPN (3 (11)
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The second (non-perfect) expectational
hypothesis is that

Stti = Sepicz + ¥i(Semr — Sens),
i=1,2-,n

What (12) says is that sales in month ¢ 4 ¢
are expected to be what they were in the
same month of the preceding year plus a
factor (measured as S;; — S;_13) to take
into account whether sales have been rising
or falling in the current year relative to the
preceding year. The ¢ coefficients may con-
ceivably be different for different %, since as
the sales to be predicted move into the
future, the firm may put less reliance on
immediate past behavior.

Given data on Y., S;, and V,, an equa-
tion like (8) can be estimated under each of
the two expectational hypotheses. Under the
perfect expectational hypothesis the actual
values of the S, ; are used in (8), and under
the non-perfect expectational hypothesis
the expectational part of (8) becomes (for
n = 3):

(12)

3
'21 )\'Yi(S:+i - Sf+i—1)

= M1(Seu1 — 8¢)

+ M2(Sea0 — Sew)

+ Ma(Ses — Sen0)

+ My + v — ¥ + v
— Y¥2)(Se1 — Sens).

For the non-perfect expectational hypothe-
sis, if all of the y; coefficients are equal (to,

(13)

- say ¢), then the coefficient of S,y — S, 13

becomes M1y, and ¥ can be identified; other-
wise the ; coefficients cannot be identified.

IV. DATA CONSIDERATIONS

Belsley used Bureau of Census monthly
data on shipments and inventories at the
two-digit industry level to estimate his
equations. The basic disadvantage of the
Census data is that they are based on dollar
values rather than physical magnitudes. In
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addition, the data are based on sample
surveys, and for some of the industries the
coverage is fairly light. In the study of
employment decisions in [2], the Census
data were compared with the data that are
available from other sources, and the results
in general cast doubt on the reliability of the
Census data.

There are four three-digit industries for
which fairly good data are available on a
monthly basis: the Cigarette industry, 211,
the Cigar industry, 212, the Tire industry,
301, and the Cement industry, 324. From
the Internal Revenue Service, data on Y,
and S; are available for the Cigarette and
Cigar industries; from the Rubber Manu-
facturers Association, data on Y, and V,
are available for the Tire industry; and from
the Bureau of Mines, data on Y, and V, are
available for the Cement industry. These
data are presented in [2], Tables A-2 through
A-5. From the definition, ¥, = S, + V., —
V.1, given data on Y, and V., data on S,
can be constructed; and given data on Y,
and S;, data on V. can be constructed
except for an arbitrary base period value.

In the previous sections it has been as-
sumed that each period consists of the same
number of working days and that the daily
rates of production and sales are constant
within each period. This is, of course, not
true for the monthly data here, since not all
months have the same number of working
days and since there is no guarantee that the
daily rates of production and sales are con-
stant throughout the month. The best that
can be done is to convert Y, and S (which
are in units per month) to average daily
rates for the month by dividing them by the
number of working days in the month.
Values for the number of working days in
the month were constructed from the FRB
assumptions of the number of working days
in the week for each industry. The procedure
by which this was done is discussed in the
data appendix in [2]. All of the flow variables
here were thus divided by the constructed
number of working days in the month. From
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now on, then, ¥, S;, S¢:, etc. will denote
the average daily rates for the respective
months.

The data used here are seasonally un-
adjusted. Belsley presents results using both
seasonally adjusted and seasonally unad-
justed data, but he prefers the seasonally
adjusted data, arguing that “the theory ...
from which the production models are
derived does not attempt to account for
seasonal effects.”” As mentioned above,
Belsley’s model is based on the minimization
of the sum of expected future costs, and
contrary to what he states, there appears to
be no reason why these should be seasonally
adjusted costs as opposed to actual costs.
The costs of holding, say, a large stock of
inventories are real whether or not the large
stock is due to seasonal or cyelical factors,
and likewise the cost of changing the rate of
production is real whether or not the need to
change is due to seasonal or cyclical changes
in sales.? In short, it is real costs that are at
issue and not in some sense seasonally ad-
justed costs. Belsley’s concentration on the
results achieved using seasonally adjusted
data thus seems unwarranted.

The basic period of estimation was taken
to be 1952-1965 for the Cigarette and Cigar
industries, 1947-1965 for the Tire industry,
and 1947-1964 for the Cement industry.
There were, however, a number of adjust-
ments made in these basic periods. The
adjustments are described in detail in [2],
Chapter 4.? The actual periods of estimation
used here are presented in the data appendix
in [2]. Because of the twenty-four month
moving average sales variable, the shorter

periods of estimation presented in [2] for the

7 Belsley [1, Section 5.1.3].

8 Tmagine a manager attempting to explain to
the stockholders that the company’s loss for the
year was not serious since it was due only to (re-
curring) seasonal factors.

® For example, 8 number of observations for the
Cigarette, Cigar, and Tire industries were omitted
from the periods of estimation because of vacation
shut downs that occurred. Also, for the Tire and
Cement industries, observations were omitted be-
cause of strikes.
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Cigar and Tire industries were used here.
Also, the same (shorter) period of estimation
was used for both the Cigarette and Cigar
industries.

V. THE RESULTS

There are two sets of comparisons that
need to be made here: comparisons among
the Holt et al. equation, Belsley’s equation,
and the equation of the lagged adjustment
model, and comparisons between the two
expectational hypotheses. Of major concern,
of course, is whether for any equation future
sales expectations are significant in the
determination of the current change in
‘production. The results will be presented as
follows. First, estimates of the equation of
the lagged adjustment model will be pre-
sented under the two expectational hypoth-
eses. Then, using the better expectational
hypothesis for each industry, estimates of
Belsley’s equation and of the Holt et al.
equation will be presented.

The results of estimating equation (8) of
the lagged adjustment model for each of the
four industries under both expectational
hypotheses are presented in Table I. For
each industry the expectational hypothesis
that gave the better results has been pre-
sented first. (For the non-perfect expecta-
tional hypothesis, the coefficient of S;; —
813 is denoted as §.) In estimating equation
(8) under the better expectational hypothesis
for each industry, the expected future
change-in-sales variables were carried for-
ward until they lost their significance.!
Also, as mentioned above, the long-run
desired stock of inventories, ¥V, has been
assumed to be a function of a twenty-four
month moving average of past sales:!!
B1 2_i%1 8—i/24. For the Cigarette and Cigar

* “Significance” here is interpreted rather loosely
to mean a t-statistic of the coefficient estimate
greater than two in absolute value. A variable is
said to be “significant” if its coefficient estimate is
significant.

“1In order to avoid the loss of too many obser-
vations, the first twelve observations for V were
assumed to be a function of a twelve-month mov-
ing average of past sales.
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industries a constant must be included in
the equation because the constructed series

-on the stock of inventories is approximated

only up to a constant amount. (See the
discussion at the beginning of Section IV.)
For the Tire and Cement industries there is
no compelling theoretical reason why a
constant should be included in the equation,
but the estimates of the constant terms in
both equations did prove to be marginally
significant and the constant was included in
the final equations estimated. The results
were only slightly different when the con-
stant was suppressed.

Turning first to the expected future sales
variables (under the expectational hypothe-
sis that gave the better results for each
industry) in Table I, none of them were
significant for Cigarettes, three were signifi-
cant for Cigars, four were significant for
Tires, and five were significant for Cement.
The My; estimates are in general highly
significant in Table I, and the overall results
strongly indicate that future sales expecta-
tions do have a significant effect on current
production decisions.

Comparing the two expectational hy-
potheses in Table I, for the Cement industry
both expectational hypotheses work almost
as well.’? There is little to choose between the
two hypotheses, although the fit under the
non-perfect expectational hypothesis is
slightly better. For the Cigar industry the
results under the perfect expectational
hypothesis are somewhat better: the fit is
better and the \y; coefficient estimates are
more significant. For the Tire industry the
perfect expectational hypothesis is clearly
better. None of the M\y; estimates are signifi-
cant under the non-perfect expectational
hypothesis, and the fit is much worse. The
perfect expectational hypothesis, in other

* Notice that the estimate of the coefficient &
of 8¢-1 — Sis is not significant, which, under the
assumption that all of the ¥: in equation (12) are
equal, implies that the rate of sales in a specific
future month is expected to be equal to the rate

of sales that prevailed during the same month of

the preceding year. Expectations in this case are
static.
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TABLE I

Pa.ram.eter estimates for equation (8) of the lagged adjustment model under a) the expectational
hypothesis that gave the better results for each industry b) the alternative (and inferior) expecta-

tional hypothesis.

24 n
Y? — Yo = Bo + M1 2 8esi/24 + N8 — Vi) + MeSeVis + 2, Myi(Strs — Stic1)

i=l fe=l

Industry [N 0f [ 4 | A Py R | N Mo s | Me | Ms | B Rt | SE | DW

Cigarettes 96 —99.63| .0019 1.009 .017 |—.0101 .990 | 11.79 | 2.19
(3.85) ((2.07) |(80.28) |(1.37) |(3.43)

a) Cigars 96 |—166.74] .0327 .871 .012 |—.0056 .451 .226 .165 .622 | 21.79 | 2.02
(4.11) [(3.31) |(10.30) |(0.14) {(3.27) |(5.32) {(3.14) |(2.83)

b) Cigars 96 |—145.12] .0165 .875 .269 |—.0058 .497 .276 .129 113 | .560 | 23.64 | 2.26
3.26) [(1.11) | (8.45) |(1.21) |(2.92) |3.37) |(2.49) |(1.60) (1.18)

a) Tires 99 —34.66] .0044 .490 .074 |—.0013 .282 .291 .264 .106 .549 | 19.20 | 1.76
(2.08) [(1.15) (8.07) |(1.00) [(2.13) {(4.26) [(4.87) |(4.81) |(2.35)

b) Tires 99 —22.19( .0090 .396 {—.122 |—.0001 .002 .036 .083 .033 .012 | .426 | 21.78 | 1.56
(1.19) ((1.73) (5.79) |(1.20) [(0.18) |(0.03) |(0.61) |(1.46) |(0.68) (0.26)

a) Cement 187 —49.96(—.0024 .486 .218 |—.0022 L2901 .241 .109 .184 .158 |—.031 | .872 | 33.21 | 1.34
(2.51) [(1.26) |(14.28) |(4.51) |(3.76) |[(8.14) [(7.31) [(4.30) [(7.18) [(5.76) |(0.81)

b) Cement 187 —65.75] .0014 .529 .121 |—.0024 .255 .161 .112 .1569 .095 .864 | 34.11 | 1.27
(3.12) [(0.78) |(16.26) |(2.93) |(4.00) |[(7.83) [(5.48) [(4.24) [(6.18) |(4.13)

a) Cement 185 |—205.99| .0133 .664 .176 |—.0090 .383 .289 .159 .185 .106 |—.016 | .892 | 30.47 | 1.94
(3.48) [(3.93) |(18.18) |(2.93) {(7.41) |(8.14) |(7.36) [(5.25) |(7.10) |(4.97) {(0.51)

Notes: t-statistics are in parentheses.

§ is the coefficient estimate of S;—1 — S;-13 under the non-perfect expectational hypothesis.
None of the expectational variables was significant under either hypothesis for the Cigarette industry. The third equation for the
Cement industry was estimated under the assumption of first order serial correlation of the error terms. The estimate of the serial

correlation coefficient was .740.

words, gives good results for all three indus-
tries, whereas the non-perfect expectational
hypothesis gives good results only for Ce-
ment, with somewhat poorer results for Ci-
gars and considerably poorer results for
Tires. If one thus had to choose between the
two hypotheses, he would certainly pick the
perfect expectational hypothesis as giving
the better results.’s

The coefficient Ao of S, in Table I is
expected to be zero under the lagged adjust-
ment model. The estimate of A is not signifi-
cantly different from zero for the Cigarette,
Cigar, and Tire industries, but it is signifi-
cantly positive for the Cement industry.
The estimate of the coefficient of the twenty-
four month moving average sales variable is
positive, as expected, for the Cigarette and

18 Similar to the work on employment decisions
in [2, 81-84], a “weighted average” of the two ex-
pectational hypotheses was also tried in the esti-
mation of the equations, but the results were dom-
inated by the perfect expectational hypothesis for

the Cigar and Tire industries and by the nonper-
fect expectational hypothesis for the Cement in-

dustry.

Cigar industries, but it is not significant for
the Tire and Cement industries. The esti-
mate of the coefficient of V,_; is significantly
negative, as expected, for all four industries.
The speed of adjustment coefficient \ varies
from 1.009 for the Cigarette industry to
486 for the Cement industry. The results of
estimating the lagged adjustment model are
thus reasonably good. Only for the Cement
industry is the estimate of A\, significantly
different from zero, and the inventory
variable is significant for all four industries.

One final note on the results in Table I.
The Durbin-Watson statistics presented in
the table are biased toward two because of
the existence of the lagged dependent
variable among the explanatory variables.
The difficulty with trying to estimate the
first order serial correlation coefficient for
the Cigarette, Cigar, and Tire industries is
the large number of gaps in the sample
periods. Either a significant percentage of
the observations has to be omitted or the
sample has to be pieced together in the
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TABLE II
Parameter estimates for equation (2) of Belsley’s model under the expectational hypothesis which

gave the better results for each industry.

Yo — Vi = ad + (@' — DY iy + o' Vis + 90'Se0 + D ' (Sti — Strin)

i=l

Industry [No.ofobs| &’ [/ —1| &' | do | da' | & | & [ $¢ | & § |®r [SE |DW

Cigarettes 96  [—60.58 [—1.000 |—.0061 | 1.035 .989 | 12.00| 2.3
(3.36){(83.36) |(2.69) |(83.64)

Cigars 96 |—45.15 | —.789 [—.0015 | .000 [ .520| .270| .188 575 | 22.97] 2.15
@.49)| (0.26) |(1.20) | (9.26) | (6.00) | (3.62) | (3.03)

Tires 99 |-21.22 | —.465 [—.0011 | .693 | .207 | .308 | .284 | .124 .542 | 19.23] 1.84
(1.78)| (8.20) {(1.87) | (8.09) | (4.86) | (5.22) | (5.43) | (2.89)

Cement 187 |—63.45 | —.518 |—.0025 | .603 | .274| .22 | .102| .172| .M0|-.022 | .871|33.261.26
(3.78)|(22.89) |(4.93) |(22.02) | (8.27) | (7.88) | (4.11) | (7.19) | (6.01) | (0.60)

Cement 185 |—69.91 | —.631 [—.0088 | .725| .301| .285| .17 | .183| .131|—.012 | .889 | 30.82 1.1
(2.61)|(20.75) |(4.66) [(17.92) | (7.81) | (7.16) | (4.49) | (7.59) | (6.08) | (0.34)

Notes: t-statistics are in parentheses.

§ is the coefficient estimate of S;—1 — S;-13 under the non-perfect expectational hypothesis.
The second equation for the Cement industry was estimated under the assumption of first order serial correlation of the error

terms. The estimate of the serial correlation coefficient was .412.

TABLE III
Parameter estimates for equation (1) of the Holt et al. model under the expectational hypothesis
that gave the better results for each industry.
n
Y = ao+ arM o1 + a2Vieog + ¢0S:e + Z Yi(Stri — Stri-1)
i=t
Industry | NOof| & | & & $o | b | w2 | s | b | b | & | SE |DW
Cigarettes 9% | —30.76 | —.092 | —.0064 | 1.039 11.97 | 2.36
(1.14) | (0.68) | (2.87) | (95.0)
Cigars 9 | —49.13 .013 | —.0001| 1.212 | .505| .316| .17 23.7¢ | 1.78
(1.44) | (0.23) | (0.44) | (13.86) | (6.40) | (3.96) | (2.70)
Tires 9 | —es.07 .062 | —.0002 | 1.074 | .633| .562| .432| .227 26.83 | 1.11
(1.20) | (1.30) | (0.26) | (13.36) | (8.08) | (7.61) | (6.08) | (3.78)
Cement 187 |-210.17 .802 L0017 .824 | L0190 .132| .me| .187| .18 .o71| 60.32 | 1.10
(2.30) | (3.85) | (1.79) | (14.78) | (0.34) | (2.41) | (2.80) | (4.31) | (3.50) | (1.05)
Cement 185 | —4.87 | 1.587 | —.0178 | 1.074 | .540( .411| .260 | .238 | .110| .008 | 33.97 | 1.62
(0.02) | (6.22) | (12.94) | (17.91) | (9.91) | (0.03) | (7.57) | (8.32) | (5.03) | (0.26)

Notes: ¢-statistics are in parentheses.

§ is the coefficient estimate of S;—1 — S;-1s under the non-perfect expectational hypothesis.

+ad

The second equation for the C: t industry was est;
The estimate of the serial correlation coefficient was .986.

manner done for the employment and hours
equations in [2, 174-175]. The Cement
industry appears to show the most serial
correlation in Table I, however, and since
there is only one gap in the period of estima-
tion for this industry, the equation can be
re-estimated under the hypothesis that the
residuals. are first order serially correlated,
with the loss of only two observations. The
results of estimating this equation under the
assumption of first order serial correlation

under the assumption of first order serial correlation of the error terms.

are presented in the last row of Table 1.1
The estimate of the first order serial correla-
tion coefficient is fairly large at .740, and
some of the coefficient estimates have been
substantially changed. The coefficient esti-

% The equation was estimated by the Cochrane-
Orcutt iterative technique. Under the assumption
of first order serially correlated errors, the esti-
mates are consistent, even though there is a lagged
dependent variable among the regressors. See Ma-
lintﬂgaud [4, 469in.] for an outline of a proof of
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mate of V,; has changed from —.0022 to
—.0090, the coefficient estimate of S, —
Y1 from .486 to .664, and the coefficient
estimate of the moving average sales variable
from —.0024 to .0133. The coefficient esti-
mate of the moving average sales variable is
now significant in the equation and the
coefficient estimate of S;¢ has lost some of its
significance, both results being favorable for
the lagged adjustment model.

The results of estimating equation (2) of
Belsley’s model are presented in Table II.

"~ As was the case for the lagged adjustment

equation, in estimating Belsley’s equation
the perfect expectational hypothesis gave
better results for the Cigar and Tire in-
dustries and the non-perfect expectational
hypothesis gave slightly better results for the
Cement industry. Only the better results are
presented in Table II. Equation (2) was
estimated in the form presented at the top
of Table II to make the results more readily
comparable with the results in Table I.
The results in Table I again indicate that,
except for the Cigarette industry, future
sale expectations are highly significant in the
determination of current production changes.
Comparing the other coefficient estimates,
the estimate of a1’ for the Cigarette industry
is clearly not significantly different from zero,
and the estimate of the coefficient ay’ of
V.1 is not significant for the Cigar and Tire
industries. In the last row of Table II the
results of estimating the equation for the
Cement industry under the assumption of
first order serial correlation of the error terms
are presented. The estimate of the serial
correlation coefficient is of moderate size
(.412), but the other coefficient estimates
have not been substantially changed.
Comparing the results of Belsley’s model
in Table IT with the results of the lagged
adjustment model in Table I, the lagged
adjustment model appears to be an improve-
ment over Belsley’s model since the inven-
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tory variable, ¥V, ;, comes in more signifi-
cant in Table I than in Table II. Otherwise,
there is little to choose between the results
for the two models. The results do, of course,
strongly indicate under either model that
future sales expectations are significant in
determining current production decisions.
Belsley’s negative results in this regard may
thus be due to the use of questionable data.

Turning finally to the Holt et al. model,
the results of estimating equation (1) are
presented in Table III. Only the results of
the better expectational hypothesis for each
industry are presented in Table III. The
data on M, ; used in estimating the equa-
tions are Bureau of Labor Statistics data on
the number of production workers employed
for each industry. The results in Table III
are clearly not very good. The sales expecta-
tions variables are still quite significant,
but M., is significant only for the Cement
industry and V., is significant only for the
Cigarette industry and for one of the two
estimates for the Cement industry. Also,
even for the Cement industry, where M.,
is significant in Table III, M, lost its
significance when Y,; was added to the
equation. There is thus little evidence from
these results that the current number of
workers on hand is a significant factor in
determining production for the forthcoming
period, and the overall evidence indicates
that the Holt et al. model is not realistic. A
similar conclusion was reached in [2] with
respect to the Holt et al. employment model.
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