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Preface

The work described in this volume is a continuation of my effort to try to
improve the specification of macroeconomic models. The model presented
in this volume is an empirical version of the theoretical model developed in
Volume 1. Three important features of the theoretical model that distinguish
it from earlier models are that it is based on solid microeconomic founda-
tions, it accounts explicitly for disequilibrium effects, and it accounts for all
flows of funds in the system. These three features have been carried over to
the empirical model.

The methodology of this study is unusual enough to require
some explanation, There is, first of all, no unique way to specify an empirical
version of the theoretical model; the model is simply too abstract for this
to be possible. Thus, although I have been guided closely by the theoretical
model in my empirical specification, it will be clear in what follows that my
particular specification is not the only one that could be said to be consistent
with the theoretical model.

If there is no unique empirical version of the theoretical model,
the question immediately arises as to how the theoretical model is to be
judged. My answer to this question occurs on page 16 of Volume 1:

The author looks on a theoretical model of the sort developed in this
study as not so much true or false as useful or not useful. The model
is useful if it aids in the specification of empirical relationships that
one would not already have thought of from a simpler model and
that are in turn confirmed by the data. It is not useful if it either does

xvii
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not aid in the specification of empirical relationships that one would
not have thought of from a simpler model or aids in the specification
of empirical relationships that are in turn refuted by the data.

T argue in Chapter Eight that the present empirical model is
confirmed by the data in the sense of its being more accurate than other
models. It is also the case that I do not think that 1 would have been led to
the present empirical specifications had I not had the theoretical model as
a guide. Consequently, my conclusion is that as of this writing the theoretical
model is useful. Whether this conclusion holds up as new meodels are devel-
oped, new tests performed, and new data collected is, of course, unknown.
One can never rule out the possibility that a more accurate empirical model
will be developed that is based on a different theoretical model.

One of the key assumptions of the theoretical model is that eco-
nomic agents engage in maximizing behavior. In particular, each of the main
behavioral units in the model makes its decisions on the basis of the solution
to an optimal control problem. This is what is meant by the statement that
the model is based on solid microeconomic foundations. It is true, of course,
that economic agents do not actually solve optimal control problems explic-
itly in making their decisions. The assumption that they do so is used here
as it is used in most of microeconomics: as a possibly useful approximation.
As just mentioned, my way of testing whether assumptions such as this are
useful for macroeconomic mode! building is to specify a theoretical model
based on them, use the theoretical model as a guide to the specification of
an empirical model, and then test the empirical model in standard ways.
The results that I have obtained so far suggest that the maximizing assumption
is useful for the specification of macroeconomic models. Additional tests are
needed, however, before one can place too much confidence on this
conclusion,

Another basic feature of the theoretical model is that expecta-
tions play an important role in influencing people’s decisions (i.e., in influ-
encing the solutions to the optimal control problems), For the simulation
work in Volume I, most of these expectations were assumed to be formed
in simple ways on the basis of past data. This is also true for the work in
this volume, in the sense that lagged endogenous and lagged exogenous
variables are used as explapatory variables in the stochastic equations to
try to capture expectational effects.

It would have been possible for the simulation work in Volume |
to use more sophisticated mechanisms of expectation formation. It could
have been assumed, for example, that each behavioral unit estimates its own
relevant econometric model each period, and uses this model to forecast the
future values of the variables that it needs to know in order to solve its
control problem. Assumptions similar to this were in fact made for some of
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the expectations formed by the banks, the firms, and the bond dealer. (See
in particular the discussion on pages 205, 208, and 209 in Volume I.) Banks,
firms, and the bond dealer were assumed to estimate from past data some of
the key parameters that influence their expectations. Although I have not
carried out such experiments, [ doubt that the properties of the theoretical
model would be changed very much if mere of these types of assumptions
were made. What is a crucial characteristic of the model, however, is the
assumption that behavioral units do not have perfect foresight. This is one
of the four characteristics listed on page 3 of Volume 1 that the model was
deliberately designed to have. ,

Even if more sophisticated mechanisms of expectation formation
had been postulated in Volume I, expectations would still have been based
on past data. Consequently, I would probably still have been led to use
lagged values in the empirical model to try to capture expectational effects.
Itis true, however, that if expectations of behavioral units are fairly accurate,
one might expect actuzl future values to be better proxies for these expecta-
tions than are current and lagged values. I did in fact do some experimenta-
tion in the initial development of the empirical model to see if future values
of some of the key explanatory variables (e.g., prices, wage rates, and interest
rates) explained the current values of the decision variables better than did
the current and lagged values of the explanatory variables. This empirical
work did not support the use of future values, however, and in the end no
future values were used as explanatory variables in any of the equations of
the empirical model. The treatment of expectations in the empirical model
is discussed in section 1.2 of Chapter One of this volume.

In a model building effort of this sort there are a number of
detailed decisions that have to be made about how certain variables are to
be treated and about what kinds of data are to be used. Realizing that not
everyone Is as interested in these details as I am, T have tried to write this
volume so that the discussion of these details can be easily skipped or skimmed.
In particular, 1 have relegated most of this discussion to section 1.3 of Chapter
One and to Chapter Two. Most of the discussion of econometric issues is
contained in Chapter Three, and this material can also be easily skipped or
skimmed by readers who are not particularly interested in such things.

The first section of Chapter One, section 1.1, contains a summary
of the central features and properties of the empirical model and of the
major conclusions reached in this study. For those who are primarily inter-
ested in getting a general ideal of the properties of the model and of how it
differs from other models, reading this section should be enough. Section 1.2
contains a discussion of some of the basic principles that guided the empirical
specification, and section 1.3 contains a discussion of the linking of the
national income accounts with the flow-of-funds accounts by sector. Although
the details in section 1.3 can be skipped without much loss of continuity, it
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should be stressed that the linking of the two accounts is an important part
of the present empirical work and has an important effect on the properties
of the model.

The complete model is presented in Chapter Two, except for the
discussion of the individual stochastic equations. The stochastic equations
are explained in Chapters Four, Five, Six, and Seven. These latter four
chapters are important in understanding the model, and by considering most
of the data and econometric issues in Chapters Two and Three, T have tried
to keep Chapters Four through Seven relatively free from discussion other
than that directly related to the specification of the stochastic equations,
The complete model is presented in tabular form in Tables 2-1, 2-2, and 2-3
in Chapter Two, and these tables are used for reference purposes throughout -
the rest of the text.

The predictive accuracy of the model is examined in Chapter
Eight, and the properties of the model are examined in detail in Chapters
Nine and Ten. The properties of the model are examined in Chapter Ten via
the computation of optimal controls. Chapter Eleven contains some brief
concluding remarks.

This volume can be read without a detailed knowledge of Volume
I. One should, however, have some understanding of the theoretical model
before reading this volume. At 2 minimum, Chapters One and Eight (Intro-
duction and Conclusion) in Volume I should be read to get a general idea
of the theoretical model.

I would like to stress that the empirical model presented here is
not in any direct sense an expanded or revised version of my earlier forecasting
model [14]. My interest in developing the forecasting model was to see if an
econometric model could be developed that produced reasonably accurate
forecasts when used in as mechanical a way as possible. My interest in
Volume I, on the other hand, was theoretical and was to develop a general,
dynamic macroeconomic model that was based on solid microeconomic
foundations and that was not based on the restrictive assumptions of perfect
information and the existence of titonnement processes that clear markets
every period. My interest in this volume, although empirical, is more of an
extension of my interest in Volume I than of my interest in the forecasting
model, {The forecasting model does, however, provide a good basis of
comparison for other models in terms of prediction accuracy, and it has been
used for this purpose in Chapter Eight.) -

Although my earlier work with the forecasting model has not
had a direct effect on the specification of the present modei, some of my work
with monthly three-digit indusiry data has. This work is described in refer-
ences [23], [21], and [15]. The results in these three studies have had an
influence on my specification of both the theoretical and empirical models.
Some of the links between my work with the monthly three-digit industry
data and my work here are discussed in Chapter Five,
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Chapter One

Introduction

11 A BRIEF SUMMARY

This section contains a brief discussion of the central features and properties
of the empirical model and a summary of the major conclusions reached in
this study. Some of the main differences between the present model and other
econometric models are also indicated. Before proceeding to this discussion,
some of the main features of the theoretical model that have motivated the
specification of the empirical model will be reviewed.

The theoretical model is general, dynamic, based on microecono-
mic foundations, and not based on the assumptions of perfect information
and the existence of tAtonnement processes that clear markets every period. It
accounts for wealth effects, capital gains effects, all flow-of-funds constraints,
and the government budget constraint. The decisions of the main behavioral
units in the model (banks, firms, and households) result from the solutions of
multiperiod optimal control problems. Expectations play an important role
in the model in that the behavioral units must form expectations of future
values before solving their control problems. The main decision variables of
a bank are its loan rate and the maximurmn amount of money that it will lend
in the period. The main decision variables of a firm are its price, production, .
investment, wage rate, and the maximum amount of labor that it will hire in
the period. The main decision variables of a household are the number of
goods to purchase and the number of hours to work. There is also a “*bond
dealer” in the model, representing the stock and bond markets.

An important distinction is made in the theoretical model between
the unconstrained and constrained decisions of firms and households. A firm
or household in-a period may be constrained in how much money it can
borrow at the current loan rate, and a household may also be constrained in
how many hours it can work at the current wage rate. An unconstrained
decision of a firm is defined to be a decision that results from the solution of

7



2 A Model of Macroeconomic Activity

the firm’s optimal control problem when the loan constraint is not imposed,
and a constrained decision is defined to be a decision that results when the
loan constraint is imposed. There are obviously other constraints facing a
firm, but for present purposes it is sufficient to distinguish only between the
cases of a binding and nonbinding loan constraint. The words ““constrained”
and “‘unconstrained” thus refer only to whether the foan constraint is imposed
or not. Similarly, an unconstrained decision of a household is defined to be a
decision that results from the solution of the household’s optimal control
problem when neither the loan constraint nor the hours constraint is imposed,
and a constrained decision is defined to be a decision that results when one or
both constraints are imposed. The actual quantities traded in a period in the
theoretical model are the quantities determined from the constrained optimiza-
tion problems. Comparisons between these actual constrained solutions and
the hypothetical unconstrained solutions are used to determine such things as
the amount of (involuntary) unemployment in a period.

There are different “regimes” in the theoretical model, corres-
ponding to the different cases of binding and nonbinding constraints, The four
main regimes are (1) the regime in which none of the constraints are binding,
(2) the regime in which only the loan constraints are binding, (3) the regime in
which only the hours constraints are binding, and (4) the regime in which
both the loan and hours constraints are binding. Because of the different
possible regimes that can exist, there are many examples of asymmetrical re-
actions in the model. The responsiveness of the economy to various govern-
ment actions, for example, depends in important ways on which reglme is in
effect at the time that the policy change is made.

The main determinants of a househeld’s decision variables in the
theoretical model, other than the loan and hours constraints when they are
binding, are the price of goods, the wage rate, the interest rates, the tax rates,
and the value of assets or liabilities at the beginning of the period. These are
all variables that one expects on microeconomic grounds to affect a house-
hold’s decisions. These variables, in conjunction with variables designed to
measure the loan and hours constraints, are also used to explain the consump-
tion and work effort variables of the household sector in the empirical model.

Consumption of the household sector is disaggregated into four
components in the empirical model: consumption of services (other than ser-
vices from durable goods and housing), consumption of nondurable goods,
consumption of services from durable goods, and consumption of services
from housing. Three work effort variables of the household sector are also
considered: the labor force participation of men 25-54, the labor force par-
ticipation of persons 16 and over except men 25-54, and a variable measuring
the number of moonlighters.

The equations explaining the consumption of the household sector
in the empirical model differ from standard consumption functions in at least
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two important ways. First, only the variables (other than the constraint
variables) that one expects on microeconomic grounds to affect households
decisions (prices, wage rates, Interest rates, tax rates, nonlabor income, and
the value of assets or liabilities at the beginning of the period) are included on
the right-hand side of the equations. Disposable personal income, for example,
is #ot incloded as an explanatory variable in any of the equations because it is
in part a consequence of the households’ work effort decisions.

The consumption equations in the empirical model are further
distinguished from standard consumption functions by their explicit treatment
of the loan and hours constraints. It seems likely in practice that these con-
straints are sometimes binding and sometimes not, and variables have been
constructed here that are designed to try to capture this inherent asymmetry
of the constraints. When the hours constraint is binding, a household
no longer controls its work effort decision, and its optimization problem
degenerates into a simple optimal consumption decision. Under these con-
ditions, since work effort is no longer a decision variable of the household,
a reasonable specification of a consumption function may involve the
inclusion of something like disposable personal income as an explanatory
variable.

The consumption equations here do have the property that when
the hours constraint is binding on the household sector, the specification is
similar to having income as an explanatory variable in the equations. When
the hours constraint is not binding, however, the only explanatory variables
in the equations are those that one would expect on microeconomic grounds
to affect the households’ unconstrained decisions.

The treatment of the loan constraint on the household sector is
similar to the treatment of the hours constraint, In particular, the equation
explaining housing consumption differs depending on whether or not the loan
constraint is binding,

The treatment of the consumption and work decisions of the house-
hold sector as being jointly determined also distinguishes the model from most
other macroeconomic models. The same set of variables affects both types of
decisions in the present model; in most other models the link between the two
types of decisions is not made very explicit.

Work effort decisions clearly differ depending on whether or not
the hours constraint is binding. In particular, in the model, the labor force
participation rate of persons 16 and over except men 25-54 is less when the
hours constraint is binding than when it is not. This effect can be interpreted
as being similar to what are sometimes referred to in the literature as *‘dis-
couraged worker” effects. The main difference here is, again, that the hours
constraint- affects both the consumption and work effort decisions simul-
taneously; thus there are both *‘discouraged consumption™ and “‘discouraged
worker” effects in the model.
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The underlying technology of a firm in the theoretical model is of
a “putty-clay” type, where at any one time different types of machines with
differing worker-machine ratios can be purchased. The worker-machine ratio
is fixed for each type of machine. Given this technology, given the past history
of investment of a firm, and given an assumption about the maximum number
of hours that each machine can be used each period, it is possible to calculate
the minimum number of machines required to produce any given level of out-
put. The difference between the actual number of machines on hand and the
minimutn rumber required to produce the actual level of output of the period
is referred to as the amount of “excess capital” on hand.

It is likewise possible to compute the minimum number of worker
hours required to produce any given level of output, and the difference
between the actual number of worker hours paid for in a period and the
minitnum number reguired to produce the actual level of output of the period
is referred to as the amount of ““excess labor™ on hand. Because of adjustment
costs, it may sometimes be optimal for a firm to plan to hold either excess
capital or excess labor or both during certain periods.

Market share considerations play an important role in the theor-
etical model in determining a firm’s price and wage behavior. A firm has a
certain amount of monopoly power in the short run in the sense that raising

- its price above prices charged by other firms will not result in an immediate loss
of all its customers and lowering its price below prices charged by other firms
will not result in an immediate gain of everyone else’s customers. There is,
however, a tendency for high price firms to lose customers over time and for
low price firms to gain customers, A firm also expects that the future prices
of other firms are in part a function of its own past prices. Similar consider-
ations apply to afirm’s wage decisions and its ability to gain or lose workers.
Because of this market share nature of the model, some of the most important
factors affecting a firm’s decisions are its expectations of other firms’ price
and wage decisions,

A firm’s price, production, investment, employment, and wage
rate decisions are determined simultaneously in the theoretical model through
the solution of the firm’s optimal control problem. There are two constraints
that may be binding on a firm. One is the loan constraint. The other, a labor
constraint, results from the fact that a firm lacks perfect foresight and thus
may at times set a wage rate that is too low to attract sufficient labor. In this
case, actual output may fall short of planned output unless there is enough
excess labor on hand to take up the slack.

The main determinants of a firm’s decision vartables in the theo-
retical model, other than the loan and labor constraints when they are binding,
are the loan rate, the amounts of excess labor and capital on hand, the stock
of inventories on hand, and variables affecting the firm’s expectations of other
firms’ price and wage decisions. These variables, in conjunction with variables



Introduction &

designed to measure the loan and labor constraints, are also used to explain
the main decision variables of the firm sector in the empirical model. Lagged
variables are generally used in the empirical model to try to capture expecta-
tional effects.

There are a number of differences between the explanation of the
five main decision variables of the firm sector in the empirical model and their
explanation in most other econometric models. First, the five variables are
treated as being jointly determined. In most other models the variables are
determined in a piecemeal fashion, with little thought given to the fact that
they may be for each firm the result of the solution of a single optimizing
process. Second, inventory investment is not treated in the empirical model as
a direct decision variable of the firm sector, Instead, production is treated as a
direct decision variable, and inventory investment is determined residually as
the difference between production and sales. In most other macroeconomic
models inventory investment is explained directly by a stochastic equation.

A third characteristic that distinguishes the present empirical
model of the firm sector from other models is the explicit treatment of excess
labor and excess capital. By postulating that firms may hold as an optimizing
strategy excess labor and/or excess capital during certain periods, an explana-
tion is provided for the commonly observed cyclical swings in “*productivity.”
Most other models contain no explicit treatment of excess labor and excess
.capital and cannot reconcile productivity swings with optimizing behavior.

Finally, loan and labor constraints are considered explicitly in the
empirical model, something that is generally not done in other models. The
loan constraint is designed to try to capture some of the effects of the financial
sector on the firm sector when credit is tight. Effects of this sort are sometimes
called “credit rationing” effects. The labor constraint reflects the fact that
firms lack perfect foresight, and it tries to capture some of the effects of the
household sector on the firm sector when wage rates are set too low and
fabor markets are tight. In tight labor markets the labor constraint is binding
on the firm sector in the model, while in lcose labor markets the hours con-
straint is binding on the household sector. Thus in tight labor markets the
level of employment is determined by the household sector, whereas in loose
labor markets it is determined by the firm sector.

An important characteristic of the empirical model regarding the
financial sector is the accounting for all flows of funds in the system. The data
from the national income accounts have been linked by sector to the data
from the flow-of-funds accounts. Accounting for all lows of funds means that
one can consider explicitly in the model the direct purchase and sale of securi-
ties by the government. T his is not true of models that have not accounted for
all flows of funds, where it has to be assumed that the government has direct
control over nonborrowed reserves or some similar type of variable. Account-
ing for all flows of funds also means that the government budget constraint is
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satisfied, so that any nonzero level of saving of the government must result in
the change in at least one financial variable in the model.

© Accounting for all flows of funds produces one equation out of §3
independent equations in the model for which there is not an obvious left-
hand side endogenous variable. This “extra’ equation allows the bill rate to
be implicitly determined. There is thus no stochastic equation explaining the
bill rate; the bill rate is rather determined implicitly through the solution of
the 83 equations. The solution value for the bill rate each period should be
thought of as being the rate that is necessary to equate the aggregate con-
strained supply of funds to the aggregate constrained demand for funds. The
constraints can still be binding on the firms and households in the model even
though the bill rate clears the financial markets each period.

The determination of the bill rate in the empirical model is some-
what different from its determination in the theoretical model. In the theo-
retical model the bond dealer sets the bill and boad rates for the next period
with the aim of equating the supply of bills and bonds to the demand for bills
and bonds in that period. There is thus an explicit equation for the bill rate
in the theoretical model that is absent in the empirical model. This difference
is due to the different treatment of bank reserves in the two models. For the
theoretical model the level of bank reserves is a residual, whereas in the
empirical model the level of bank reserves is linked directly to the level of
- demand deposits. The length of a period in the empirical model is a quarter,
and on a quarterly basis it seems likely that banks have close control over
their reserves. It thus does not seem reasonable in the empirical model to treat
the level of bank reserves as a residual. The length of a period in the theoretical
model is most realjstically taken to be much less than a quarter, so that it
‘does not seem unreasonable to assume in the theoretical model that the level
of bank reserves 1s residually determined.

The main equation in the foreign sector explains the real value of
imports. The real value of imports is, among other things, a negative function
of the import price deflator and a positive function of the price deflator for
domestically produced goods. Accounting for all flows of funds in the model
means that all flows of funds between the domestic and foreign sectors are kept
track of. The two most important exogenous variables in the foreign sector
are the price of imports (the import price deflator) and the real value of exports.

Most of the variables in the government sector are exogenous.
The exogenous variables include a profit tax rate, two personal income tax
rates, an indirect business tax rate, employer and employee social security tax
rates, the investment tax credit, the number of goods purchased, the number
of worker hours purchased (civilian and military), some transfer payments,
the reserve requirement ratio, the discount rate, the value of government
securities outstanding, the value of currency outstanding, and the value of
gold and foreign exchange of the government. There are two stochastic equa-
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tions in the government sector—omne explaining unemployment insurance
benefits and one explaining the interest paid by the government. The two main
differences between the treatment of the government sector here and its treat-
ment in other models are the explicit treatment of the government budget
constraint and the fact that the value of government securities outstanding can
be taken to be a direct policy variable of the government.

The complete model consists of 83 independent equations, 26 of
which are stochastic. There are 83 endogenous variables and, counting strike
dummies, 78 exogenous variables plus the constant term. The model is simul-
taneous, nonlinear in variables, and includes lagged endogenous variables
as explanatory variables. The error terms in some of the equations show
evidence of first order serial correlation, and, after some experimentation, the
serial correlation assumption was retained for 12 of the 26 stochastic equations.
There are 166 unknown coefficients to estimate in the 26 stochastic equations,
counting the serial correlation coefficients but not counting the variances and
covariances of the error terms.

Data were collected for the 19521-19751 period in this study. The
basic period of estimation was taken to be 19541-197411 (82 observations),
which leaves three outside sample observations at the end of the period to
analyze. All the unknown coefficients were estimated by two stage least squares
(TSLS), and some of the coeflicients were also estimated by full information
maximum likelihood (FIML). It is not yet computationally feasible to obtain
FIML estimates for an entire model of the present size, but the procedure
described in Chapter Three allows one to proceed at least part way towards
the attainment of true FIML estimates of the model.

The predictive accuracy of the empirical model is examined in
Chapter Eight. The results in Chapter Eight indicate that the empirical model
is more accurate than my earlier forecasting model. Previous results, which
are also discussed in Chapter Eight, indicate that my forecasting model is at
least as accurate (on an ex post basis} as other models, and probably more so.
Consequently, this indirect comparison of the empirical model with other
models indicates that the empirical model is more accurate. This conclusion is,
of course (as mentioned in the Preface), clearly tentative, _

_ The properties of the model are examined in Chapters Nine and
Ten. It is difficult to summarize some of these properties without presenting
the model in more detail than has been done so far. The following discussion
concentrates on the properties of the model that relate to five important issues
in macroeconormics.

The first issue concerns the relationship between the unemploy-
ment rate and the rate of inflation, There is no reason to expect this relation-
ship to be at all stable in the model. The unemployment rate and the rate of
inflation are both endogenous variables and are influenced by a number of
diverse factors. The price set by the firm sector is affected by the bond rate,
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the labor constraint variable (when it is binding), and three variables designed
to pick up expectational effects: the price level lagged one quarter, the wage
rate lagged one quarter, and the price of imports. The unemployment rate is
residually determined as one minus the ratio of employment to the labor
force. The two labor force variables in the model are two of the work effort
variables of the household sector. The main factors affecting the labor force
are the wage rate, the price level, an interest rate, the marginal personal in-
come tax rate, the value of assets of the previous period, nonlabor income
(including the level of transfer payments from the government), and the hours
constraint variable (when it is binding). The factors that affect employment are
at times the factors that affect the work effort of the household sector (when
the labor constraint is binding on the firm sector) and at times the factors that
affect the employment demand of the firm sector (when the hours constraint
is binding on the household sector).

Given the large number of diverse factors that influence the price
level, the labor force, and the level of employment, it would be surprising if
the net result of all of these effects were a stable relationship between the un-
employment rate and the rate of inflation. There is in fact nothing in the model
that indicates that this relationship should be stable, and so the model suggests
that one is unlikely to observe a stable Phillips curve in practice.

Before proceeding to the second issue, it is of interest to examine
the work effort variables of the household sector in a.little more detail. The
real wage rate in the model has a positive effect on work effort. A rise in the
real wage rate, for example, increases the size of the labor force, other things
being equal, which in turn increases the unemployment rate. The real wage
rate thus has a direct positive effect on the unemployment rate. Interest rates
also have a direct positive effect on the unemployment rate in the model
because they have a positive effect on work effort.

The marginal personal income tax rate has a negative effect on
both work effort and the unemployment rate, whereas the level of transfer
payments from the government to houscholds has a positive effect. Therefore,
decreasing net taxes paid by decreasing the marginal tax rate has a direct
positive effect on the unemployment rate, whereas decreasing net taxes paid
by increasing the level of transfer payments has a direct negative effect. Finally,
the value of assets in a period has a negative effect on work effort in the next
period. Assets in this case are inclusive of corporate stocks, so that this effect
means that an increase in stock prices in a period has a direct negative effect
on the unemployment rate in the next period.

The second issue concerns the relationship between aggregate
demand and the rate of inflation. There is also no reason to expect this rela-
tionship to be stable in the model. On the one hand, the price level has a direct
negative effect on the consumption demand of the household sector, The main
way that the firm sector contracts in the model is in fact to increase its price,
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which lowers sales, and then to decrease its production, investment, and
demand for employment. On these grounds one would thus expect to observe
a negative relationship between aggregate demand and the rate of inflation.
On the other hand, tight labor markets, which exist during periods of high
aggregate demand, have a positive effect on the price level. The price that the
firm sector sets is directly affected by tight labor markets through the labor
constraint variable and indirectly affected through the lagged wage rate, the
wage rate being directly affected by the conditions of the labor market. On
these grounds one would thus expect to observe a positive relationship between
aggregate demand and the rate of inflation.

There are also many other factors at work on both the price level
and the level of aggregate demand. The bill rate, for example, has a positive
effect on the price level (through its effect on the bond rate) and a negative
effect on consumption. The wage rate has a positive effect on consumption
and, as just mentioned, a positive effect on the price level. Again, because of the
many diverse factors that influence the price level and the level of aggregate
demand, it would be surprising if the net result of all these effects were a
stable relationship between aggregate demand and the rate of inflation. There
is nothing in the model that suggests that this relationship should be stable.

The third issue involves the relationship between real output and
the unemployment rate. There is once again no reason to expect this relation-
ship to be stable in the model. Although the relationship between real output
and employment is likely to be fairly stable (especially in the long run), a
stable relationship between real output and the unemployment rate is un-
likely because of the large number of factors that influence the labor force.
The conclusion here is thus to be wary of Okun’s law.

The fourth issue concerns. the relationship between aggregate
demand and the money supply. The model does predict a close relationship
between aggregate demand and the money supply in the long run. The two
main factors affecting demand deposits and currency of the household sector
are the bill rate and the taxable income of the household sector. The two main
factors affecting demand deposits and currency of the firm sector are the bill
rate and the sales (in current dollars) of the firm sector. In the long run the
sales of the firm sector and the taxable income of the household sector are
closely tied to current dollar GNP, so that one would expect the aggregate
value of demand deposits and currency to be closely tied to current dollar
GNP in the long run. In the short run, however, changes in the bill rate can
cause the relationship between the value of demand deposits and currency
and current dollar GNP to be far from stable.

“The final issue concerns the effectiveness of monetary policy and
fiscal policy. Let XG denote the real value of goods purchased by the govern-
ment, and let F'BG denote the value of government securities outstanding.?
XG is a fiscal policy variable under the control of the Administration and the
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Congress in the United States. VBG is a monetary policy variable controlled
by the Federal Reserve. If monetary policy is defined as a change in ¥BG with
no change in any other exogenous variable, then the results in Chapter Nine
indicate that monetary policy is effective: a change in FBG has, other things
being equal, important effects on the economy. Similarly, if fiscal policy is
defined as a change in X with no change in any other exogenous variable,
the results in Chapter Nine indicate that fiscal policy is also effective, Fiscal
policy defined in this way is a policy that offsets any change in the saving of
the government caused by the change in X& by changes in bank reserves and
bank borrowing.

A decrease in XG, other things being equal, has a contractionary
effect on the economy. So also does an increase in ¥BG. The net result of a
decrease in both X& and FBG depends on the size of the two decreases. An
equal initial decrease in both variables is contractionary in the model. A de-
crease in X'G matched by a sofficient decrease in VBG to keep the money
supply unchanged is, on the other hand, contractionary only for the first few
quarters after the change. In fact, given any change in XG, it is possible to
change VBG cnough so that some important endogenous variable such as,
say, Teal output is unchanged even in the current quarter. The model thus
shows clearly the power of the Federal Reserve to influence the economy and
to offset efforts of the fiscal branch of the government.

Many of the experiments in Chapter Nine are designed to explore
possible asymmetrical properties of the model. The results show that the
quantitative impact of a government policy action is different depending on
the state of the economy at the time that the action is taken. The absolute size
of the mmpact is also different depending on whether the policy action is
contractionary or expansionary. The experimental results in Chapter Nine also
show the different effects that result from changing different government
policy variables. The effects of changing thirteen government variables are
analyzed in Chapter Nine. These results will not be summarized here; they are
summarized in Table 9-6 in Chapter Nine.

The final property of the model that will be discussed in this sec-
tion relates to the optimal control results in Chapter Ten. When loss functions
that target a given level of output and a given rate of inflation each quarter
are minimized, the optima tend to correspond much more closely to the out-
put targets being achieved than they do to the inflation targets being achieved.
This is true even when the cutput target is weighted much less than the infla-
tion target in the loss function. The model turns out to have the property that
during most periods the level of output can be increased to a level of high
activity without having too serious an effect on the rate of inffation. (The
inflation rate may, of course, already be high. All this property implies is
that it will not be much higher if output is increased.) It is generally not
possible, however, to lower the inflation rate without having serious effects
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on the level of output. Consequently, when loss functions in the level of out-
put and the rate of inflation are minimized, the optima tend to correspond to
a more closely met output target. If this characteristic is also true of the real
world, it has, of course, important policy implications.

This completes the summary of the model and its properties. Some
general remakrs about the specification of the model are presented in the next
section, and then the linking of the national income accounts with the flow-of-
funds accounts by sector is explained in section 1.3.

1.2 FOUR GENERAL REMARKS ABOUT
THE SPECIFICATION OF THE
EMPIRICAL MODEL

It will be useful for the discussion in the rest of the text to make four general
remarks now about the principles or tenets that have guided the specification
of the empirical model. The first remark concerns the question of aggregation.
The theory in Volume I is concerned with the behavior of individual units,
whereas the data that are used to estimate the empirical model are aggregated
inte only five sectors: financial, firm, household, foreign, and government.

One of the key premises of this study is the assumption that one
can use the behavior of the individual firms and households in the theoretical
model to guide the specification of the equations relating to the behavior
of the entire firm and household sectors in the empirical model. The main
defense of this procedure is one of feasibility. Even if all the necessary data
were available, which is not the case, it is clearly not feasible in a study of this
sort to develop a highly disaggregated model. Consequently, little more will
be said about the aggregation question except to admit that this study depends
heavily on the premise just stated. (It is also the case that the various types of
securities that exist in practice are aggregated in the empirical model into only
five different types. This issue is discussed in the next section.)

The second remark concerns the question of unobserved variables.
Expectations, which play an important role in the theoretical model, are
generally not observed. Likewise, unconstrained decision values are generally
not observed, Unconstrained decision values are observed in the theoretical
model if none of the constraints are binding on the behavioral unit in ques-
tion, but otherwise only the constrained decision values are assumed to be
observed.

One generally tries to account for expectational effects in empirical
work through the use of lagged values, and in this study lagged endogenous
variables have been used freely as explanatory variables to try to account
for these effects. It is generally not possible, of course, to separate expecta-
tional effects from lagged response effects, and no attempt has been made
here to do so. Each stochastic equation of the model, however, has been
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estimated under the assumption of first order serial correlation of the error
terms to make sure that the lagged endogenous variables are not erroneously
picking up serial correlation effects. When the estimate of the serial correla-
tion coefficient was significant for a particular equation, the serial correlation
assumption was retained for the equation.

The problem of not generally observing unconstrained decision
values is perhaps even more difficult to deal with than the problem of not
observing expectations. Much of the discussion in Chapters Four and Five is
concerned with explaining how this problem was handled in this study. As
will be seen in these two chapters, there are other ways that one might try to
deal with this problem than the way chosen here, and an important area for
further research is the ¢onsideration of alternative procedures.

The third remark, which is related to the aggregation question,
concerns the use of quarterly data. Although quarterly data have been used to
estimate the empirical model, the time period postulated in the theoretical
model is probably most realistically taken to be shorter than quarterly. Many
of the interactions among the behavioral units that take place over more than
one period in the theoretical model are likely to take place within a quarter
in practice. This situation requires some differences of specification between
the theoretical and empirical models, especially relating to the firm and
financial sectors. One of the most important of these differences is that the
empirical model is simultaneous, whereas the theoretical model is recursive,

The final remark, which is related to the question of expectations
and lags, concerns the question of how many a priori constraints to impose
on the data before estimation. This question is particularly important with
regard to the effects of changes in tax laws. There is, unfortunately, much
uncertainty regarding both the short run and long run respense of the
economy to various tax law changes. The data do not appear to be very good
at discriminating among different lag structures and among alternative
assumptions about how tax law changes affect the economic decisions of the
private sector.

The imposition of a priori constraints in this study can be con-
sidered, in a loose sense, to be on two different levels. On the first level, the
theoretical model is used as a guide to the specification of the empirical model.
This procedure imposes very important constraints on the data. On the second
level, further constraints on the parameters and equations of the model may
be imposed that are not a direct consequence of anything in the theoretical
model. The imposition of constraints on the second level works within the
basic framework of the model that has been established on the first level.

The various constraints that have been imposed in this study are
discussed in the following chapters. In some cases important constraints have
been imposed regarding the effects of tax law changes, and in some cases not.
An important constraint has, for example, been imposed concerning the effects
of indirect business taxes. Households are assumed to respond to a change in
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indirect business taxes in the same way that they respond to any other type of
change in the price level. On the other hand, severe constraints have not been
imposed regarding the effects of changes in the personal income tax structure
and the investment tax credit.

Constraints are imposed on the shapes of the lag distributions in
the model by the use of lagged endogenous variables to try to capture expec-
tational and lag effects. Some experimentation was done in estimating alter-
native lag structures, and in a few cases from the results of this work further
constrajnts were imposed on the shapes of the lag distributions.

1.3 LINKING THE NATIONAL INCOME
ACCOUNTS WITH THE FLOW-OF-FUNDS
ACCOUNTS BY SECTOR

The most important issue regarding data in this study is the linking of the
national income accounts (NJA) with the flow-of-funds accounts (FFA) by
sector. Since this linking plays such an important role in the model, it is
necessary to consider it in some detail before proceeding to a general discus-
'sion of the model. The rest of this chapter is concerned with explaining the
linking.

As mentioned above, there are five sectors in the model: house-
hold, firm, financial, foreign, and government. The household sector is an
aggregate of three sectors in the FFA : the households, personal trusts, and
nonprofit organizations sector; the farm business sector; and the nonfarm
noncorporate business sector. The government sector is an aggregate of four
sectors: the state and local governments sector; the U.S. government sector;
the federally sponsored credit agencies secior; and the monetary authorities
sector. And the financial sector i1s an aggregate of two sectors: the commercial
banking sector, and the private nonbank financial institutions sector. The
commercial banking sector in the FFA is in turn an aggregate of four sub-
sectors, and the private nonbank financial institutions sector is an aggregate
of eleven subsectors. The relationship between the sectors in this study and
the sectors in the FFA is summarized in Table 1-I.

Let y;;, denote the payments from sector i to sector j during period
t, and let N be the total number of sectors. The total amount paid by sector {
during period 1 is

N
Z Fijes
=1
and the total amount received by sector ¢ during period 7 is

N
_Z Fjie-
i=1
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Tahle 1-1. The Five Sectors of the Maodel

Sector in the Model

{Abbreviation) Corresponding Sector(s) in the Flow-of-Funds Accounts
1. Household (H) la. Household, Personal Trusts, and Nonprofit Organi-
zations

1b. Farm Business
1c. Nonfarm MNoncorporate Business
2. Firm (F) 2. Nonfinancial Corporate Business
3. Financial (B) 3a, Commercial Banking:
(1) Commercial Banks
(2) Domestic Affiliates of Commercial Banks
(3) Edge Act Corporations and Agencies of Foreign
Banks
(4) Banks in U.S. Possessions
3b. Private Nonbank Financial Institutions:
(1) Savings and Loan Associations
{2) Mutual Savings Banks
(3) Credit Unions
(4) Life Insurance Companies
(3) Private Pension Funds
(6) State and Local Government Employee Retire-
ment Funds
(7) Other Insurance Companies
(8) Finance Companies
(9} Real Estate Investment Trusts
(10} Open-End Investment Companies
(11} Security Brokers and Dealers
4. Foreign (R) 4, Rest of the World
5. Government {G) 5a. State and Local Governments
5b. U.8. Government
5¢. Federally Sponsored Credit Agencies
5¢. Monetary Authorities

The difference between the total amount received and the total amount paid
is the amount saved (or dissaved) by the sector during the period. Let s,
denote the amount saved by sector i during period #:

N N
Sy = E Yiie ™ Z Yijer
i=1 =1

Dissaving corresponds to negative values of 5,,. By definition, the savings of
all sectors must sum to zero:

N
> 5,=0.

i=1

Let T4, denote the total net worth of sector { at the end of period
1. If TA,, is negative, then sector i is a net debtor. Ignoring capital gains and
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losses, the change in net worth of sector 7 during period ¢ is equal to its saving:
TA;, —TA, ., =s,;. T4, is the sum of many different kinds of securities. Let
Ay, denote the value of security & held by sector { at the end of period ¢, and
let X be the total number of different kinds of securities in existence. Liabilities
correspond to negative values of 4,;,. By definition,

K
TAi: = z Aki:-
k=1

For this study, data must be collected on y;, (¢, f= 1, ..., N}and
on A, k=1,...,K;i=1, ..., N) for each time period. With five sectors
(N = 5), this means that there are 25 values of y;;, to collect for each period,
although a few of these values are always zero. For many i pairs, data on
components of y,;, are also available, and in most of these cases data on at
least some of the compenents are needed.

Although data on y;;, are NIA data, the best source for the data
are the flow-of-funds publications. Some of the breakdown on the NIA data
by sector is not published in the Survey of Current Business, but the breakdown
can be obtained from the flow-of-funds publications. The data that were
collected on y,;, and its various components for each of the 25 pairs of values
of i and j are presented in Table 1-Z. Because of the somewhat tedious nature
of this data collection, enough detail is presented in Table 1-2 so that in any
future work with these data, one should be able to duplicate the collection
fairly easily.

The numbers in parentheses in the table are the actual values for
1971, actual as of July 1975.% The numbers are at an annual rate in billions of
current dollars. The first number in brackets for each variable is the code
number of the variable on the flow-of-funds tape, The second number is the
page number in the flow-of-funds publication (see reference [3]) where the
variable can be found. For those variables in Table 1-2 that are not available
on the flow-of-funds tape, the table numbers in the Survey of Current Business
where the variables can be found are presented in brackets, The table numbers
are taken from the July 1974 issue of the Survey of Current Business. It should
be noted that the actual values in parentheses in the table are values that
appear in either the flow-of-funds publication [3] or the Survey of Current
Business without any change of sign. If a minus sign precedes the description
of a variable, the number in parentheses does nof include this minus sign.

The following is an explanation of the construction of Table 1-2.
The first letter of a variable name in Table [-2 denotes the sector making the
payment, and the second letter denotes the sector receiving the payment. For
example, FH-—_ is a payment by the firm sector to the household sector for
period ¢, while HF-—, is a payment by the household sector to the firm sector
for period ¢ In L1 in the table, HHINT, is the value of interest paid by the
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Table 1-2. The Data from the'Nationai Income
Accounts by Sector

1. Receipts to the Household Secior from:

1. The Houschold Sector (¥un.):

HHINT, = Consumer Interest £17.746) 1156901103, p. 3)
HHDIV, = Dividends, Farms {0.054) {136120003, p. 8]
2. The Firm Sector (}’njr)l
FHWAG, = Wages and Salaries, Private {449.469) {SCB, 1.10]
—FHWLD, = —Wage Accruals Less Disbursements,
Private (0.373) [836700003, p. 6]
FHOTH, = Other Labor Income (36.386) [SCB, L.10}

—CGeneral Government (Compensation
of Employees of Fed, Gov. and

S &L Gov) (124.646) [SCB, 1.7%]
+ Wages and Salaries, Governmment
Civilian (104.702) {8CB, 1.10]
-+ Wages and Salaries, Military (19.419) [SCB, 1.10]
FHSUB, = —S8ubsidies Less Current Surplus of
Fed. Gov. Enterprises {5.181} [316402001, p. 4]
—Subsidies Less Current Surplus of
S & L Gov. Enterprises (—4.058) [206402003, p. 5]
FHPRI, == Proprietors’ Income (69.179) [166111105, p. 3]
FHRNT, = Rental Income (25.168) [116112103, p. 3]
FHINT; = Net Inderest (41.589) [86130003, p. 3]
FHTRP, = Transfer Payments, From Business (4.274) (146401003, p. 3]
FHDIV, = Dividends, Nonfinancial Corporations (20.171) [1061200085, p. 8}
- Dividends, Net Foreign (2.8369) [266120001, p. 81
FHPFA4, = Profits, Farms (0.101) [136060003, p. 8}
FHCCA, = Capital Consumption, Owner-Occupied
Homes (9.304) [156300203, p. 8]
--Capital Consumption, Nonprofit
Institutions (1.853) [156300103, p. 8]
-+ Capitat Consumption, Farm
Noncorporate (6.476) [136300203, p. 8]
+Capital Consumption, Neonfarm
Noncorporate Business (15.682) [116300005, p. 8]
-+ Capital Consumption, Corporate
Farms (0.515) [136300103, p. 8]
FHCSI, = Employer Social Insurance
Contributions (33.080) [146601005, p. 1}
3. The Financial Sector (ypy,):
BHDIV, = Dividends, Financial Corporations (1.897}) [T96120001, p. 8]
BHCGD, = Capital Gains Dividends {0.776) {656120000, p. 16}

4. The Foreign Sector: Mone
5. The Government Sector (yeur}:
GHCIV, =Wages and Salaries, Government
Civilian (104.702) [SCB, 1.10}
GHMIL, = Wages and Salaries, Military {19.41%) [SCB, 1.10}
—GHWLD, = —Wage Accruals Less Disbursements,
Fed. Gov. (0.039) [316700003, p. 4]

—Wage Accruals Less Disbursements,
S &1L Gov. - (0.170) [206700003, p. 5]
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Table 1-2. (continued}
GHOTH, = General Government {(Compensation of
Employees of Fed. Gov. and § & L Gov.) (124.646) [SCB, 1.7%]
—Wages and Salaries, Government
Civilian (104,702} [SCB, 1.10]
—Wages and Salaries, Military (19.419) [SCB, 1.10]
GHTRP, = Transfer Payments, To Persons,
Fed. Gov. (72.311) [156405005, p. 4]
+ Transfer Payments, § & L Gov. (16.687) {206401003, p. 5]
GHINS, - Insurance Credits to Households, )
Fed. Gov. (2.914) {3131540035, p. 25}
GHRET, = Retirement Credit to Households,
S & L Ciov. {6.285) [224090005, p. 24]
GHINT, = Net Interest, Fed. Gov. (13.642) [316132001, p. 25]
+Net Interest, 8 & L Gov, (—0.224) [SCB, 3.4%)
GHSUB, = Subsidies Less Current Surplus of
Fed. Gov. Enterprises (5.181) [316402001, p. 4]
+ Subsidies Less Current Surplus of
S & L Gov. Enterprises (—4.058) [206402003, p. 5]
I1. Receipts to the Firm Sector from:
1. The Household Sector (¥us:):
HFCON, == Personal Consumption Expenditures,
Services (284.799) [SCB, 1.1]
+ Personal Consumption Expenditures,
Mondurable Goods (278.408) [SCR, 1.1]
-+ Personal Consumption Expenditures,
Durable Goods (103.918) [155011001, p. 1}
—Indirect Business Taxes, Fed, Gov. (20.448) [316240001, p. 4]
— Indirect Business Taxes, 8§ & L Gov. (82.238) [206240001, p. 5]
—Imports (65.620) [266903001, p. 1]
--Profits, Financial Corporations {15,555} [796060001, p. 8]
—Capital Consumption, Financial
Business (2.238) 796300003, p. 8]
HFRES, = Residential Construction, 1-4
Family, Household Purchases (26.906) (1553012001, p. 7]
-+ Residential Construction, 1-4
Family, Farm (0.557) [135012001, p. 7]
}-Residential Construction, 1- 4
Family, Change in Work in Process
on Nonfarm Noncorporate (1.202) {115012408, p. 7]
-+ Residential Conastruction, Multifamily,
Noncorporate Business (9.051) [115012200, p. 7]
HFPAE, = Nonresidential Plant and Equipment
Investment, Nonprofit Institutions (5.574) [155013001, p. 1
+ Nontesidential Plant and Equipment
Investment, Farm {6.425) [135013001, p. 7]

+ Nonresidential Plant and Equipment
Investment, Nonfarm Noncorporate
Business

(11.479) [1 15013001, p.

7]
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Table 1-2. (continued)

HFIVT, = Inventory Investment, Farm
- TInventory Investment, Nonfarm
Noncorporate
2. The Firm Sector (¥gre):
FFRES, == Residential Construction, 1-4
Family, Change in Work in Process
on Nonfarm Corporate
— Residential Construction, Multifamily,
Corporate Business
FFPAE, = Nonresidential Plant and Equipment
Investment, Nonfinancial Corporation
FFIVT, = Inventory Investment, Nonfarm
Corporate
3. The Financial Sector (¥gg):
BFRES, = Residential Construction, Multifamiby,
REITS
BFPAE, = Nonresidential Plant and Equipment
Investment, Financial Corporations
4. The Foreign Sector (¥are):
RFEXP, = Exports
5. The Government Sector (Vgro):
GFPGO, = Purchases of Goods and Services,
Fed. Gov.

(1.394) [135020003, p. 7]

(—0.143) [115020000, p. 7]

(1.201) [105012403, p. 7]
(3.793) [105012205, p. 7]
(77.107) [105¢130603, p. 7}

(5.061) [103020005, p. 7}

{0.134) [645012205, p. T}
(3.977) [795013005, p. 7]

(65.450) [266902001, p. 1]

(97.642) (316901001, p. 4]

— Purchases of Goods and Services, S4& G(136.600) [206501001, p. 5]

—Qeneral Government (Compensation
of Employees of Fed. Gov. and
S &L Gov.)

(124.646) [SCB, 1.7%

{11, Receipts to the Financial Sector from:

1. The Household Sector (yya):
HBPRO, == Profits, Financial Corporations
HBCCA, = Capital Consumption, Financial

Business

. The Firm Sector: None

. The Financial Sector: None

. The Foreign Sector; None

., The Government Sector: None

o W b

(15.555) [796060001, p. 8}
(2.238) [796300003, p. 8]

IV. Receipts to the Foreign Sector from:

1. The Household Sector {¥ug:}:
HRIMP, = lmports
HRTRP, = Personal Transfer Payments to
Foreigners
. The Firm Sector: None
. The Financial Sector: None
. The Foreign Sector; None
. The Government Sector (¥gr,):
GRTRP, = Transfer Payments to Foreigners,
Fed. Gov.

A g s b2

(65.620) [266903001, p. 1]

{1.062) [156901203, p. 3]

(2.585) [266401005, p, 4]
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Table 1-2. (continued)

V. Receipts to the Government Sector from:

1. The Houschold Sector (Vug:):

HGIBT, = Indirect Business Taxes, Fed. Gov. (20.448) [316240001, p. 4]
-+ Indirect Business Taxes, S & L Gov, (82.238) [206240001, p. 5]
HGPTX, - Personal Taxes, Fed. Gov. (89.926) {316210001, p. 4]
-~ Personal Taxes, § & L Gov. (27.681) [206210001, p. 5]
HGFRM, = Tax Accruals, Farms (0.095) [136231003, p. 8]
HGSI1, = Employer Social Insurance Contributions
[=FHCSI] (33.080) [1466010405, p. 1]
HGSI2, = Personal Contributions to Social
Insurance (30.719) (156601003, p. 3]

2. The Firm Sectot {¥rgs):
FGTAX, = Profits Tax Accruals, Nonfinancial
Corporate Business (29.685) [106231005, p. 8]
3. The Financial Sector {(¥ge.):
BGTAX, = Profits Tax Accruals, Financial

Corporations (7.769} [796231001, p. 8]
BGSUR, = Current Surplus, Federally Sponsored
Credit Agencies (0.084) [406006003, p. 26]
-+ Current Surplus, Monetary
Authorities {—0.055) [716006001, p. 27]

. The Foreign Sector: None
. The Government Sector: None

o

Vi. The Saving of Each Sector:

SAVH, == (¥ + Yere + Yene + Yame T Youe) — Gune+ Yire =+ Fase - Yuwe T Piree)

SAVF:, = (Vure - Yere + Yore - Yare + Yord — (Vem + Yree 4 ¥rre + Voor)
SAVEB, = (yun: ) — (¥oae + Par: -+ ¥aGr)
SAVR: = (Yur: + Yore) — ( YrFr

SAFG, = (Yiot + ¥Yror - Yaer 3y — enr + Yarr + Yoae )

Note that the savings of alf sectors sum to zero:
SAVH, -+ SAVF, + SAVB, + SAVR, 4- 54VG, =10

Notes: *Quarterly numbers from SCB 1.7; annual numbers from SCB 3.1 and 5CB 3.3.
*Quarterly numbers from SCB 3.4; annual numbers from SCB 3.3,

The numbers in parentheses are actual values of the variables for 1971 at an annual
rate in billions of current dollars.
See the text for an explanation of the numbers in brackets.

household sector to itself. HH DIV, is the value of dividends paid by farms.
Since farms are part of the household sector, the value of dividends paid by
farms is a payment by the household sector to itself.

Payments by the firm sector to the household sector are listed in
1.2. FHOTH, includes other labor income as defined in the NIA plus three
other items. The value of these items is the difference between compensation
of the government (both state and local and federal) and wages and salaries of
the government. The value of this difference is the value of other labor income
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of the government, which must be subtracted from the other labor income
item in the NIA to obtain the other labor income component of the firm
sector,

The variable FHSUB, is composed of two items, The first is minus
the value of net subsidies of federal government enterprises. The value of net
subsidies is a payment from the government sector to the household sector.
In the NIA this value is distributed among various income terms listed in
1.2, and so it must be subtracted from the other terms in 1.2 in order to measure
correctly the income received by the household sector from the firm sector,
The second itern making up FHSUB, is minus the value of the net subsidies of
state and local government enterprises. It is treated in the same way as the
first item. Its value in parentheses is negative, which means that the state and
local government enterprises actually run a net surplus.

The five capital consumption items in 1.2 represent money received
by the household sector, but money that is not included as income in any of
the other terms in 1.2. Consequently, they are included separately in 1.2, as
money received by the household sector from the firm sector. Employer con-
tributions for social insurance, FHCSI,, are also counted as money received
by the houschold sector from the firm sector. The second variable is 1.2,
FHWLD,, is wage accruals less disbursements of the firm sector, and this
variable must be subtracted from the income received by the household sector
from the firm sector in order to retain the consistency of the accounts.

The payments by the financial sector to the household sector in
1.3 are small and consist of two dividend variables. There are no payments
by the foreign sector to the household sector. The payments by the govern-
ment sector to the household sector consist of wages and salaries, other labor
income, transfer payments, insurance and retirement credits, interest, and
the net subsidies of the government enterprises. Subtracted from these vari-
ables is the value of wage accruals less disbursements of the government
sector, GHSUB, in L5 is the negative of FHSUB, in 1.2, and GHOTH, in
1.5 is the amount subtracted in £.2 from the NIA value of other labor income
to get FHOTH,.

The payments by the household sector to the firm sector in IL.1
consist of items relating to personal consumption, residential construction,
nonresidential plant and equipment investment, and inventory investment.
Subtracted from the personal consumption items are indirect business taxes,
imports, and profits and capital consumption of financial corporations. These
latter terms, which are included in the personal consumption items, are not
payments by the household sector to the firm sector, but are instead payments
by the household sector to the government sector, the foreign sector, and the
financial sector, respectively.

The payments by the firm sector to itself in 11.2 consist of invest-
ment in residential construction, nonresidential plant and equipment, and
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inventories. The payments by the financial sector to the firm sector in IL.3
consist of investment in residential construction and nonresidential plant and
equipment, The payments by the foreign sector to the firm sector in 11.4 con-
sist of exports. The payments by the government sector to the firm sector in
I1.5 are obtained by subtracting from government purchases of goods and
services the compensation of employees of the government sector.

The only payments to the financial sector in section HI in Table
[-2 consist of payments by the household sector in the form of profits and
capital consumption. These are two of the terms that were subtracted from
the personal consumption items in II.]. The payments by the household
sector to the foreign sector in IV.1 consist of imports and personal transfer
payments to foreigners. The payments by the government sector in I'V.5 con-
sist of federal government fransfer payments to foreigners.

The payments by the houschold sector to the government sector
in V.1 consist of indirect business taxes, personal income taxes, tax accruals of
farms, and contributions to social insurance, both employer and personal.
The payments by the firma sector in V.2 are merely profits tax accruals. The
payments by the financial sector in- V.3 consist of profits tax accroals and two
small items measuring the current surpluses of the federally sponsored credit
agencies and the monetary authorities. No terms are included as payments
by the government sector to itself, although a term such as federal government
grants in aid to state and local governments could have been. It makes no
difference in the following analysis whether terms like this are included or not,
and so for simplicity they were not included.®

The saving of each sector is defined in section VI in Table 1-2. As
mentioned above, the savings of all sectors sum to zero by definition. These
savings are net of capital gains and losses, net of increases in the world’s gold
stock, and net of the creation of SDRs and the like.

Before considering the variables in Table 1-2 any further, it will
be useful to consider the collection of the flow-of-funds data. Tn the FFA
there are 24 major kinds of securities. For purposes here, these have been
aggregated into five kinds: demand deposits and currency, bank reserves,
borrowing at federal reserve banks, gold and foreign exchange, and all other.
The alt other category includes insurance and pension fund reserves, time
deposits and savings accounts, government securities, corporate and foreign
bonds, corporate equities, all types of mortgages, consumer credit, bank
loans, other loans, security credit, trade credit, profit taxes payable, proprie-
tors’ equities, and some miscellaneous financial claims.

i The all other category is cbvicusly quite heterogeneous, but it is
beyond the scope of this study to consider the detailed portfolio behavior of
each sector. Contrary to the thrust of the Brainard-Tobin work [4], the present
study ignores any possible effects on the economy of substitution among
different types of securities. Considerable effort was expended here, however,
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in making sure that all aggregate flows of funds are accounted for, since §
results in Volume I indicate that it is quite important to do so in @
economic model.

With five kinds of securities and five sectors, this means, using the
notation introduced at the beginning of this section, that there are 25 values
of Ay, for each ¢. Some of the values of A,;, are, however, always zero. The
FFA data that have been collected are presented in Table 1-3. The basic data
that have been collected are flow data, not stock data. Although quarterly
data on stocks are available from the flow-of-funds tape, it is generally ad-
visable to construct stock data from the flow data, using the stock data only
for benchmark purposes for one particular quarter, Because of changes in
benchmarks and the like, the change in the stock of a particular variable on
the flow-of-funds tape does not always equal the flow. This is true even for
securities that are not subject to capital gains and losses.

All the data in Table 1-3 exclude capital gains and losses, increases
in the world’s gold stock, and the creation of SDRs and the like. Capital gains
and losses will be considered later. The fourth quarter of 1971 was used for
benchmark purposes, and the benchmark values that were used to create the
stock data from the flow data are presented in brackets in Table [-3. The
numbers in parentheses in the table are the values of the flows for 1971, The
flow data are at annual rates. Both the stock and flow data are in billions of
current dollars. The second -set of brackets in the table contains the code
numbers of the variables on the flow-of-funds tape and the page numbers in
[3] where the variables can be found. As in Table 1-2, the values in brackets
and parentheses in Table 1-3 are values that appear in the flow-of-funds
publication [3] without any change of sign. The items in the table are all net
items. An increase in net liabilities, for example, is a negative item.

The construction of Table 1-3 is fairly self-explanatory. The data
on the change in the value of all securities by sector are presented first in the
table. This change is called “net financial investment” (~F{) in the FFA. The
change in all securities of each sector in the table is an aggregate of the NFI
of the corresponding sectors in the FFA. For the financial sector and for two
of the four FFA sectors that make up the government sector, data on NFI
are not available directly in the FFA. In these cases the data on NFf must
be collected as the difference between the net increase in assets and the net
increase in liabilities. '

Data on the change in demand deposits and currency by sector
are presented next in Table 1-3, followed by the change in bank reserves, the
change in borrowing at federal reserve banks, and the change in gold and
foreign exchange. The household, firm, and foreign sectors hold no bank
reserves and do not borrow from the federal reserve banks. The household,
firm, and financial sectors hold no gold and fereign exchange. In section VI
of Table 1-3 the change in the value of all other securities for each sector is

o
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Table 1-3. The Data from the Flow-of-Funds
Accounts by Sector

23

Abbreviations Used for the Securities:
TOT == All Securities
DDBC = Demand Deposits and Currency
RES = Bank Reserves
BOR = Borrowing at Federal Reserve Banks
GFX = Gold and Foreign Exchange
SEC = All Other Securities (TOT less DDC, RES, BOR, and GFX)
NFf denotes Net Financial Investment
DS denotes Discrepancy

1. The Change in TOT by Sector (NFI by Sector):

1.

5.

. The Foreign Sector:

The Househotd Sector:
TOTH, — TOTH,_, == NFI of Households,
Personal Trusts, and

Monprofit Organizations [16]11.643] (49.684){155000003, p.
<+ NFI of Farm Business [— 51.401] (—1.432){133000003. p.

-+ NFT of Nonfarm
Noncorporate

Business [—53.227] (—5.903){11 5000003, p.
. The Firm Sector:

TOTF, —TOTF,., = NFI of Nonfinancial

Corporate Business [—204.570] {29.392)[ 105600005, p.
. The Financial Sector:

TOTB, — TOTB,., = Net Acq. of Fin. Assels

of Commercial Banking [576.712] (58.4%2)[ 764090003, p.

—Net Increase in Liabili-
ties of Commiercial

Banking [543.175} (56.8401[764190003, p.

- Net Acq. of Fin. Assets
of Private Nonbank Fin.

Institutions [928.577} {84.887)[694080003, p.

—Net Increase in Liabili~
ties of Private Nonbank

TOTR, —TOTR,.; = NFI of the Rest of the

World [—2.383] (13.593)[265000005, p.

The Government Sectfor:

TOTG, —- TOTG,..;, = NFIof 8§ &L Gov. [—95.865] (—12.050[205000003, p.
+NFlof US. Gov. [—280.185] (—24.883)[3150000035, p.

-+ Met Increase in Assets of
Federally Sponsored

Credit Agencies [50.339] (3.410){404090005, p.

—Net Increase in Liabili-
ties of Federally
Sponsored Credit

Agencies [49.286] (3.315){404190005, p.

4+ Net Acq. of Fin. Assets
of Monetary

Authorities [93.547] (8.298)[714050005, .

—Net Increase in Liabili-
ties of Monetary

Authorities [93.977] (8.353)[714190005, p.

Fin. Institutions [865.418] (82.2283[694190005, p.

16]
20]

20
22]
m
28]
32]
32]
39]
24]
25
26]
2]
27]

27]
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Table 1-3.

{continued)

I, The Change in DDC by Sector:

1. The Household Sector:
DDCH, — DDCH,_, =

2. The Firm Sector:
DDCF,— DDCF,_, =

3. The Firancial Sector:
DDCR, —- DDCB,_; =

4, The Foreign Sector:
DDCR, — DDCR, _,

Change in DDC of House-

holds, Personal Trusts,

and Nonprefit Organi-

zations

- Change in DDC of
Farm Business

+Change in DDC of
Nonfarm Noacorpor-
ate Business

Change in DDC of Non-
finangial Corporate
Business

- Net Increase in Net
Demand Deposit Liabili-
ties of Commercial
Banking

- Net Acq. of Demand
Deposit and Currency
Assets of Commercial
Banking

= Change in DDC of
Private Nonbank
Financial Institutions

10.514]

[14.545]

= Change in U.S. DDC of

the Rest of the World [6.453]

5. The Government Sector:

DDCG, — DDCG,_ =

Change in DDC of S & 1,

Gov.

+ Change in DDC of UK.
Gov.,

¢ Change in DDC of
Federally Sponsored
Credit Agencies

—Met Increase in DDC
Liabilities due to U.S.
Gov. of the Monetrary
Authorities

—Net Increase in DDC
Liabilities due to Rest
of the World of the
Monetary Authorities

—Net Increase in Liabili-
ties in the form of
Currency Outside Banks
of the Monetary
Authorities

[13.494]

[13.482]

[0.247]

[2.484]

[0.465]

[53.438)

[145.484] (10.964)( 153020001, p.
[6.638] (0.123)[133020003, p.

[12.515] (0.000)[1 13020003, p.

[36.312] (0.524)[1D3020001, p.

[204 58%] (12.995)[763120005, p.

(0.127)[743020003, p.
(1.079)[693020005, p.
(0.284)[263020005, p.

(1.022)[2130200035, p.

£3.301){312020001, p.

(0.054)[403020000, p.

(0.897)[713123101, p.

(0.119)[713122605, p.

(3.392){713125001, p.

16
20]

20]

22]

28]

7]

2]

391

24]
25]

26)

7

27

27]
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Table 1-3. (continued)

Iff. The Change in RES by Sector:

»
. The Household Sector: None
. The Firm Sector: Nene
. The Financial Sector;

RESB, — RESB,_, = Change in Vault Cash and
Member Bank Reserves
of Commercial Banking [35.329] (13723020005, p. 28]

. The Foreign Sector: None
. The Government Sector:

RESG, — RESG,_, = —Net Increase in Labili-
ties in the form of
Member Bank Reserves
of the Monetary
Autherities [27.788] (3.63%3713113001, p. 27]
— Net Increase in Liabili-
ties in the form of
Vault Cash of Commer-
cial Banks of the
Monetary Authorities [7.541] (0.494){723025008, p. 27}

IV. The Change in BOR by Sector:

03 b -

wh

. The Household Sector: None
. The Firm Sector: None
. The Financial Sector;

BORB, — BORB,_; = —Change in Borrowing
at Federal Reserve
Banks of Commercial
Banking [0.039] (—0.296){713068001, p. 28]

. The Foreign Sector: None
. The Government Sector:

BORG, — BORG,_; = Change in Federal Reserve
Loans to Domestic Banks
of the Monetary
Authorities [0.039] (—0.296)[713068001, p. 27]

i, The Change in GFX by Sector:

U [ -

. The Household Sector: None
. The Firm Sector: None

. The Financial Sector: None
. The Foreign Sector:

GFXR, — GFXR,_, =Change in Gold and
SDRs of the Rest of the
World [36.778] (1.334)[263011003, p. 39]
- Change in U.S. Foreign
Exchange Position [0.861] (- 1.731){2631 10003, p. 39]
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Table 1-3. (continued)

5. The Government Sector:
GFXG, —~ GFXG,_, = Change in Gold and
Official Foreign Exchange
of U.S. Gov. [2.094] (—2.233)[3130G11005, p. 25]
— Change in Gold and
Foreign Exchange of the
Monetary Authorities  [10.073] { —(.8323[713C1 1005, p. 27]

Vi. The Change in SEC by Sector:

1. The Household Sector:
SECH, — SECH,_., =(TOTH,—TOTH, ;} — (DDCH, — DDCH,_}
2. The Firm Sector:
SECF, —SECF,., =(TOTF, —TOTF,.\)—(DDCF, — DDCF,_\}
3. The Financial Sector:
SECB, - SECB,_, = (TOTB, - TOTB,_,) - (DDCB,— bDCRB,_,)
— (RESB, — RESB,.,) — (BORB, — BORB, )
4. The Foreign Sector:
SECR, — SECR,., =(TOTR, —TOTR,_,)— (DDCR,— DDCR,_,)
—(GFXR, — GFXR; ;)
5. The Government Sector:
SECG, — SECG,_, =(TOTG,—TOTG,_,} —(DDCG, — DDCG, )
— {RESG, — RESG,_,) — (BORG, — BORG,_,}
—(GFXG, — GFXG,_,)

VII. Discrepancy (DIS) by Sector:

1. The Household Sector ;

Nonprofit Organizations (—0.339){157005005, p. 17]
-+ Capital Consumption of Nenfarm
Noncorporate Business (15.682)[116300005, p. 20]
~—Current Surplus of Nonfarm
Noncorporate Business (15.6863[116000105, p. 20]
+ Farm Discrepancy (—0.001){137010008, p. 70]
2. The Firm Sector:
DISF, == DIS of Nonfinancial Corporate Business (10.190){107005005, p. 23]
3. The Financial Sector:
DISB, = DIS of Commercial Banking {—1.051){727005005, p. 28]
-1+ DIS of Private Nonbank Financial
Institutions {—0.049)[697005005, p. 32]
4. The Foreign Sector:
DISR, = DIS of the Rest of the World (—8.776)[267005005, p. 46]
3. The Government Sector:
DISG, = DIS of § & L Gov. (9.1243£207005003, p. 24]
+ DIS of U.S. Gov. {0.094)317005003, p. 25]

+ DIS of Federally Sponsored Credit Agencies  (—0.011D[407005005, p. 26]

Notes: The numbers in the first set of brackets are benchmark values for the fourth
quarter of 1971 in billions of current doflars,
The numbers in parentheses are actual values of the (flow) variables for 1971 at
an annual rate in billion of current dollars.
See the text for an explanation of the numbers in the second set of brackets.
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computed as a residual category, the difference between the value of all
securities and the sum of the values of the other four. Finally, the data on the
discrepancy for each sector are presented in section V1I of Table I-3.

It is now possible to consider the relationships among the variables
in Tables 1-2 and 1-3. For each sector except the firm sector, the saving of the
sector as defined in Table [-2 is equal to the change in all securities (net
financial investment) of the sector plus the discrepancy of the sector:

SAVH, = TOTH, — TOTH,_, + DISH,, (1.1)
SAVB, = TOTB, — TOTB,_, + DISB,, (1.2)
SAVR, = TOTR, — TOTR,_, + DISR,, (1.3)
SAVG, = TOTG, — TOTG,_, + DISG,. (1.4)

For the firm sector, saving equals net financial investment plus the
discrepancy of the firm sector in Table 1-3 plus wage accruals less dishurse-
ments of the firm sector and plus the statistical discrepancy of the NIA:

SAVF, = TOTF, — TOTF,_, + DISF, + FHWLD, + STATDIS,, (1.5)

where STATDIS, denotes the statistical discrepancy of the NIA. The value
of STATDIS, in 1971 was —2.323, its code number is $7005005, and it is
found on page 2 in [3].

The fact that Equations (!.1)~(1.5) must hold provides an import-
ant consistency check on the data. If in Table 1-2 the saving of any sector
has been defined incorrectly, this error will show up when the checks in
Equations (1.1)}+(1.5) are made. Equations (1.1)-(1.5) provide the key links
between the NIA data in Table 1-2 and the FFA. data in Table -3,

Two other consistency checks are also available for the data in
Table 1-3. First, the sum of the change in bank reserves across sectors must
equal zero, the sum of the change in borrowing from federal reserve banks
across sectors must equal zero, and the sum of the change in gold and foreign
exchange across sectors must equal zero:

(RESB, — RESB,.,) + (RESG, — RESG,_,) =0, (1.6)
(BORB, — BORB,_,) + (BORG, — BORG, _,) =0, (1.7
(GFXG, — GFXG,_,) + (GFXR, — GFXR,_,) = 0. (1.8)

Second, the sum of the change in demand deposits and currency across sectors
plus the change in demand deposit mail floats must equal zero:

(DDCH, — DDCH,_,) + (DDCF, — DDCF,_,) + (DDCB, — DDCB, _,)
+ (DDCR, + DDCR,_,) + (DDCG, — DDCG,_,) + MAILFLT, =0, (1.9)
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where MAILFLT, denotes the demand deposit mail floats. MAILFLT, consists
of two ftems: a U.S. government item and an all other item. The values of
these two items in 1971 were —0.173 and 0.098; the code numbers are
903023105 and 903029203, respectively; and the items are found on page
70 in [3].

It is also the case, because of Equations (1.1}-(1.5) and the fact
that the savings of all sectors sum to zero, that the sum of the change in all
securities across sectors, plus the sum of the discrepancies across sectors, plus
FHWLD,, and plus STATDIS, equal zero:

(TOTH, — TOTH,_ ) + (TOTF, — TOTF,_,) + (TOTB, ~ TOTB,_,)
+ (TOTR, — TOTR,_,) + (YOTG, — TOTG,_,) + PISH, + DISF,
+ DISB, + DISR, + DISG, + FHWLD, + STATDIS, = (. (1.10)

This, of course, is not an independent check on the data to the extent that
Equations {1.1)~(1.5) have already been checked.

Equations {([.6)}{1.10) and the definition of the change in all other
securities for each sector in section VI in Table 1-3 imply that:

(SECH, — SECH,_,) + (SECF, — SECF,_,) + (SECB, — SECB, ..,
+ (SECR, — SECR,_,) + (SECG, — SECG,..,) = —(DISH, + DISF,
+ DISB, + DISR, + DISG,) — FHWLD, — STATDIS, + MAILFLT,. (1.11)

In other words, the sum of the change in all other securities across sectors is
equal to the negative of the sum of the discrepancies across sectors, less wage
accruals less disbursements of the firm sector, less the statistical discrepancy
of the NIA, and plus the demand deposit mail fleats,

Aside from the adjustments for the various discrepancies, all that
Fquations (1.6)—1.11) state is that each security that is an asset to one sector
is a corresponding liability to some other sector. Since liabilities correspond to
negative values of A, the sum of 4,,, across sectors for a given & and s must
be zero, except for the various discrepancies.

This completes the discussion of the linking of the NIA and FFA
data by sector. What remains to be done in this section is to discuss the treat-
ment of capital gains and losses on stocks held by the household sector. There
is a variable on the flow-of-funds tape that measures households’ holdings of
corporate equities. Its code number is 153064005, and it is found on page
50 in [3]. The level data on this variable measure the market value of the
stock. The flow data, on the other hand, measure the value of the change in
the stock excluding capital gains and losses. Therefore, the value of capital
gains or losses for a period, denoted in the model as CG,, can be computed as
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the difference between the change in the value of the stock (using the level
.data) and the value of the Aow (using the flow data). Seasonally unadjusted
flow data were used for this purpose because the stock data are seasonally
unadjusted. (All the other flow data used in this study are seasonally adjusted.)
CG, measures a few other items aside from capital gains and losses (mostly
adjustments to the level data), but these items are quite small compared to the
capital gains and losses component.,

Data on capital gains and losses for the other sectors in the model
were not collected because they were not used anywhere in the model. Data on
increases in the world’s gold stock were not collected for the same reason.
There are no data in the FFA for capital gains and losses on bonds.

NOTES

*BG is exclusive of capital gains and losses, so that a change in the price of
governiment securities outstanding caused by a change in interest rates does not affect ¥BG.

bAlthough the mode! is quarterly, the actual values presented in parentheses
in this chapter are annual. The annual data are less rounded than the quarterly data, and
for purposes of making the various consistency checks discussed in this chapter, it is better
to use less rounded data.

It also makes no difference whether the household sector's payments to itself
in I.1 are included or not, These payments were included here merely to aveid any possible
confusion that might arise as to how the two items in 1.1 are to be treated.






Chapter Two

The Complete Model

21 INTRODUCTION

Aside from the specification of the stochastic equations, the complete model
is presented and discussed in this chapter. Most of the remaining data
questions are also considered. Presenting the complete model now has the
advantage of showing very early its closed nature (with respect to the flows
of funds} and of establishing all the notation that is needed in later chapters.
A maodel building effort of this sort requires a number of derailed decisions
about how certain variables are to be treated and about what kinds of data
are to be used, and it seems best to get most of these details out of the way
now in order to put the discussion of the stochastic equations in a better
perspective. '
The complete list of variables in the model is presented in Table
2-1 in alphabetic order, and the complete list of equations in the model is
presented in Table 2-2. For reference purposes, the estimates of the stochastic
equations are presented in Table 2-3, although this table is not discussed in
this chapter. The notation used in this volume corresponds as closely as
. possible to the notation used for the theoretical model in Volume I. Enough
detail has been presented in Table 2-1 so that one should be able to duplicate
the collection of the data fairly easily, using also the information in Tables
1-2 and 1-3. The notation for most of the variables has been changed in going
from Tables 1-2 and 1-3 to Table 2-1. The notation in Tables 1-2 and -3 is
designed to try to make clear the relationships among the NIA and FFA
data, whereas, as just mentioned, the notation.in Table 2-1 is designed to be
consistent with the notation in Volume 1. The next two sections are a dis-
cussion of Tables 2-1 and 2-2. Table 2-2 will be discussed first, and then the
data questions that pertain to Table 2-1 will be discussed.
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32 A Model of Macroeconamic Activity

Table 2-1. The Complete List of Variables
in the Model in Alphabetic Order

Subscript f denotes variable for quarter ¢. All flow variables are at quarterly rates. Variables
are seasonally adjusted where appropriate. BCURT denotes that the unit of the variable
is billions of current doflars, and B19358 denotes that the unit of the variable is billions of
1958 dollars. A ¥ denotes an exogenous variable.

Value of Equation
Variable Number
in 19711V in Model

1342.4 61 A, = value of nondemand deposit securities of
the household sector, BCURT.
[=SECH, — 182, CG, for + < 80;

for t = 80. t = 80 in 19711V, For SECH,,
see Table §-3. See also the discussion in
section 2.3.]

0.0 20 BORR, = commercial bank borrowing at federal
reserve banks, BCU/RT. [:= — BORB, in
Table 1-3.1
353 45 BR, = bank reserves, BCURT. [==RESB, in
Table 1-3.]
4.1 46 D, = personal consumption expenditures on
durable goods, Bt938. [SCB; 1.2.]
7.9 53 CF, «= cash flow before taxes and dividends of the
firm sector, BCURT. {Defined in Table
22
—5.2 54 CF, = cash flow net of taxes and dividends of the

firm sector, BCURT. [=SAVF, in Table
1-2. Also defined in Table 2-2.1
28.4 23 G, = capital gains () or losses {(—) during
quarter r on corporate stocks held by the
household sector, BCURT. {See discussion

section £.2.]
531 2 CN, = personal consumption expendifures on non-
durable goods, 81958, [SCB, 1.2.]
6.3 tYCOM, = farm output, 81938, [SCB, 1.8.]
48.%8 i S, = personal consumption expenditures on
services, B1958. [SCB, 1.2.]
29,2 YCURR, = value of currency outstanding less the value

of demand deposits of the government

1-3.]

0412 *dy, = profit tax rate. [~ TAXNF/nF,.}

0.084 Yo, = one of the twe personal income tax rates.
[=(PTAXH,YH) T YH,]

0.223 84 das = marginal personal income tax rate,
[Defined in Table 2-2.]

0.183 Yoy = indirect business tax rate.

[=IBTH(PCD.CD, + PCN,CN,
+ PCSCS, — IBTH)).]
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Table 2-1. {continued)

Value of Equation
Variable Number
in 19711V in Model
0.059 e = employer social security tax rate,

|=FHCSI{(WFF,(HPFN,
+ L3SHPFOMORF,).]
0.055 L7 P = employee social security tax rate.
[=HGSI12/(WFF{HPFN,
» L.5HPFO)JOBF).)

0.0 ' D593, = dummy variable that takes on a value of
one in 1959111 and zero otherwise,

0.0 D504, - durnmy variable that takes on a value of
one i 195NV and zero otherwise.

Q.0 D60, = dummy variable that takes on a value of
one in 19601 and zero otherwise.

0.0 . t D644, = dummy variable that takes on a value of
ong in 19641V and zero otherwise.

0.0 D651, = dummy variable that takes on a value of
one in 19651 and zero otherwise.

0.0 tD6532, = dummy variable that takes on a value of
one in 196511 and zero otherwise.

0.0 D691, = dummy variable that takes on a value of
one tn 19691 and zero otherwise.

0.0 D692, = dummy variable that takes on a value of
one in 196511 and zero etherwise.

¢.0 t D693, = dummy variable that takes on a value of

one in 196911 and zero otherwise.
dummy variable that takes on a value of
ong in 19701V and zero otherwise.
0.0 ' D71, = dummy variable that takes on a value of
one in 19711 and zero otherwise.
1.0 D714, == dummy variable that takes on a value of
one in 19711V and zero otherwise.
0.0 © YD72, = dummy variable that takes on a value of
one in 19721 and zero otherwise.
1.0 D661, ~ dummy variable that takes on a value of
zero before 19661 and a value of one from
19661 on,
189.5 62 DDB, = value of demand deposits and currency of
the financial sector, BCURT. {[= — DDPCH,
in Table 1-3.1
36.3 16 DDF, = value of demand deposits and currency of
the firm sector, BCURT. [== DDCF, in
Table 1-3.]
1646 § DDH, - value of demand deposits and currency of
the houschold sector, BCURT. [+ DDCH,
in Table 1-3.]
6.5 TDDR, = value of demand deposits and currency of
the foreign sector, BCURT. [- - DDCR,
in Table 1-3.}

0.0 t D704,

Ik
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Table 2-1. (continued)

Value of Eguation
Variable Number
in 1971V in Model
14.8 YDEP, == depreciation of the firm sector, BCURT,
[F/F, Capital Consumption AHowances of
Nonfinancial Corporate Business,
106300005, p. 22.]
e} t
g'i' ,ggfi’ [discrepancies of the financiai, firm,
1'3 ‘DISG( | government, household, and foreign
1 '3 ‘-‘DISHE l sectors, respectively, BCLURT. [Same as
. A ;
21 'DISR, in Table -3.]
0.6 *DIVB, «= dividends paid by the financial sector,
BCURT. [=BHDIV, + BHCG D, in Table
1-2.]
5.8 17 DIVF, = dividends paid by the firm sector, BCURT.
[=FHDIV, in Table }-2.]
6.4 36 DIVH, = dividends received by the household sector

except those dividends paid to itself,
BCURT. {Defined in Table 2-2.}

1.0 'DTAXCR, = investment tax credit variable. [=0.5 in
19621H-19631V and 1971111; 1.0 in 19641
1966111, 196711-19691, and 19711V-19751;
and 0.0 otherwise.]

83019 #1 EMPL, = total number of people employed, civilian
and military, thousands of persons. [Sum
of civilian employment and JOBGM,.
Data on the former were obtained from
FE, 4-31. Average of monthly data. See
discussion in section 2.3 for adjustments. ]

12.3 TEX, - exports, B1958. [SCB, 1.2]
8.8 YFHCCA, = capital consumption of the household
sector, BCU/RT. [Same as in Table [-2.]
8.4 43 FHCSH, = emplover social security contributions,
BCURT. {Same as in Table 1-2.}
0.0 YFHPFEA, = profits of farms (houschold sector),
BCURT. [Same as in Table 1-2.]
6.4 YFHRNT, ==rental income of the household sector,
BCURT. [Same as in Table 1-2.]
i1 YFHTRP, = transfer payments from the firm sector to
the household sector, BCURT. [Same as in
Table 1-2]
0.2 tFHWLD, =:wage accruals less disbursements of the
firm sector, BCURT, [Same as in Table
1-2.]
0.186 91 = reserve requirement ratio. [== BR/DDB,.]
2.2 'GFXG, = value of gold and foreign exchange of the
government sector, BCURT. {Same as in
Table 1-3.]
0.3 YGHSUB, - net subsidies of government enterprises,
BCURT. {Same as in Table {-2.]
0.1 'GHWLD, -=wage accruals less disbursements of the

government sector, BCURT. [Same as in
Table 1-2.]
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Table 2-1. (continued)

Vaiue of FEguation
Variable Number
in 19711V in Model

270.8 GNP, = gross national product, BCURT, [Defined
in Table 2-2. See alse F/F, 86901005, p. 1.]
0.7 YGRTRP, = transfer payments from the government

sector to the foreign sector, BCURT. [Same
as in Table 1-2.]

7.8 44 HGSI?, = employee social security contributions,
BCURT. [Same as in Table |-2.}
491.3 13 HPF, = average number of hours paid per job per

quarter by the firm sector. [Unpublished
data from BLS ]
451.9 50 HPFN, = average number of nonovertime hours
paid per job per guarter by the firm sector.
-E=HPF, — HPFO,.]
94 14 HPFO, = ayerage number of overtime hours paid per
job per guarter by the firm sector. [EE,
C-7. (For manufacturing.) Average of
monthly data. Data multiplied by 13 to put
on a quarterly basis.]
505.4 THPGC, = average number of hours paid per civilian
job per quarter by the government sector.
[EE, B-53 and C-9. Ratio of “man hours™
variable for the government in C.9 to
JOBGC, in B-5. Average of monthly data.
Data multiplied by 13 to put on a quarterly
basis.]
520.0 YHPGM, = average number of hours paid per military
job per quarter by the government sector.
[Assumed to be 520 hours for al ¢.]
0.3 YHRTRP, = transfer payments from the household
sector to the foreign sector, BCURT.
[Same as in Table 1-2.]

26.5 40 IBTH, = indirect business taxes, BCURT. [= HGIBT,
in Table 1-2.]
71 47 ITH, = residential investment of the household

sector, B1958. [= HFRES,/PIH,. For
HFRES;, see Table 1-2.]

12.9 24 IM, = imports, B1958, [SCB, 1.2.]

10.8 18 INTF, = intergst paid by the firm sector, BCURT.
[== FEFINT, in Table 1-2.]

32 26 INTG, = interest paid by the government sector,

BCURT. [=GHINT, in Table 1-2.]

14.0 57 INTH, = interest received by the household sector,
BCURT. [Defined in Table 2-2.]

14.5 i1 INV, = nonresidential plant and equipment

investment of the firm sector, 81958,
[-= FFPAE,/PFF,. For FFPAE,, see Table
[-2]

-1.1 19 WA, = inventory valuation adjustment, BCURT.
[F/F, Inventory Valuation Adjustment,
105020601, p. 1.]
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‘Table 2-1. ({continued)

Value of Eguation
Variable Number
in 19711V in Model

299.3 - = ratio of total worker hours paid for {o
the total population 16 and over. [Defined
in Table 2--2.]

74 76 J¥ <= J, detrended. {Defined in Table 2-2.}
71667, 12 JOBF, = number of jobs in the firm sector,
thousands of jobs. [Unpublished data from
BLS.]
13027. YOBGC, == number of civilian jobs ih the government

sector, thousands of jobs. [EE, B-5.
Average of monthly data.]
2690. YTORGM, — number of military jobs in the government
: sector, thousands of jobs. [EE, 4-31.
Average of monthly data. Difference
between total labor force and civilian

labor force.]
404.4 72 Kr = actual capital stock of the firm sector,
B1958. {See discussion in section 5.2.]
356.1 2 KCDy == stock of consumer durables, B1958, [See
discussion in section 2.3.]
518.7 4 KIH, = stack of residential structures of the
househaold sector, B1958. [See discussion in
section 2.3.]
380.9 73 KMIN, = minimum amount of capital required to
produce Y,, B1938. [Defined in Table 2-2.]
250.9 64 LBVBB, == value of loans of the financial sector,
BCURT. [=SECBS, in Table 1-3.}
240.9 55 LF, == value of loans taken cut by the firm sector,
BCURT. [~ —~SECF, in Table 1-3.]
—2.7 *MAILFLT, = demand deposit mail float, BCURT. [See
discussion in section 1.3.]
3.43-107 74 MHM = number of worker hours required to

produce Y, thousands of worker hours.
{Defined in Table 2-2.]

4366, 7 MOON, = difference between the total number of
jobs in the economy {establishment data)
and the total number of people employed
(household survey data), thousands of
persons. This difference is called “the
number of moonlighters.” [=JOBF,
+JOBGC, + JOBGM, — EMPL,.]

1.116 13 PCD, == implicit price deflator for CDy,, 1958 = 1.0,
[SCB, 8.1, Deflator for Durable Goods.j

1.333 32 PCN, = implicit price deflator for CN,, 1958 = 1.0,
[SCB, 8.1, Deflator for Nondurable
Goods.]

1.238 TPCOM, — implicit price deflator for COM,, 1958 =
1.0. {SCB, 8.1, Deflator for Farm Cutput.}

1.501 31 PCS, = implicit price deflator for CS,, 1958 == 1.0.

[SCB, 8.1, Deflator for Services.]
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Table 2-1. {continued)

Value of Equation
Fariahle Number
in 19711¥ in Model

1.218 29 PD, — implicit price deflator for X, — EX, - IM,
(domestic sales), 1958 == 1.0. [Defined in
Table 2-2.)

1.260 28 PEX, = implicit price deflator for EX,, 1958 = 1.0.
{SCB, 8.1, Deflator for Exports.]

1.216 9 PF, = implicit price deftator for X, — COM,,

(X, — COM}]

1.371 35 PEF, = implicit price deflator for INF), 1958 =
1.0. [SCB, 8.1, Deflator for Nonresidential
Fixed Investment.]

1.44%) 36 PG, == implicit price deflator for XG,, 1958 == 1.0.
[==GFPGOQ/XG,. For GFPGQ,, sec Table
1-2.]

1.374 30 PH, = implicie price deflator for domestic sales

inclusive of indirect business taxes, 1958 ==
1.0. [Defined in Table 2-2.]

1.504 34 PiH, == implicit price defiator for IH,, 1958 = 1.0.
[SCB, 8.1, Deflator for Residential
Structures.}

1.268 *PIM, == implicit price deflator for FM,, 1958 = 1.0,
[SCB, 8.1, Deflator for lmports.]
144315, 'POP, == noninstitutional population (6 and

over, thousands of persons. [EE, A4-1.
Average of monthly data. See discussion in
section 2.3 for adjustments.]

35181. POPy, = noninstitutional population of men 25-54,
thousands of persens. [EE, 4-3. Sum of
tatal labar force and not in labor force of
men 25-34, Average of monthly data.

See discussion in section 2.3 for
adjustments.]

109135, tPOP,, == noninstitutional population of all persons
16 and over except men 25-54, thousands
of persons. [==POP, — POF,,.]

31.0 41 PTAXH, = personal income taxes of the household
sector plus tax accruals of farms, BCURT.

1.217 27 PX, implicit price deflator for X;, 1958 = §.0.
[=(PCS,CS, + PCN.CN, + PCD,CD,
— PIH IH, + PFFINV, + PEX,EX,
— PIM.IM, + PG, XG, = PFF(XPAEH,
+ XPAER)) -+ PIH(XRESF, -+ XRESB,)
— IBTH)/(CS, 4+ CN, + CD, -~ IH,
\ INV, -+ EX, - IM, -+ XG, + XPAEH,
+ XPAEB, + XRESF, + XRESB,).
See discussion in section 2.3, which
demeonstrates that PX, = XX,/ X}

7.30 21 RAAA, = Aaa corporate bond rate, percentage points
[FRB, 430, Average of menthly data.]
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Table 2-1. (continued)

Value of Equation
Variable Number
i 19711V in Model

4,23 70 RBILL, = three-month treasury bill rate, percentage
points. FRB, 429. Average of monthly
data.]

0.94 79 RBILL¥ = RBILL, detrended up to 19701V, percentage
points, [Defined in Table 2-2.]

4.84 TR, == the discount rate, percentage points.

[FRB, 48, Rate at F. R. Bank of N.Y.
Quarterly average.}
7.74 22 RMORT, = mortgage rate, percentage points. [FRE,
A45. Yield in ‘private secondary market on
FHA- {2588 98ans. Average of monthiy
data. See discussion in section 2.3.]
0.9 63 SAVE, == sayving of the financial sector, BCURT.
[Same as in Table 1-2, Also defined in
Tahle 2-2.]
- 6.6 68 SAVG, = saving of the government sector, BCURT.
[Same as in Table 1-2. Also defined in
Table 2-2.]
9.0 60 SAVH, = saving of the household sector, net of
capital gains or losses, BCURT. [Same as
: in Table 1-2. Also defined in Table 2-2.]
1.8 ) 65 SAVR, = saving of the foreign sector, BCURT.

[Sarne as in Table 1-2. Also defined in
Table 2-2.]
—44.8 66 SECR, == yalue of securities of the foreign sector not

including demand deposits and currency
and gold and foreign exchange, BCURT.
[Same as in Table 1-3.]

—1.1 1STATDIS, = statistical discrepancy of the national
income accounts, BCURT. [See discussion
in section 1.3.]
80 kit == lingar time trend, r==1 in 19521,
58.0 67 TAX, = total net taxes patd to the government
sector, BCURT. [Defined in Table 2-2.}
2.0 tTAXB, = taxes paid by the financial sector, BCURT.
[=BGTAX, 4+ BGSUR, in Table 1-2.]
7.2 42 TAXF, = taxes paid by the firm sector, BCURT.
[=FGTAX, in Table 1.-2.]
48.8 59 TAXH, = total net taxes paid by the household
sector, BCURT. [Defined in Table 2-2.]
33619, 5 TLFy, = total labor force of men 2554, thousands

of persons. [Sum of civilian tabor force
{seasonally adjusted) and armed forces

{not seasonally adjusted) of men 2554,
Data on the former were obtained from the
BLS. Data on the latter were obtained
from EE, 4-3, as the difference between the
total labor force and the civilian labor
force (both not seasonally adjusted) of men
2554, Average of monthly data. See
discussion in section 2.3 for adjustments. ]
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Table 2-1. (continued)
Value of Equation
Variable Number

in 1971V in Model

54504, 6
1.5 25
5104, 82
0.0597 83
2059 5t
3231
132.1 13
3.88-10-¢ 7
4.08-1079 ag
3.50-10-° 19
169.4 48
0.3
204

TLF,,

TPU,

U,

UR,

YVBG,

W,

WFF,

WGC,

WGM,

X

YXCCAB,

TXG,

= total Jabor force of all persons 16 and over

except men 25-54, thousands of persons.
{Difference between total labor force 16
and over (seasonally adjusted) and TLF,,.
Data on the former were obtained from
EE, A4-31. Average of monthly daia. See
discussicn in section 2.3 for adjustments.]

= transfer payments in the form of unem-

ployment insurance benefits, BCURT.
[SCB, 2.1, State Unemployment Insurance
Benefits.}

= numhber of people unemployed, thousands

of persons. [Defined in Table 2-2.]

== civilian unemployment rate. [Defined in

Table 2-2.]

= stock of inventories of the firm sector,

B1958. [See discussion in section 2.3.]

= value of government securities, BCURT.

{=—SECG, in Table 1-3.]

= average hourly earnings, private nonfarm

economy, production and nonsupervisory
workers, adjusted for overtime (in manufac-
turing only) and interindustry employment
shifts, index of current dollars, 1967 == 100.
[EE, C-17. See discussion in section 2.3.]

== gverage hourly earnings, excluding overtime,

of workers in the firm sector, millions of
current dollars per hour per job.
[—(FHWAG, — FHWLD, + FHOTH,

+— FHPRIM(HPFN, + 1.5HPFO,)JOBF,).
For the first four variables, see Table 1-2.]

= average hourly earnings of government

civiltan workers, millions of current

dollars per hour per joh. [=(GHCIY,

— GHWLD, + GHOTH)/(HPGC, JOBGC,).
For the first three variables, see Table 1-2.]

= average hourly earnings of government

military workers, millions of current
dollars per hour per job. [=GHMIL,/
(HPGM,JOBGM,). For GHMIL,, see
Table 1-2.]

= total sales of the firm sector, B1958.

[Defined in Table 2-2.]

= capital consumption of the financial sector,

B1958. [= HBCCA,/PX,. For HBCCA,, see
Table 1-2.]

== purchases of goods of the government

sector, £1958. [Difference between
government purchases of goods and
services in constant dollars (SCB, 1.2} and
general government in constant dollars
(SCB, 1.8)]
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Table 2-1. {(continued)
Value of Eguation
Variable Number
in 19711V in Model
—0.1 YXIVTH, = inventory investrnent of the household
sector, B1938. [=HFIVT,/PX, For
HFIVT,, see Table 1-2.]

0.9 'XPAEB, = nonresidential plant and equipment
investment of the financial sector, B1958.
[=BFPAE,PFF,. For BFPAE,, see Table
1-2.]

4.3 YXPAEH, = nenresidential plant and equipment
investment of the household sector, B1958.
{==HFPAEPFF, For HFPAE,, see Table
1-2.]

34 ‘XPROB, == profits of the financial sector, 81958,

1. HBPRO,PX,. For HRPRO,, see Tabie
1-2.]

0.0 YXRESB, == residentiai investment of the financial
sector, B1958. [== BFRES,/PiH,. For
BFRES,, see Table 1-2.]

0.8 YXYRESF, = residential investment of the firm sector,
B1958. [~ FFRES./PIH,. For FFRES,,
see Table 1-2.7

206.2 49 XX == total sales of the firm sector, BCURT.
[Defined in Table 2-2.]
170.6 10 Y. = production of the firm sector, #1%58.
[ X+ V= Vg ]
234 'YG, == transfer payments from the government
sector to the household sector, not counting
TPU,, BCURT. [=GHTRP, + GHINS,
+ GHRET, — TPU,. For the first threc
variables, see Table 1-2.]
201.8 58 YH, == taxable income of the houschold sector,
BCURT. [Defined in Table 2-2.]
45.0 71l YNLH, = nonlabor income of the household sector,
BCURT. [Defined in Table 2-2.]

0.9664 77 £r = hours constraint variable for the household
sector, [Defined in Table 2-2.]

0.5962 = Zr == labor constraint variable for the firm
sector. [Defined in Table 2-2.]

0.9599 80 ZR, = loan constraint variahle, [Defined in Table
221

0.0525 3o == physical deprectation rate of the stock of
durable goods, rate per quarter. [See
discussion in section 2.3.]

0.00375 Bn = physical depreciation rate of the stock of
residentiak structures of the household
sector, rate per quarter. [See discussion in
section 2.3.)

0.0285 o5 = physical depreciation rate of the stock of

capital of the firm sector, rate per quarter.
[See discussion in section 5.2.]
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Table 2-1. (continued)

Volue of Equation
Variable Number
in 19711V in Model

49715.40¢ A, == amount of output capable of being
’ produced per worker hour, output (B1958)
per thousand worker hours. [Constructed
from peak-to-peak interpolations. See
discussion ir} section $.2.]

0.4480 W) == maximum amount of cutput capable of
being produced per quarter per unit of the
capital stock, output {(B1958) per unit of
capital stock (B1958). [Constructed from
peak-to-peak interpolations. See discussion
in section 5.2.]

17.5 52 wFy =: before-tax profits of the firm sector,
BCURY. [Defined in Table 2-2. See also
F/F, Profits of Corporate Business,
106060205, p. 8, plus Foreign Profits,
266060001, p. 8.]

1.035 Yy, =PEX/PX,
1042 ")bZt = PCSA(1 + d.,)PDy)
0.925 " = PCN/(1 + du)PD,)
0.774 M =PCD/((1 + do,}PDy)
1.235 Yifrs, = PIH./PD,
1.126 tihge = PFFIPD,
1.150 Yoo, = PG, /PD,
. 2938-10"% *yﬁs: = WFF,|WF;
3.092.10°3 Yo, = WGC,/WF,
2.651-10-* o = WGM,|WE,
0.000343 tr = progressivity tax parameter in personal
income tax equation. [See discussion in
section 2.2.]

Note: The table includes 83 endogenous variabies (not counting GNP} and 78 exogenous
variables (not counting &y, 8, 8k, and 7).
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Table 2-2, The List of Equations in the Model

Variables Explained by Stochastic Equations
The Household Sector:

I. S, fconsumption expenditures on services]
2. CN, [consumpticn expenditures on nondurable goods)
3. KCD, [stock of consumer durables]
4. KIH, [stock of residential stractures of the househald sectori
5. TLFy: [total labor force of males 25-54]
6. TLF;, {total labor force of all others 16 and over]
7. MOON, [the number of moonlightersj
§. DDH, [vatue of demand deposits and currency of the houschold sector]
The Firm Sector: ) ‘
9. PF, [implicit price deflator for X, — COM, (total firm sales less farm output)]
10. ¥, [production of the firm sector]
11, INV, [nonresidential plant and equipment investment of the firm sector]
i2. JOBF, [number of jobs in the firm sector]
13. HPF, [average number of hours paid per job by the firm sector]
4. HPFQ, [average number of overtime hours paid per job by the firm sector]
15. WF, [average earnings adjusted for overtime and interindustry employment
shifts}
16. DDF,; [value of demand deposits and currency of the firm sector)
17. DIVF, {dividends paid by the firm sector]
18, INTF, [interest paid by the firm sector]
19, IV 4, {inventory valuation adjustment]
The Financial Sector:
20. BORR, [commercial bank borrowing at federat reserve banks]
21, RAAA; [the bond rate]
22. RMORT, [the mortgage rate]
23, CG, [capital gains (-} } or losses {—) on stocks held by the household sector]
The Foreign Sector:
24, IM, [imports]
The Government Sector:
25, TPU, [unemployment insurance benefies}
26, INTG, [interest paid by the government sector]

Price Deflators Explained as a Function of PF,
PF(X, — COM) + PCOM,COM,

27, PX,= ¥ [price deflator for total firm sales]
13
28. PEX,=,PX, [price deflator for exports]
29 PD. e PX. X, —PEX,EX, + PIMIM, [price deflator for domestic sales (total
= i X, —EX+IM, firm sales, less exports, ptus imports)}
B . I1BTH, [price deflator for domestic sales inclu-
0. PH,=PD; ~ X, EX, -+ IM, sive of indirect business taxes]
31. PCS, =l — di)PD, [price deflator for expenditures on
services|
32, PCN, = i3 (1 -+ dar) P D, [price deflator for expenditures on non-
durable goods]
33. PCD, == {1 + du)PD, [price deflator for expenditures on

durable goods)
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Table 2-2. {(continued)

[price deflator for expenditures on resi-
dential stractures]

[price deflator for expenditures on non-
residential plant and equipment invest-
ment]

[orice deflator for expenditures on
goods by the government sector}

34, PIH, =$,PD,

35, PFF ~ e PD;
36. PG, ¢ PD,

Compensation Rates Explained as a Function of WF,

37. WFF, == s, WF, [average hourly earnings, excluding overtime, of workers in the
firm sector]
[average hourly earnings of government civilian workers]

[average hourly earnings of government military workers]

38. WGC, o, WF,
39 WGM, = b0 WF,

Taxes Explained as a Function of Tax Rates

d.

40. IBTH, = 7 m:;, (PCD.CD, - PCN,CN, — PCS,C5))
s Ggy

41, PTAXH, = (d;, + 7. YH)YH,

42, TAXF, = dywwF,

43. FHCSH = ds {WFF,(HPFN, + 1.5SHPFQ)JOBF,)

{indirect business taxes]

[personal income taxes]
[profit taxes of the firm sector)
[employer social security
taxes]

[employee social security
taxes]

44, HGSI2, = ds ({WFF.{HPFN, + 1.AHPFO)JOBF,)
Bank Reserves Explained as a Function of Demand Deposits and the Reserve Requirement
Ratio

45. BR, =g,,DDB,

[bank reserves}

Variables Explained by Definitions Thar Are Negded to Close the Mode!

46. CD, =KCDy — (1 ~8)KCD,_, [expenditures on durable
goods)
47. TH; = KIH, — (0 — 8u)}KTH, [expenditures on residen-
tial structures by the
household sector]
48, X, = OF, + CN,+ CD; — IH, + INV, + EX: ftotal sales of the firm
—IM,+ XG,+ XPAEH, — XPAEB, sector (constant dollars)}
+ XRESF, + XRESB, | XIVTH,
— XPROB, — XCCAB,

49, XX, == PC§;CS8; -+ PCN.CN, + PCD,CD, [value of total sales of

v PIHIH, + PEF.INV, + PEX,EX,

— PIMIM, — PG.XG, — PFF{XPAEH,
- XPAER) + PIH{XRESF, + XRESB,)
+ PXAXIVTH, — XPROB, — XCCAB,)
- IBTH,

50. HPFN, = HPF, — HPF(,

51,

Ve

=V +¥Y—X

the firm sector (current
doHars)]

[average number of non-
overtime hours paid per
job by the firm sector]
[stock of inventories at
the end of period ¢}
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Table 2-2. (continued)

52.

33.

54,

55
56.
37

58.

59.
60.
6l.
62.

63.

63.
66.

67,
68.

69,

wF;

CE

LF,
DIVH,
INTH,

Y,

TAXH,

SAVH,

A

DDB,

SAVBE,

SAVR, — PIM,IM, + HRTRP, + GRTRP, — PEX.EX,

SECR,

TAX,

SAVG,

= XX+ PX(V, — V)
— WFF(l +ds X HFFN, + | 5SHPFQ)JOBF,
— FHRNT, — FHTRP, — FHPFA,
— FHCCA, ~ GHSUB, — INTF, — DEP,
— VA, — FHWLD, — STATDIS,

= XX, — WFF (1 + ds J(HPFN, + L SHPFO,)
* JOBF, — FHRNT, — FHTRP, — FHPFA,
— FHCCA, + GHSUB, — INTF,
— PFFINV, — PIH, XRESF,

= CF, — TAXF, — DIVF,

= LF,_, ~ DDF, — DDF,., — CF, -+ DISF,
+ FHWLD, + STATDIS,
= DIVF, + DIVB,

= [INTF, + INTG,

= WFF{HPFN, -+ 1.5HPFO)JOBF,
-+ WGCHPGCJOBGC, + WGM HPGM,
® JOBGM, + DIVH, + INTH, + FHRNT,
-+ FHTRP, + FHPFA4,

= PTAXH, + IBTH, + FHCSI, + HGSI2,
- ¥YGy — TPU,

— PCN,CN, — PCDCD, — PIH,IH,
— PFF,XPAEH, — PX, XIVTH, — HRTRP,
—(TAXH, — IBTH,)

— A,_, — DDH, + DDH,_, + SAVH, + CG,

— DISH,

=DDB,_.,+ DDH, — DDH,_, + DDF,
— DDF...~ DDR, — DDR,.., — CURRK,
+ CURR,_ + MAILFLT,
=PX{XPROB, + XCCAB,) — PFF . XPAEB,
— PIH,XRESB, — DIVB, — TAXB,

. LBVBB, = LBVEB,_, - BORR, — BORR,_, — BR,

+ BR,_; -+ DDB, — DDB, | - SAVB,
— DISB,

= SECR,_; — DDR,+ DDR,_, + GFXG,
— GFXG,., — SAVR, — DISR,

=TAXH, +TAXF, + TAXB,

=TAX, — PG XG, - WGCHPGCJOBGC,
— WGM,HPGM JOBGM, — INTG,
- GRTRP, — GHSUB,
= VB, — ¥BG,_, — BORR, + BORR, _,
-~ CURR, — CURR,_, + BR, — BR,_,
+ SAVG, — GFXG, + GFXG, .., — DISG,

[before-tax profits of the
firm sector|

{cash flow of the firm
sector]

[cash flow net of taxes
and dividends of the firm
sector]

[value of loans taken out
by the firm sector]
fdividends received by the
houschold sector]
[interest received by the
household sector]
[taxable income of the
household sector]

[totai net taxes paid by
the household sector]
[saving of the household
sector]

[value of nondemand
deposit securities of the
household sector]

{value of demand deposits
and curreacy of the
financial sector]

[saving of the financial
sector]

[value of loans of the
financial sector]

[saving of the foreign
sector]

[value of securities of the
foreign sector not
including demand
deposits and currency and
gold and foreign
exchange]

[total net taxes paid to
the government sector]
[saving of the government
sector]

[government budget
constraint}
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Table 2-2. (coﬁtinued)

= —LBVBB, - LBVBB, | — A, + A,_,

70. 0 {the change in the sum of
+ G, + LF, — LF,_, + VBG, — VBG, _, all other securities (SEC)
— SECR, + SECR,_; ~ {DISH, - DISF, across sectors must be
— DISB, + DISR, — DISG,) — FHWLD, zero after adjusting for
— STATDIS, + MAILFLT, discrepancies]
T YNLH, = DIVH, 4+ INTH, -~ FHRNT, - FHTRP, inonlabor income of the
+ FHPFA, — ¥G,+ TPU, - HGSI2, household sector]
72, K¢ we (1 — BRIKE_, + INT, [actual capital stock of
the firm sector]
¥ [minimum amount of
73 KMIN, = —= capital required to
(1 H) produce ¥,]
¥, [number of worker hours
Mot
4 MHT = A required te produced ¥}
JOBFHPFE, 4+ JOBGCHPGC, i fratio of total worker
75 4 . 1 JOBGM HPGM:  hours paid for to the
C POP, total population 16 and
‘ over]
* J’ -
76, J; = STooneTIE {J, detrended]
7. 24, == @ 1/£0000¢] "~ 335,952 [hours canstraint variable
for the household sector}
. 1 [tabor constraint variable
8. ZJ; = 4.454062 -+ y— UR, — 1.199514 for the firm sector]
« _ [RBILLje® 18737 tif p < 76 [RBILL, detrended up to
9. RBILLE =\ ppyyf j00019757 76 if ;= 76 7 == 76 (19701V)]
80. ZR, sz @~ LILOOO(REILL® ~0.608)2 {loan constraint variable)
8F. EMPL, ~JOBF, + JOBGC, + JOBGM, — MOON, [total number of people
employed]
82, U, = FLF+ TLF;, — EMPL, [total number of people
unemployed}
U vilis ;
83, UR, i f [lf.l\fl]ldrl unemployment
TLE; -+ TLFy — JOBGM, rate]
84. d sy - 2re YH, {marginal personal
income tax rate]
Note:
GNP, =XX,+-PXAV,— V..~ IBTH, + WGC HPGCJOBGC, [GNP in
+ WCEM HPGMJOBGM, + GHWLD, current
4 PXAXPROB, — XCCAB,) dollars]



Table 2--3. TSLS and FIML Estimates of the 26 Stochastic Equations

" Notes: :
. The FIM]1, estimates appear above the TSLS estimales.
. The sample peried is 19541197411 (82 observations).
The numbers in parentheses are absofute values of the s-statistics of the TSLS estimates.
DWW == Durbin-Watson statistic for the TSLS estimates.
R? = cocfficient of deterrnination for the TELS estimates.

When j # 0, DWW and R? are computed using the estimates of the transformed residuals.
iogs are natural logs,
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. *“a” means that the coefficient was not estimated by FIMEL.,

Swoe o

[

. j = estimate of the first order serial correlation coefficient for the equation. © 0" means the coefficicnt was constrained 10 be zero.

The Household Sector
DWw R?

=

0.260  0.976 0.00877

CS;.q Ay
X log ————n . 99
| 000877 log o 0 2.32 0.9995

Cs,
1. log o=t = —0.259 + 0.976 log
POP: os0) (2543 TPt (1.06)

—0.117 0.0787 0.0223
YNLH,
(L.I5) 0.97) 087 PH_POP,
—0.00984 — 0.00658 0.0364 .

—0.00984 log RMORT, — 0.00658 log RBILL, 4- 0.0364 log Z/,
(.54 {2.73) {1.49)

AUAIOY DIUCUGI0ITRYY JO BP0 ¥ OF



—2.74 0.508 0.0167

CNg CNl—z . Arfl
2. log —— = ~2.74 + 0.508 log + 0.0168 log ———seme— . (v] 2.14 0.996
2 pop, G175 631y POPCL (yosy - PHidPOPe,
—0.131 0.102 0.0219
— 0.131 log PCN, -+ 0.102 log WF, 1 00219 log F”EIE_H_};
(2.13) (1.63) (0.48) H POP:
0.150 . 0.261
¥YNLH,.
+0.150 log ! 4 0.256 log(1.0—d¥ )
(3.18) TH-POPy (5 31y
0.256
+0.256 log ZJ,
(3.75)
122 0873 —0.128 0.137 0.789
D "D,
3 og XD 1221 0873 log féﬁ‘ L. 0.128 log PCD, -+ 0.137 log WF, 0.611 1.94 0.9999
POP. — (270) (19.92) 1 (3.69) (3.49) (6.99)
0.0183 —0.0152 0.201
LH
- 0.0183 log —)-/]—VO—}; — 0.0152 log RMORT, + 0.215 log ZJ,
(145 THPOP (5 04y (.10
a a £
— 0.00249 D644, + 0.00259 DS, — 0.00247 D704,
(1.31) (1.38) (1.27)
a
1 0.00299D711,
(1.58)

LY 19popy ergpdwny ay §



Table 2-3. (continued)

F D R?
-0.504  0.929 00114 0.776
KIH, KiH,_ '
4. log ""oﬁ - 0.504 1 0929 log M Her g 0im tog PHH,_, 0.770 2.26 0.9999
FOP as9) (70660  FPOPeot ({24 (10.93)
0.079 —0.00725
4 0.0296 log WF,., - 0.00728 lop RMORT, _,
(2.99) (2.34)
------- 0.00677 0.00338 0.127
= 0.00678 log RMORT,_, | 0.0110log ZJ, , | 0.328 log ZR,_,
(2.22) (1.10) (1.25)
ad aqa a
TLF LE, F,
5. log 5= P” —0.230 4 0.675 IugT—mPiim'- L 0.0268 fog ;%! 0 2.03 0.947
" (0.82) (.70 el 0.78) i
a a
| & ¥ » ]
0.0130- ¥ log _INLH P 00622 log(l.0 - J¥_»
0.87) Pt PH,_POP, _; 270
a a [4]
TLF,, FLF.,_, Ay ;
6. log 0 0.098 4 0.705 log ===t - 0.0166 log —— 2Tl 0 1.86 0.983
POPs @14y (1079 POPacy (3h3)  PH.POP,,
a i a

WF,_
-+ 0.0852 log ——"— +- 0.0121 log RMORT, | 0.173 log Z4,

Gy PHe 4 (4.79)

ANAIIY 21tL0U0290I38 Y JO (3P0 VG



4 a a

MOON MOON, _ Wr,
1. log%-:—_-: —2,70 + 0.528 1og—P%{:,—“« b 0,262 log e 0
POF, (3.31) (439 -t (1.28) :
a a
~ 1T log(l.O0—d¥_) 1 229 log £J,,
(0.27) (3.30
p
1.03  0.695 : ~(.0255
8. log DgH' 1,03 + 0,695 103%%& — 0.0255log RBILL, 0
POP, (2 44y (6.68) - (3.08)
0432 ’ 0.00270
+ 0431 log IH_ b002710
esy  FOP (246
The Firm Sector
0401 0.732 0.0845 0.0763
9, log PF, = —0.401 | 0.739 log PF,_, — 0.0795 log PIM, + 0.0763 log WF,. , 0
(3.01) (07D (8.17 271
0.0332 400108 —0.000940
- 0.0332 log RAAA, — 0.00122DTAXCR, — 0.00228 log ZJ{
(3.69 {0.95) ¢1,83)
0.153 0.189 0.981 —0.191 : 0.675
10. log ¥, =0.153 — 0.189 log ¥._; — 0.981 log X, — 0,190 log ¥, _; 0.596
(3.200  (2.40 {(11.27) 4.67 .70
a o a
— 0.01500593, - 0.00310D594, — 0.00878 D601,
(291} (0.57) (1.78%)

.90

Dw

2.39

£.54

2.01

0.831

RZ

0.997

0.999¢

0.9996

6F [9poyy ar8jduio) ay



Table 2-3. (continued)

a a
HLINV— INV: == —0.00256(K2. , — KMIN, )+ 00272(Y, — ¥,_,)
(0.80) ©.78)
a a4
+0.0782(Y,_, — ¥, ;) 1 0.0241(Y,_; ~ ¥,_3)
(3.11) (1.09)
[43 /3
+ 0.0538(Y, o5 — ¥ooa) — QOISS(UINV,_, — 8K7 1)
(2.52) (0.82)
a aq
— 1040704, + 0.509 D711,
(3.74) (1.75)
- —0.488 —0.0780

12. log JOBF, — log JOBF,_| ~ - -0.489 — 0.0780(log JOBF,_, - log M,_ H! )
(2.86) (2.83)

0.0000%66  0.168

+ 00000971 + 0.215(og ¥, —log ¥,_,)
€297 (3.67)

0.163

+0.172(log Y,_, -~ log ¥,_:)
{3.84)

0.00316

= 0.0725¢log ¥,.; - log Ye_3)
{1.79}

a a
— 0.,00945 D393, -+ 0.00196 5594,
(2.22) (0.49)

Fi nw
0 1.89
F) Dw
0.364
0.307 1.96
(2.92)

RZ
0.579

RZ

0.737

Aunnoy onwouoasoidey jo tapoyy v 0g



1.42 —0.269 —(.277
13, log HPF, —log HPF,_, 1420209 log HPF, | —0.22 1.96
(4.15) (4.15) (2.06)
—0.0438 —0.000250
—0.0438(log JOBF,_, log M,..H! ) —0.000233¢
(2.710) (4.20
0.162
+0.162log ¥;—log Yi_1)
(5.21}
a [} o
14. log HPFO, = —18.9 + Q.0420(HIPF, - 0.5482f) -+ 0.209 D D661, 0 1.34
: (14.00} (16.62) (13.41)
isample period began in 19561
~0.38 0972 0.0000602
15. log WE, = —0.386 | 0972 log WF,_, + 0.0000577¢ | 0.0590 log P X, 0 1.65
(1.93) (29.46) (0.35)
0.0904
-4 0.0004 log J.¥
(5.79)
0,100 0919 0.0404
16. log DDF, 0100+ 0919 log DOF_, i-0.0404 log XX, l 2.04
0.99) (21.53) (2.08)
—0.0143
0.0143 log RBILL,
{1.35)

0.345

0,485

(.9999

0.962

LG jepopy ep8rdwo]) ey f



Table 2-3. (continued)

p bW Rr?
a a a a
17, tog DIVF, = - 0.0196 1 0.941 log DIVF, _, + 0.0592 log{wF, — TAXF)) —0.258 1.84 0.997
(1.56) (69.35) {4.42) {2.42)
a
C+188log ZR,
(2.41)
' a a ’ a o a
18, INTF, == —0.107 + O.5T4INTF,_; + Q.0159LF, + 0. 144R4AA, 0.940 1.99 0.9998
(0.37)  (6,52) 4.41) {2.88) £24.95)
a a a a
18, IVA, = 3.83 — 17TV9PX, + 1624PX,., + 0.0399V,_, 0 1.75 0.861
(4.00y (10.59) (9.40) {4.90)
The Financial Sector
a a a
BORR, )
20, f;f; = 0021 -~ 00I06(RBILL, — RD) 0.536 218 0.368
' {3.18)  ((.95) (5.75)
.0613 0922 0.166
21. log RAAA, =0.0642 | 0922 log RAAA,_, | 0.166 log RBILL, 0 2.05 0.994
(3.52) (43.03) (3.08)
0.177 0.0640
— 0.180 log RBILL, , -+ 0.0601 log RBILL, ..,
(2.67) (1.99)
1.28
+— L87-}{3(log PX,., — log PX,_;)
(2.33)

+ Xlog PX,_: —log PX,_a)+ (log PX,_; — log PX,_ 1))
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G188 0.859 0.0355 0.240

22, log RMORT, = 0.186 4 0.859 log RMORT,_, - (.0155 log RBILL, 0.274
(3.73y (24.72) {0.92) (2.58)
0.0690 —.0997
+ 0.0042 log RBILL,.., ~ 0.093% log RBILL, .,
{1.32) 2.79
0.0436 2.51
b 0.0453 log RBILL, .5 i 2.36-%3og PX,., — log PX,_,)
{2.19) {2.39)
- 2(og PX -2 —log PX, _5)} + (log PX._ 1 —fog PX,_.)]
) Sa a a
23 (G, = 13 b 7T HRAAA, — R444, )+ 19.7-H3UCF, — TAXF 0
(2.57) (1.588) {£.70)

e (CF_y - TAXF,)) + 2(CF, .y — TAXF,_,) — (CF,_; — TAXF, ;)]
c[CFis — TAXE, 3) ~ (CF_y ~TAXE_ )

#
The Foreign Sector
a a o B |
24, log -t 5 - —1.60 — 0.426 log PIM, _; — 1.62 log PX, | 0.803
POP 099y (226 (4.79) (12.21
a a o
X:
© L17log 55 — 007120651, + 0.0325D652,
@96 FOP o) (1.49)
& a a 73
— 0.0947 D691, 4 0.0640D692, + 0.0261 D693, — 006140714,
(4.11) (2.43) (1.14) (2.82)

2.00

2.28

D

2.03

0.988

0.167

RZ

0.996

£G  japoyy spgfdwor sy



Table 2-3. ({continued)

a

+ 0.0662 D721,
(3.03)

The Government Sector

a a a
25, logTPU, = — 144+ 1.7l log U, + 1.13 log PX, _,
(20.53)(19.99) (9.60)
a a a
26, log INTG, — —1.21 + 0.786 log INTG,.., + 0.223 log VBG,
(3.61y (1550 (3.45)
a a

+ 0.0501 log RBILL, +- 0.0643 log RA4AA,
{3.92) (1.43)

™

0.451
.57

0.319
(3.05)

bw

1.85

211

RZ

0.971

0.597
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2.2 A DISCUSSION OF TABLE 2-2

Consider the stochastic equations in Table 2-2 first. There are eight stochastic
equations for the household sector, explaining: (1) consumption of services in
real terms, CS,, (2) consumption of nondurables in real terms, CN,, (3) the
stock of consumer durables in real terms, KCD,, (4) the stock of houses in
real terms, KIH,, (5) the total labor force of men 25-54, TLF,,, (6) the total
labor force of all persons 16 and over except men 25-54, TLF,,, {7) the num-
ber of moonlighters, MOON,, and (8) demand deposits of the household
sector, DDH,.

There are eleven stochastic equations for the firm sector, explain-
ing: (9) the price variable that the firm sector is assumed to set, PF,, (10)
production in real terms, Y,, (11) investment in real terms, INV,, (12} the
number of jobs in the firm sector, JOBF,, (13) the average number of hours
paid per job, HPF,, (14) the average number of overtime hours paid per job,
HPFQ,, (15) the wage rate that the firm sector is assumed to set, WF,, (16)
demand deposits of the firm sector, DDF,, (17) dividends paid, DIVF,,
(18) interest paid, INTF,, and (19) the inventory valuation adjustment, IVA4,.

There are four stochastic equations for the financial sector, ex-
plaining: (20) commercial bank borrowing at the federal reserve banks,
BORR,, (21) the bond rate, R4AAA,, (22) the mortgage rate, RMORT,, and
{23) capital gains on stocks held by the household sector, CG,. There is one
stochastic equation for the foreign sector, explaining: (24) the value of imports
in real terms, TM,. There are, finally, two stochastic equations for the govern-
ment sector, explaining: (25) transfer payments in the form of unemployment
insurance benefits, TPU,, and (26) interest paid, INTG,. Putting capital gains
in the financial sector and imports in the foreign sector, rather than both in
the household sector, is somewhat arbitrary, but for expository purposes this
seemed like the best procedure.

The next set of equations in Table 2-2 concerns the treatment of
the various price deflators 1n the model. PX, in Equation 27 is the implicit
price deflator for total firm sales, X,. £F,, on the other hand, which is the
price the firm sector is assumed to set according to Equation 9, is the implicit
price deflator for total firm sales less farm output, X, — COM,. Farm output
in real terms is denoted as COM, and will be referred to, somewhat loosely,
as “‘commodity sales.” The implicit price deflator for COM, is denoted as
PCOM, and will be referred to as the “price of commodities.” Since PF, is
the price deflator for X, — COM,, PCOM, the price deflator for COM,, and
P X, the price deflator for X, the following equation is true by definition:
PX, X, =PF(X,— COM,) + PCOM,COM, which is Equation 27 in
Table 2-2.

Equation 29 defines the price deflator for domestic sales, PD,,
where domestic sales are taken to be total firm sales, less exports, and plus
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imports, Equation 30 then defines the price deflator for domestic sales in-
clusive of indirect business taxes, PH,. Given that PD, is the price deffator
for domestic sales net of indirect business taxes and that [BTH, is the value
of indirect business taxes, the following equation is true hy definition:
PH{X, —EX,+ IM)=PDJ(X, — EX, + IM) + IBTH, which is Equation
30. PH, is used as an explanatory variable in some of the stochastic equations
of the household sector, Since PH, is inclusive of indirect business taxes,
using it as an explanatory variable means that one is assuming that the prices
the households are being influenced by are inclusive of indirect business taxes.
This is an example in the model in which an important constraint is put on
the specification of the way that taxes affect behavior. Notice also that it
is the price of domestic sales that is assumed to affect houschold behavior, not
the price of total firm sales. In other words, the price of imports is assumed
to affect household behavior, but the price of exports is not.

The next six deflators in the table are explained as a function of
PD, (Equations 31-36). Consider, for example, Equation 34 explaining P/H,
the price deflator for housing expenditures. 5, in the equation is (from
Table 2-1) the actual ratio of PIH, to £D, that existed in quarter r. This
ratio is taken to be exogenous in the model. PIH, is then explained as 5, PD,.
This procedure has the effect of making P/H, an endogenous variable, since
PD, is an endogenous variable, but making the ratio of PIH, to PD, an
exogenous variable. It is beyond the scope of this study to consider the
determination of relative prices, and the procedure just described is a simple
way of allowing there to be more than one endogenous price variable in the
model while at the same time allowing relative prices to remain exogenous.

The price deflators PFF, and PG, are handled the same way as
PIH,. The price deflators for service, nondurable, and durable consumption
expenditures (PCS,, PCN,, and PCD,) arg, however, handled slightly differ-
ently because of the treatment of indirect business taxes. Indirect business
taxes are a part of consumption in current doflar terms, but they are not a
part of consumption in real terms. Consequently, the price deflators for the
various consumption categories include indirect business tax rates.

Unfortunately, indirect business taxes are not disaggregated by
consumption category, and so some assumption has to be made regarding
this disaggregation. What is assumed here is that the same indirect business
tax rate applies to all three consumption categories. This assumption allows
the indirect business tax rate, d,,, to be defined in Table 2-1 as:

IBTH,

d., = .
T PCD,CD,+ PCN,CN, + PCS,CS, — IBTH,

IBTH, is subtracted from the other terms in the denominator because indirect
business tax rates usually apply to the cost of the item net of indirect business
taxes. dy, is taken to be exogenous in the model.
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Because of the assumption just made about indirect business taxes,
PCS,, PCN,, and PCD, are larger than the actual before-tax prices of the
items. If PCS,, PCN,, and PCD, denote the before-tax prices of the items,
then PCS, equals (l+d,,}PCS,, PCN, equals (I +d,)PCN,, and PCD,
equals (1 +d, )PCD,, PD, does not include indirect business taxes, and so
the ratios PCS,/PD,, W,}’PD,, and ?’M&’WDW,/PD, are the natural ratios to
take as exogenous regarding the consumption categories. These ratios are
denoted as 5, ¥,, and ¢, in Table 2-1. In Table 2-2, PCS, is then deter-
mined as ,,(1 +d.,) PD,, PCN, is determined as 4,(1+4d,,) PD,, and PCD,
is determined as ¢, {1 +d, ) PD,.

The price deflator for exports, PEX,, is determined in Equation 28
as a function of PX,. Since total firm sales include exports and not imports,
the natural ratio to take as exopenous regarding the price of exports is
PEX/PX,. 1, is defined in Table 2-1 to be this ratio, and so PEX, is deter-
mined in Table 2-2 as §,,PX,.

Two price deflators are taken to be exogenous in the model, the
price of commaodities, PCOM,, and the price of imports, PIM,. The assump-
tion that PIM, is exogenous is much more important than the assumption
that PCOM, is exogenous. P/M, enters as an explanatory variable in the
equation explaining PF,, the key price variable in the model, whereas PCOM,
does not. The only place that PCOM, is used in the model is in Equation 27
in going from PF, to PX,.

The treatment of PCOM, and PIM, as exogenous reflects the
assumption that both variables are determined by world supply and demand
conditions for the various items and are beyond the control of the firm sector
in the United States. P/A, is also influenced by changes in the value of the
dollar relative to other currencies, and these changes are likewise assumed to
be beyond the control of the firm sector. It is obvious that supply and demand
conditions in the United States have some effect on prices determined in world
markets, but these effects have to be ignored here. It is clearly beyond the
scope of this study to build the kind of model that would be necessary to
explain the prices of the major commodities in the world. This study is thus
subject to at least a small amount of bias from ignoring the fact that PCOM,
and PIM, are determined in part by some of the endogenous variables in the
model. The present approach is similar to the approach taken by Nordhaus
and Shoven [36], who divide the economy into a sector in which prices are
endogenously determined in the sector and a sector in which prices are
exogenously determined by world supply and demand conditions. (Nordhaus
and Shoven also take the price of labor to be exogenous, but this is not done
here.}

Equations 37-3% in Table 2-2 determine three wage rates in the
model as a function of WF,. WF, is the wage rate that is assumed to be set
by the firm sector according to Equation 13, It is a serigs (see Table 2-1} on
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average hourly earnings in the private nonfarm economy of production and
nonsupervisory workers, adjusted for overtime (in manufacturing only) and
interindustry employment shifts. Since #F, is adjusted for overtime and inter-
industry shifts, it is about as good a measure of an aggregate “wage rate”
that one can hope to get. It is not the case, however, that WF, provides a
direct link between the employment data used in this study and the NIA data.
The wage variables that do provide this link are WFF,, WGC,, and WGM,,
which are defined in Table 2-1 and are explained in the next section. Conse-
quently, Equations 37-39 can be considered as providing the link between
the employment data and the NIA data.

The ratio of each of the three wage variables to WF, is assumed
to be exogencus in the model. These three ratios are denoted as g, ¥, and
0, and are defined in Table 2-1. This treatment of the wage variables is
similar to the treatment of the price deflators: it allows the three wage
variables to be endogenous while keeping the relative wage rates exogenous,
Equations 37-39 are not, however, an important part of the model, since the
three wage variables are only needed for some of the income and profit
definitions. WF, is always the wage variable that is used in the specification
of the stochastic equations.

Equations 40-44 explain taxes as a function of tax rates. There
are six tax rates in the model: the (already defined) indirect business tax rate,
d,,; two personal income tax rates, d;, and 1; the corporate profit tax rate,
d,,; the employer social security tax rate, ds,; and the emplovee social
security tax rate, d¢,. These six rates are assumed to be exogenous. Although
the tax rates are assumed to be exogenous, the actual taxes paid are, of
course, endogenous because the tax rates multiply endogenous variables,

All the tax rates except ¢ are defined in Table 2-1. 4,,, for example,
is the actual ratio of TAXF, to nF, that existed in quarter r. TAXF, is then
determined in Table 2-2 as d;, nF,. Indirect business taxes and social security
taxcs are treated in the same way. Personal income taxes, on the other hand,
are not, It is not, for example, realistic to take the ratio of PTAXH, to YH,
as exogenous because of the somewhat progressive structure of the personal
income tax system. As Y H, increases, PTAXH, generally increases more than
proportionally, Consequently, some estimate of this progressivity must be
made. '

The progressivity of the personal income tax system was estimated
in the following way. The period 1954I-19751 was first divided into eight
subperiods, each subperiod corresponding roughly to a period in which there
were no major changes in the tax laws (surtaxes being counted as changes in
the tax laws). The eight subperiods are: 19541-19631V, 19641-19651, 196511
196811, 1968111-19691V, 19701-19701V, 19711-19711V, 19721-19721V, and
19731-19751. Two assumptions about the relationship between PTAXH, and
YH, were then made. The first is that within a subperiod PTAXH, is equal
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to (dy + v YH)YH, plus a random error term, where d; and 1 are constants.
The second is that changes in the tax laws affect o5, but not 7. These two
assumptions led to the estimation of the following equation:

PTAXH, = —1.67 +0.119 YH,- D1, +0.102 YH, - D2, + 0.101 YH,- D3,
(2.65) (11.23) (10.07) (9.78)

£ 0.115 YH, D4, + 0.102 YH, - D5, + 0.050 YH, D6,
(10.47) (8.97) (7.72)

+0.099 YH, - D7, +0.082 YH, D8, + 0000343 YH, - YH,,
(8.07) (6.04) (7.49)

SE =039, R = 0.999, D¥ = 1.58. (2.1)

D1, is a dummy variable that takes on a value of one in subperiod
I and zero otherwise, D2, is a dummy variable that takes on a value of one
in subperiod 2 and zero otherwise, and so on. The egquation was estimated
over the entire 195411975 period. The coefficient of ¥H, - D1, is the estimate
of d for the first subperiod, the coefficient of YH, - D2, is the estimate of d,
for the second subperiod, and so on. The coefficient of YH, - YH, is the esti-
mate of t. Since Equation {2.1) is clearly only a rough approximation to the
actual tax system, a constant term was included in the estimnated equation
even though the two assumptions just mentioned do not call for it. When
YH, is zero, PTAXH, ought also to be zero, but the zero-zero point is so far
removed from any observation in the sample that it seemed unwise from an
approximation point of view to constrain the equation to pass through this
point.

The assumption that changes in the tax laws do not affect ¢ is
probably not bad as a first approximation, but again it is clearly only an
approximation. The estimate of ¢ in Equation (2.1) is 0.000343, and this is
the value of z that has been used in this study. Given 1, 4,, is defined in
Table 2-1 to be PTAXH,)YH, — 1+ YH,. d5, is taken to be exogenous, and
PTAXH, is then explained as (d,, + 1 - YH,)YH, in Equation 41 in Table 2-2.
The marginal personal income tax rate for quarter ¢, denoted as 431, is equal
to dy, + 27+ YH,, which is Equation 84 in Table 2-2, From Table 2-1 it can
be seen that the marginal tax rate (43 was 0.223 in 19711V, while the average
tax rate (PTAXH,/YH) was 0.154 (= 31.0/201.8).

Equation (2.1) could have been used directly as the equation
explaining PTA XH, in the model, rather than Equation 41, but for computa-
tional convenience this was not done, The results in the theoretical model
indicate that the marginal tax rate ought to be an important explanatory
variable in the household sector, and the procedure just outlined provides a
convenient way of constructing a marginal tax rate series. If Equation (2.1)
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were used instead, this task would be more difficult, especially if the equation
were estimated jointly with the other equations in the model. The fit of
Equation (2.1) is good encugh (a standard error of 0.39 billion dollars at a
quarterly rate) that treating d;, as exogenous is not likely to introduce any
serious biases anywhere. Treating d;, as exogenous effectively converts the
PTAXH, equation into an equation with a perfect fit.

Equation 43 explains bank reserves (BR,) as a function of the level
of demand deposits of the financial sector () DB,) and the reserve requirement
ratio (g,,)- g,,1s defined in Table 2-1 as the ratio of BR, to DDA, that actually
existed in quarter 7. g, is taken to be exogenous, and BR, is then explained as
g¢: DDB, in Equation 45 in Table 2-2. The relationship between BR, and
DDB, is thus assumed to be exogenous, although both variables are them-
selves endogenous. This assumption is discussed in Chapter Six, but it should
be noted now that the assumption says nothing about commercial bank
borrowing at federal reserve banks (BOKRR,). Borrowing can clearly exist
even though the ratio of BR, to DDB, is taken to be exogenous. BORR, is
in fact explained by Equation 20. As discussed in Chapter Six, the treatment
of BR, in the empirical model is different from its treatment in the theoretical
model, where it is treated as a residual. The different treatment in the empirical
model is due to the use of quarterly data, rather than data for a shorter period
of time.

Equations 46 through 84 in Table 2-2 are definitions that are
needed to close the model. Many of the equations are concerned with defining
the savings of the sectors and the values of the securities held by the sectors.
These types of equations are based on Equations (1.1)-(1.11) in Chapter One
and the corresponding definitions in Tables 1-2 and 1-3.

Equation 46 relates the current expenditures on durable goods in
real terms, CD,, to the current and lagged stocks of consumer durables
(KCD, and KCD, . ). 8p is the depreciation rate on the stock of consumer
durables. Its construction is explained in the next section. KCD, is explained
by Equation 3, and Equation 46 is needed to relate current expenditures to
KCD,. Equation 47 is a similar equation for current expenditures on housing
of the household sector, IH,. 3y is the depreciation rate on the stock of
houses, and its construction is also explained in the next section.

Equation 48 defines total firm sales in real terms, X, and Equation
49 defines total firm sales in current dollar terms, X'X,. &, is the sum of the
various quantity items, and XX, is the sum of the various price-times-quantity
items. The endogenous variables on the right-hand side of Equation 48 are
CS,, CN, CD, IH, INV, and IM, The exogenous variables are exports
(EX,), government purchases of goods (XG), plant and equipment investment
of the household and financial sectors (YPAEH, and XPAEB,), residential
investment of the firm and financial sectors ( YRESF, and YRESB,), inventory
investment of the household sector (XIVFTH,), and profits and capital con-
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sumption in real terms of the financial sector (XPROB, and XCCAB,).
Except for EX, and X, these exogenous variables are small in value and
not very important. The last two variables, XPROB, and XCCAB,, should
be thought of as sales by the financial sector to the household sector, which
must be subtracted from the expenditures of the household sector in deter-
mining the sales of the firm sector. The only exogenous variable that is in
Equation 49 and not in Equation 48 is the price of imports, PIM,. The value
of Indirect business taxes (JBTH,) is subtracted from the other variables in
Equation 49 because the indirect business tax rates are included in the price
deflators. JBTH, 1s not a revenue item of the firm sector, and so it must be
subtracted from the other variables to net indirect business taxes out of the
gquation.

In Equation 50 the average number of nonovertime hours paid
per job by the firm sector, HPFN,, is defined as the difference between the
average number of total hours and the average number of overtime hours.
In Eguation 51 the current stock of inventories of the firm sector, ¥,, is equal
to last period’s stock plus the difference between production and sales of the
current period. V, — V,_¢ is inventory investment, and it is not, as in most
other macroeconometric models, explained directly by a stochastic equation.
Instead, ¥, is explained by a stochastic equation, and inventory investment
is residually determined by Equation 51. Y, is explained directly because it
15 considered, from the theoretical model, to be a direct decision variable of
the firm sector.

Equation 52 defines the before-tax profits of the firm sector, nF,.
The first two items on the right-hand side (XX, + PXAV, — ¥,.,)) equal the
value of production. The next item is the wage costs of the firm sector. ds, is
the employer social security tax rate, so that WFF/(l + ds,) is the wage rate
paid by the firm sector inclusive of employer social security taxes. The next
four items are payments by the firm sector to the household sector that are
taken to be exogenous: rental income of the household sector (FHRNT,),
transfer payments from the firm sector to the household sector (FHTRP,),
profits of farms (FHPFA,), and capital consumption of the household sector
(FHCCA,). The next ttem is the net subsidies of government enterprises
(GHSUB,), which is a revenue item of the firm sector. The last six items are
interest paid by the firm sector (JNTF)), depreciation (DEP,), inventory
valuation adjustment (/VA,), wage accruals less disbursements of the firm
sector (FHWL D)), and the statistical discrepancy of the NIA (STATDIS,).
As discussed in the next section, nF, as defined in Equation 52 is the NIA
definition of the profits of the firm seéctor.

Equation 53 defines the before-tax cash flow of the firm sector,
CF,. Equation 33 differs from Equation 52 by the exclusion of inventory
investment, depreciation, the inventory valuation adjustment, wage accruals
less disbursements, and the statistical discrepancy, and by the inclusion of
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current investment expenditures (PFF,INV, and PIH, XRESF,). Equation 54

defines the cash flow. of the firm sector #er of taxes and dividends, CF,. CF, is
the same as SAFF, in section VI of Table 1-2,

Equation 35 determines the loans of the firm sector, LF,. It is the
same as Equation (1.5} in Chapter One. The value of loans in the current
period is equal to the value last period, plus the change in the value of demand
deposits, less the cash flow net of taxes and dividends, plus the discrepancy
of the firm sector, plus wage accruals less disbursements of the firm sector,
and plus the statistical discrepancy of the NIA. As discussed in Chapter One,
this equation provides one of the key links between the FFA and NIA data.

The value of dividends received by the household sector, DIVH,,
is defined in Equation 56, and the value of interest received by the household
sector, INTH,, is defined in Equation 57. DIVH, is the sum of the dividends
paid by the firm and financial sectors, and INTH, is the sum of the interest
paid by the firm and government sectors.

The taxable income of the household sector, YH,, is defined in
Equation 58. Y#, is the sum of wage, dividend, interest, and rental income,
plus two small items: business transfer payments from the firm sector to the
household sector (FHTRP,) and farm profits (FHFPFA,).

Equation 59 defines the net taxes paid by the household sector,
TAXH,, net taxes being defined as taxes paid to the government less transfer
payments from the government. ¥G, in the equation is defined in Table 2-1
and is equal to transfer payments from the government sector to the household
sector (except for unemployment insurance benefits), including insurance and
retirement credits. T4 XH, in Equation 59 is equal to the sum of personal
income taxes (PTAXH)), indirect business taxes (/BTH,), and social security
taxes (FHCSI, + HGSI2,), less Y, and less unemployment insurance benefits
(TPU,). TPU, has not been included in ¥, because it is endogenous, while
all the items that make up ¥G, are exogenous.

Equation 60 defines the saving of the household sector, SAVH,.
This equation is the same as the equation for SAVH, in Table 1-2, section VI.
SAVH, is equal to household income iess household expenditures and net
taxes. Household income includes taxable income (Y'H,), capital consumption
(FHCCA,), and employer social insurance contributions (FHCSY,), the latter
being counted as a payment from the firm sector to the household sector.
Household expenditures include expenditures on services (PCS, CS,), non-
durable goods (PCN,CN,), durable goods (PCD,CD}, housing (PLH,[H,),
plant and equipment { PFF, XPAEH,), inventories (PX, X{VTH), and transfer
payments to the foreign sector (HRTRP,). IBTH, is subtracted from TAXH,
in the equation because it is already included in the price deflators PCS,,
PCN,, and PCE,. it should be noted that since T4 XH, includes both employer
and employee social insurance contributions, employer social insurance con-
tributions (FHCSI,) are actually netted out of Equation 60.
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Equation 61 determines the value of nondemand deposit securities
of the household sector, 4,. It is the same as Equation (1.1) in Chapter One.
The value of A, is equal to its value last period, less the change in the value
of demand deposits of the household sector, plus saving and capital gains or
losses, and less the discrepancy of the household sector. Equation 61 is
similar to Equation 55 for the firm sector and also provides one of the key
links between the FFA and NIA data.

Equation 62 determines the value of demand deposits and cur-
rency of the financial sector, DDB,. It is the same as Equation (1.9) in Chapter
One. The value of demand deposits and currency of the financial sector in
the current period is equal to the value last peried, plus the change in the
value of demand deposits and currency of the household, firm, and foreign
sectors, less the change in CURR (the value of currency outstanding less the
value of demand deposits of the government sector), and plus the demand
deposit mail floats.

The saving of the financial sector, SAVE,, is defined in Equation
63. This equation is the same as the Equation for S4V8, in Table 1.2,
section VI. SA VA, is not an important variable in the model, since all of the
variables on the right-hand side of Equation 63 are exogenous except for the
three price deflators,

Equation 64 determines the value of loans of the financial sector,
LBVBB,. It is the same as Equation (1.2) in Chapter One. (FOTB, in Chapter
One is equal to LBVBE, + BR, — BORR, — DDR, in the notation here.) It is
also similar to Equation 61 for the household sector and Equation 55 for the
firm sector. The value of LBVBB, is equal to its value last period, plus the
change in borrowing from the federal reserve banks, less the change in bank
reserves, plus the change in the value of demand deposits and currency of
the financial sector, plus the saving of the financial sector, and Iess the
discrepancy of the financial sector,

The saving of the foreign sector, S4 VR,, is defined in Equation 65.
This equation is the same as the equation for SAVR, in Table 1-2, section V1.
The two right-hand side endogenous variables in Equation 65 are /M, and
PEX,.

Equation 66 determines the value of securities of the foreign
sector not counting demand deposits and currency and gold and foreign
exchange, SECR,. It is the same as Equation (1.3) in Chapter One (TOTR,
in Chapter One is equal to SECR, + DDR, — GFXG, in the notation here).
It is also similar to Equations 55, 61, and 64. The value of SECR, is equal
to its value last period, less the change in the value of demand deposits and
currency of the foreign sector, plus the change in the value of geld and
foreign exchange of the government sector, plus the saving of the foreign
sector, and less the discrepancy of the foreign sector.

Equation 67 defines the total net tax collections of the government,
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TAX,, and Equation 68 defines the saving of the government, SAVG,. Equa-
tion 68 is the same as the equation for SAVG, in Table 1-2, section VI, SAVG,
is equal to net tax collections, less expenditures of goods (PG, XG,), less
expenditures on labor (WGC, HPGC,JOBGC, + WGM HPGM JOBGM ),
less interest payments (FNTG,), less transfer payments to the foreign sector
{GRTRP,), and less the net subsidies of government enterprises (GHSUB,).

Equation 69 is the government budget constraint and is the same
as Equation (1.4) in Chapter One. (TOTG, in Chapter One is equal to
—VBG, + BORR, — CURR, — BR, + GFXG, in the notation here.) It says
that the net saving or dissaving of the government in a period results in the
change in at least one of the following items: the value of government
securities (FBG,), the value of borrowing by commercial banks at federal
reserve banks (BORR,), the valae of currency outstanding less the value of
demand deposits of the government sector (CURR,), the value of bank
reserves (BR)), and the value of gold and foreign exchange held by the
government sector (GFXG)).

Equation 70 is the same as Equation (1.11) in Chapter One. It
says that the sum of the change in all other securities (excluding demand
deposits and currency, bank reserves, borrowing at federal reserve banks,
and gold and foreign exchange) across sectors must, after adjusiment for the
various discrepancies, be zero. The notation has, of course, been changed in
going from Equation (1.11} to Equation 70, and in order to see clearly that
the two equations are the same it is necessary to consult Table 2-1 for the
definitions of the variables in Equation 70.

The remaining definitions in Table 2-2 concern variables that are
either used as explanatory variables in one or more of the stochastic equations
(sometimes only in lagged form) or are needed for the construction of
variables that are so used, Equation 71 defines a variable, YNLH,, that is
taken to be a measure of the nonlabor income of the household sector. It is
equal to dividend, interest, and rental income, plus business transfer payments
from the firm sector to the household sector, plus farm profits, plus
(¥YG, + TPU), and minus employee contributions for social insurance.
YG,+ TPU, is the value of transfer payments from the government sector
to the household sector,

Equation 72 determines the capital stock of the firm sector, K7
dx is the depreciation rate of the capital stock; its construction is explained
in section 3.2. Equation 73 defines KMIN,, an estimate of the minimum
amount of capital required to produce ¥,. The variable (i, ) in the equation
is obtained from peak-to-peak interpolations of the ¥,/K; series. Its con-
struction is also explained in section 5.2. Equation 74 defines M, HM, an
estimate of the number of worker hours required to produce ¥,. The variable
A, in the equation is obtained from peak-to-peak interpolations of a series on
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output per paid for worker hour, Its construction is explained in section 5.2,

Equation 75 defines a variable J,, which is the ratio of the total
number of worker hours paid for in the economy to the total population 16
and over. J, has a negative trend, and J* in Equation 76 is J, detrended.
Fquation 77 defines a variable, ZJ,, as a function of J*. ZJ, is the hours
constraint variable. Its construction is explained in section 4.3, Equaticn 78
defines a variable, ZJ/, as a function of the unemployment rate, UR,. ZJ, is
the Jabor constraint variable. Its construction is explained in section 5.3.

The bill rate, RBILL,, has a positive trend over part of the sample
period, and RBILLY in Equation 7% is RBILL, detrended up te 19701V.
Equation 80 defines a variable, ZR,, as a function of RBILL}. ZR, is the
loan constraint variable. Its construction is explained in section 4.3.

The total number of people employed, EMPL,, is defined in
Equation 8t. EMPL, 15 equal to the number of jobs in the economy less
MOQON,, the latter being interpreted as the number of people holding two
jobs. The data on jobs are establishment data, and the data on EMPL, are
household survey data. MOON, is defined in Table 2-1 as the difference
between the total number of jobs and EMPL,. Both MOON, and JOBF, are
explained by stochastic equations, and both JOBGC, and JOBGAM | are taken
to be exogenous. Consequently, EMPL, is determined residually as the
difference between jobs and MOON, in Equation 81,

The number of people unemployed, U,, is defined in Equation 82,
U, is equal to the number of people in the labor force less the number of
people employed. The two labor force variables in the equation, TLF;, and
TLF,,, are determined by stochastic equations. The civilian unemployment
rate, UR,, is defined in Equation &3. It is the ratic of U, to the civilian labor
force, TLF,, + TLF,, — JOBGM . The marginal personal income tax rate,
d¥, is defined in Equation 84. 4% is the derivative of Equation 41 with

- respect to YH,.

The equation at the bottom of Table 2-2 defines GNP in current
dollars, GNP,. GNP, is useful for reference purposes, but it is not used
directly as an explanatory variable in any of the equations in the model. Itis
equal to the value of production of the firm sector (XX, + PX(V, — V,_ ),
plus indirect business taxes, plus the government wage bill, plus wage accruals
less disbursements of the government sector, and plus the value of production
of the financial sector (PX,(XPROB, + XCCAB))).

This completes the discussion of the equations in Table 2-2, Not
counting the equation for GNP, the model as presented in Table 2-2 consists
of 84 equations. 1t turns out, however, that one of the equations is redundant.
The easiest way to see this is to refer back to Chapter One. Equations (1.1}~
{1.5) and the fact that the savings of all sectors sum to zero imply Equation
{1.10), Equations (1.6)~(1.10) in turn imply Equation (1.11). Now, Equation
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(1.11) is the same as Equation 70 in Table 2-2. The other matchings of
equations from Chapter One to Table 2-2 are as follows: (1.1} — 61, (1.2} — 64,
(1.3)— 66, (1.4) - 69, (1.5) = 55, and (1.9} — 62,

This takes care of all the equations in Chapter One except
Equations {(1.6), (1.7), and (1.8). These three equations are, however, im-
plicitly satisfied in Table 2-2 because they have been taken inte account in
the construction of the table. Consider, for example, Equation (1.6), which
says that the sum of the change in bank reserves across the financial and
government sectors is zero:

(RESB, — RESB,_,) + (RESG, — RESG,_,} = 0. (1.6)

BR, is defined in Table 2-1 to be equal to RESE,, and BR, — BR,_ enters
Equation 64 with a minus sign. No variable was defined for RESG,, however,
and instead BR, — BR,_, was merely included in Equation 69 with a plus
sign. This means that Equation (1.6} is automatically satisfied in Table 2-2.
This same procedure was also followed for Equations (1.7) and (1.8)—BORR,
and GFXG, being the two variable names used. With these three equations
taken into account, the above matching of equations shows that Equations
55,61, 62, 64, 66, and 69 in Table 2-2 imply Equation 70. One of these equa-
tions can thus be dropped, leaving 83 independent equations.

' A convenient equation to drop from the model is Equation 69,
the government budget constraint. The fact that Equation 6% can be dropped
means that the government budget constraint is automatically satisfied once
all of the flows of funds have been accounted for. If Equation 69 is dropped,
then the only other equation in Table 2-2 for which there is not an obvious
left-hand side variable is Equation 70, the equation stating that the change
in the sum of all other securities across sectors must be zero after adjusting
for the various discrepancies.

There are thus 82 obvious endogenous variables in the model and
one not so obvious. The most natural choice for the remaining endogenous
variable is the bill rate, RBILL,, and this is the choice made here. It should be
noted, however, that any one of a number of government variables could be
taken as endogenous instead. If, for example, one felt that the government
pegged the bill rate at some particular level each period, then the value of
government securities, FBG,, would be the most natural variable to take as
endogenous.

Given that RBILL, is taken to be endogenous, it is important to
note how it is determined in the model. RBILL, enters as an explanatory
variable in a number of the stochastic equations. The overall model is a
system of 83 nonlinear equations in 83 unknowns, and this system can be
solved numerically. Consequently, RBILL, is determined through the solution
of the 83 equations. There is no one equation for which RBILL, appears
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naturally on the left-hand side, and the reason that RBILL, can be determined
in this way is because of the linking of the NIA and FFA data and the
accounting for all of the flows of funds. More will be said about this in
Chapter Six.

2.3 A DISCUSSION OF TABLE 2-1

All the variables in the model are listed in Table 2-1. Presented in brackets
in the table for each variable is either a reference where recent data on the
variable can be found or a description of how the variable was constructed
from other variables in the model. The comments in brackets rely heavily on
the work in Tables [-2 and 1-3 in Chapter One. For some variables the
notation has remained the same in going from Tables 1-2 and 1-3 to Table
2-1, but for the most part the notation has been changed to conform more
closely to the notation in Volume 1. Also presented in the table is the value
of each variabie for the fourth guarter of 1971,

The data used in this study were collected for the 19521-19751
period and are data as of about July 1975. The period prior to 19521 was not
comsidered here because guarterly flow-of-funds data are not available before
19521. The main sources for the data are the flow-of-funds tape, the Survey
of Current Business, Employment and FEarnings, and the Federal Reserve
Bulletin. When SCB occurs in brackets in Table 2-1, this means that the data
were collected from the Survey of Current Business starting with the July 1975
issue and working back. The number following SCB in brackets is the table
number in the Swrvey where the variable can be found. Almost all the data
are at annual rates in the Survep, and for purposes here these data have been
divided by 4 to put them at quarterly rates,

When EE occurs in brackets in Table 2-1, this means that the
data were collected from Employment and Earnings as of the July 1975 issue,
and when FRB occurs in brackets, this means that the data were collected
from the Federal Reserve Bulletin as of the July 1975 issue. The number
following EE or FRB in brackets is the table number in the respective
publication where the variable can be found. Back data on some of the
variables referenced as EE or FRB in Table 2-1 were not obtained by going
through past issues of Employment and Earnings and the Federal Reserve
Bulletin, but were obtained from /973 Business Statistics. When F/F occurs
in brackets in Table 2-1, this means that the data were obtained from the
flow-of-funds tape. For these cases the code aumber of the variable is
presented in brackets, as well as the page number in [3] where the variable
can be found.

When the phrase “Defined in Table 2-2" appears in brackets, this
means that data on the variable do not have to collected because the variable
is merely defined in terms of other variables in the model for which data have
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been collected. In two cases, however (gross national product, GNP, and
profits of the firm sector, nF,), alternative sources for the data have been
presented. Although these two variables are derived from other variables in
the model, it is useful to have a check that the two variables are being defined
" in the appropriate way.

Much of Table 2-1 is self explanatory. The following discussion
concerns only those parts of the table that need further elaboration. The first
thing to note is that in going from the notation in Table 1-3 to the notation
in Table 2-1, the sign of the variable has sometimes been changed. Liabilities
in Table 1-3 are always negative items, but this is not the case in Table 2-1.
For example, the value of currency outstanding less the value of demand
deposits of the government sector is denoted as CURR, in Table 2-1, whereas
it is denoted as -- DDCG, in Table 1-3.

The variable LBVBB, is the value of “all other” securities held
by the financial sector. In the theoretical model these securities correspond
to loans to firms and households and bills and bonds of the government. The
former was denoted as LB and the latter as VABE; hence the LBV BB notation
used here.

The variable 4,, the value of nondemand deposit securities of the
household sector, was constructed by summing the capital gains or losses
variable (€G,) forward and backward from 19711V (¢ = 80) and then adding
the appropriate sum to SECH, for ¢t > 80 and subtracting the appropriate
sum from SECH, for t < 80. SECH, is defined in Table 1-3. It is equal to
the difference between the value of all securities held by the household sector
(FOTH ) and the value of demand deposits and currency held by the house-
hold sector (DDCH). Its value in 19701V was 1342.4 billion dollars, which
includes the value of corporate stocks held by the household sector. The flow
data for SECH,, on the other hand, exclude capital gains or losses, and so
constructing SECH, by summing the flow data {as was done here, using
19711V as a benchmark) does not produce a series that can be considered to
be the value of nondemand deposit securities of the household sector. In
order to produce the latter series, cumulative capital gains or losses have to
be added to or subtracted from SECH,, as is indicated in Table 2-1. For any
period 1, the following relationship between 4, and SECH, holds:

A, —A,_, = SECH, — SECH,_, + CG,.

The employment variables in Table 2-1 require some explanation.
The total number of jobs in the economy is the number of jobs in the govern-
ment sector plus the number of jobs in the private sector. As in the theoretical
model, it is assumed here that there are no jobs in the financial sector, and
so all jobs in the private sector have been allocated to the firm sector. In
terms of the amount of output produced, the financial sector is quite small,
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and the assumption that there are no jobs in this sector is not very important.
The number of jobs in the government sector is equal to the number of
civilian jobs (JOBGC,) plus the number of military jobs (JOBGM,).

Data on the number of jobs i the firm sector (JOBF,) were
obtained directly from the BLS. The data are quarterly and pertain to the
total private economy, all persons. These data are the data used in the con-
struction of the index of “output per man-hour” for the total private economy
in Table C-10 in Employment and Earnings. (“Man-hours” in the BLS ter-
minology refers to hours of both men and women. “Worker hours” or “*person
hours™ would be a more appropriate term.)

Data on the average number of hours paid per civilian job per
quarter by the government sector (HPGC,) were obtained by taking the ratio
of “man-hours” to JOBGC,, as explained in Table 2-1. Data on the same
variable for military jobs (HPGM,) could not be obtained in this way because
there are no data on “‘man-hours” for the military. Instead, HPG M, was just
assumed to be 520 hours for all v (40 hours per week). Data on the average
number of hours paid per job per quarter by the firm sector (HPF,) were
also obtained as the ratio of “‘man-hours” to jobs (JOBF,). The data on
man-hours were obtained directly from the BLS. The data on man-hours
are presented in index number form in Table C-10 in Employment and
Earnings, but the nonindexed data must be obtained directly from the BLS.

Data on the overtime variable, HHPFQ,, pertain only to the manu-
facturing sector, but it has been assumed here that the data in fact pertain
to the entire firm sector. In other words, it has been assumed that the
{unobserved) amount of overtime per job in the nonmanufacturing part of
the firm sector is the same as the (observed) amount in the manufacturing
part. As will be discussed shortly, this assumption is not very important
because the HPFOQ, variable itself is not a very important variable in the
model.

The data on jobs and hours are establishment data. The data on
population (POF,, POP,,), labor force (TLF,,, TLF,,), and number of people
employed (EMPL,} are household survey data. A few changes had to be made
in the household survey data here to account for adjustments to the 1970
Census data. Adjustments to the official data were made by the BLS in
January 1972 and March 1973, In terms of the variables used here, the BLS
in January 1972 added 787 thousand to POP,, subtracted 42 thousand from
POP,,, subtracted 40 thousand from TLF,,, added 373 thousand to TLF,,,
and added 301 thousand to EMPL,. (See the February 1972 issue of Employ-
ment and Earnings.)

In March 1973 the adjustments were much smaller. The BLS
‘added roughly 8 thousand to POP,, 3 thousand to POP,,, 26 thousand to
TLFy,, 35 thousand to TLF,,, and 58 thousand to EMPL,. This information
was obtained directly from the BLS. (See the note to Table A-1 in the April
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1973 issue of Employment and Earnings for a brief discussion of the March
1973 adjustments.) In order to account for these adjustments here, the data
on the various series prior to March 1973 were adjusted by adding or sub-
tracting the amounts necessary to make the series prior to March 1973
comparable to the series from March 1973 on. The data for the first quarter
of 1973 were changed by one-third of the March 1973 adjustments. The
changes that were made are:

POP,: +795 for the 1952119711V period; +8 for the 19721-19721V
period; +3 for 19731; no change for the 197311- {9751 period,

POP,,: -39 for the 1952119711V period; + 3 for the 19721-19721V
period; +1 for 19731; no change for the 19731119751 period,

TLF,;: —14 for the 19521-1971 1V period; + 26 for the 19721-19721V
period; +9 for 19731; no change for the 197311-19751 pericd,

TLF,,: +408 for the 19521-19711V period; + 35 for the 1972119721V
period; + 12 for 19731; no change for the 197311-19751 period,

EMPL,: +359 for the 1952119711V period; + 58 for the 19721-1972IV
period; + 19 for [9731; no change for the (9731119731 period.

These adjustments were made before data on the variables that depend on
these five variables were generated.

The variable MOON, is the difference between the number of
jobs in the economy according to the establishment data and the number of
people employed according to the household survey data. The main reason
that MOON, is not zero is because of people holding more than one job.
If someone holds two jobs, he or she is counted once in the household survey
data but twice in the establishment data, Although there are a number of
minor discrepancies between the establishment and household survey data
that would cause MOON, to be nonzero even if no one held more than one
job, the primary reason that MOON, is not zero is because of people moon-
lighting. Consequently, MOON, will be referred to in this study as the
“number of moonlighters.” In interpreting MOON, in this way, one is
assuming both that the other discrepancies between the two data bases are
negligible and that no one holds more than two jobs.

The next variables in Table 2-1 that need to be explained are the
three wage variables: WFF,, WGC,, and WG M, The numerator of the ratio
defining WFF, in Table 2-1 (FHWAG, - FHWLD, + FHOTH, + FHPRI!)
is taken to be the measure of wage payments from the firm sector to the
household sector. This measure is the sum of wages and salaries, other labor
income, and proprietors income. The denominator of the ratio defining
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WFF,, (HPFN, + |.5SHPFO)JOBF,, is taken to be the measure of the equiva-
lent number of nonovertime hours paid for in the firm sector. Overtime hours
are assumed to be paid at time-and-a-half, which is the reason for 1.5 multi-
plying HPFO, in the expression. The ratio (WFF,) is thus the measure of
average straight time hourly earnings of workers in the firm sector. The main
wage variable in the model is W'F,, and WFF, is linked to WF, by taking the
ratio of WFEF, to WF, (defined as ¢4, in Table 2-1) to be exogenous.

WFF, is needed for three definitions in the model: Equation 52,
defining profits of the firm sector; Equation 33, defining cash flow of the firm
sector; and Equation 58, defining income of the household sector. Since WF,
is endogenous, the linking of WFF, and WF, means that the wage payments
of the firm sector are endogenous not only because HPFN, HFPFO,, and
JOBF, are endogenous, but also because WFF, is. WFF, was linked to WF,
in the way described, and not itseif taken to be the measure of the aggregate
wage rate in the model, because WF, seemed to be a much better measure,
The linking of WFF, to WF, is not of crucial importance in the model,
however, since it only affects the three definitions just mentioned. 1n the
same way, the overtime hours variable, HPFO,, is not of crucial importance
in the model because it only affects the same three definitions.

The wage rate WFF, is net of employer social security taxes. The
employer social security tax rate, ds, is defined in Table 2-1. It is the ratio
of employer social security taxes to the wage bill of the firm sector. Conse-
quently, WFF(1 + ds;) is the wage rateé paid by the firm sector inclusive of
employer social security taxes. This is the wage rate used in Equations 52 and
53 in Table 22, which define the profits and cash flow of the firm sector.

The government wage variables, WGC, and WGM,, are treated in
the same way as WFF,, except that no adjustments for overtime are made
because no overtime data exist for the government sector. The numerator in
the definition of WG, is the sum of civilian wages and salaries and the
“other labor income™ component that pertains to the government sector. The
numerator in the definition of WGAM, is merely military wages and salaries.
WGC, and WGM, are only needed for two definitions in the model: Equa-
tion 58, defining income of the household sector; and Equation 68, defining
the saving of the government,

Data on WF, are actually available only from 1964I on. Prior to
19641, data on a similar type of wage rate are available only for manufactur-
ing, as opposed to the entire private nonfarm economy. The actual series on
WF, used here is a splice of the manufacturing series before 19641 and the
private nonfarm secries from 19641 on. The ratio of the wage rate for the
private nonfarm economy to the wage rate for manufacturing in 19641 was
0.97887, and so the manufacturing series was multiplied by 0.97887 to make it
comparable to the private nonfarm series. As indicated in Table 2-1, current
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data on WF, are published in Fmployment and Earnings, Table C-17. The past
data on both the private nonfarm series and the manufacturing series were
obtained directly from the BLS.

The construction of two of the price deflators in Table 2-1 also
needs to be explained. The first is £X,. All the variables in brackets defining
PX, are not themselves defined in terms of PX,. Call the numerator of the ratio
defining PX,, Et,, and call the denominator E2,, It can be seen from Equa-
tion 49 in Table 2-2 that El, is equal to XX, — PX{XIVTH, — XPROB,
— XCCAB,), and it can be seen from Equation 48 in Table 2-2 that E2, is
equal to X, — (XIVTH, — XPROB, — XCCAB,). The variable X, is total
firms sales in constant dollars, and the variable XX, is total firm sales in
current dollars. Since PX, = E1/E2,, it is also true, using the expressions just
presented for El, and E2,, that PX, = XX,/ X, Consequently, PX, can be
interpreted as the implicit price deflator for X,. The reason for this somewhat
roundabout process in defining PX| is that PX, was taken to be the deflator
for the three small exogenous items: XIVTH,, XPROS,, and XCCAB,.

The second deflator whose construction needs explaining is PG,,
the deflator for government purchases of goods, X,. Government purchases
of goods in current dollars is denoted as GFPGO, in Table 1-2 in Chapter
One. GFPGO, is gevernment purchases of goods and services Jess government
compensation of employees (general government). X, is the same thing in
constant dotlars; therefore, PG, is defined as the ratio of GFPGO, to XG,.

One characteristic that should be noted about the deflators PX,
and PF, is the difference between the way the deflators are constructed and the
way they are determined in the model. In the model in Table 2-2, PF, is
determined by a stochastic equation and PX, is determined from PF,. The
other deflators are then determined from PX,. In Table 2-1, however, PX, is
defined in terms of the other deflators. Data on PJX, are used in Table 2-1 to
determine, directly or indirectly, the yr,, ratios ({ = 1, ..., 7), which are then
taken to be exogenous in the model in Table 2-2.

The treatment of the price deflators in this way means that in any
simulation with the model, the predicted value of PX, will not necessarily
equal the predicted value of XX, divided by the predicted value of X, In other
words, PX, equals XX,/ X, only in the actual data, not in the predicted daia,
PX, should thus be interpreted as the implicit price deflator for X, only in a
special sense. There is nothing wrong with treating the deflators in this way;
all it changes is the interpretation of PX,. None of the equations in Table 2-2
require that XX, be equal to PX, X,

Past data on the mortgage rate serigs, RMORT,, were obtained
directly from the FHA. Prior to May 1960 the yield estimates were based on
the assurnption of a 30-year maturity. Since May 1960 the assumption of a
25-year maturity has been used. There are a few monthly gaps in this series,
and these gaps have been closed here by simple linear interpolation. The
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series published in the Federal Reserve Bufletin is actually lagged one month,
and the series was uniagged before the quarterly averages were taken. This
particular mortgage rate series is fairly sensitive to recent changes in mort-
gapge market conditions, which is the reason for its present use.

The last three variables in Table 2-1 whose construction needs to
be explained are the stock of consumer durables, KCD,; the stock of residen-
tial structures of the household sector, KIH,: and the stock of inventories of
the firm sector, V,. Consider V, first. Inventory investment of the firm sector
in current dollars is denoted in section I1.2 in Table 1-2 as FFIVT,, This series
was first divided by PX, to create a series on inventory investment in real
terms. Then a series on the stock of inventories in real terms (¥,) was created
by summing the real investment figures forward and backward from a base
period value in 19711V. The base period value that was used is 205.9 billion
dollars, which was obtained from the August 1974 issue of the Survey of
Current Business, p. 51. For a description of the procedure that was used to
construct the stock data in the Survey, see Loftus [31].

The series on KCD, was constructed as follows. From Equation
46 in Table 2-2, KCD, is:

KCD,={(l — 8)KCD,_, + CD,. (2.2)

Given data on CD,, a series on KCD, can be constructed once a base period
value and a value for the depreciation rate 8, are chosen. Using results of a
recent study conducted by the U.S. Department of Commerce, Shavell [38]
presents estimates of the stock of durable goods for the years 1946, 1930,
1955, 1960, 1965, and 1969. These estimates are end-of-year estimates, The
estimate of the net stock for 1955 based on assumptions of straight line de-
preciation, average life, and L-2 survival patterns is 15§6 billion doltars (in
real terms). This estimate was taken here to be the actual value of XCD, in
19551V, From this base period, various values of , were used to generate,
from Equation (2.2), different series on the stock of consumer durables. The
values from each of these series for 19601V, 19651V, and 19691V were com-
pared to the values published in [38] to see which value of §, most closely
reproduced the published values, The value finally chosen for 8, was 0.0525.
The use of this value lead to values of KCD, in the three comparison guarters
of 186.7, 242.4, and 3204, which compare closely to the published values
of 186.1, 236.8, and 3204,

A similar procedure was followed for the construction of the
series on KTH,. From Equation 47 in Table 2-2, KIH, is:

KIH, = (1 — 8 )KIH,_, + IH,. (2.3)

Annual estimates on the stocks of residential structures are presented in the
November 1971 issue of the Survey of Currenf Business (Young, Musgrave,
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and Harkins [39]) for the 1925-1970 period. The estimate of the net stock of
residential structures for 1963 for the private nonfarm (1-4 units and 5 or
more units) and farm sectors is 434.5 billion dollars (in real terms). This
figure is the sum of three figures in Table 1 in [39]. This estimate was taken
here to be the actual value of KIH, in 19631V, From this base period, the value
of &, that seemed to reproduce the published series the best was 0,00573, and
this was the value chosen to be used in the model. The use of this value led to
a value of KIH, in 19701V of 504.8, which compares fairly closely to the pub-
lished value of 510,7. The published series on the stocks could not used directly
in this study because the series are not quarterly and because of the necessity
of linking the investment series (CD, and 7H,) to the stock series in some

way.



Chapter Three

Econometric Issues

3.1 INTRODUCTION

Most of the econometric issues that pertain to this study are discussed in
this chapter. The three main issues that are discussed are the treatment of
serial correlation problems, the computation of the two stage least squares
{TSLS) estimates, and the computation of the full information maximum
likelihood (FIML) estimates. The model is nonlinear in both variables and
parameters, and so one cannot rely directly on the standard textbook proce-
dures for estimating linear models in computing the TSLS and FIML esti-
mates of the model.

The following notation will be used for the discussion in this
chapter, Let ¢ denote the total number of equations in the model, M the
number of stochastic equations, N the total number of predetermined
(exogenous and lagged endogenous) variables, and T the number of observa-
tions, Write the g™ equation of the model as: :

¢g(,v1r! "'!be xl!r EREN xN!; ﬁg) = ugts (g m l! Cas G)! (I = I: caay T}, (3.1)

where the y,, are the endogenous variables, the x,, are the predetermined
variables, f, is the vector of unknown coeffictents in equation g, and u,, is
the error term corresponding to equation g. For identities, u,, is zero for all
t. It will be assumed without loss of generality that the stochastic eguations
occur first in the model. The first M equations in the model are thus stochastic,
with the remaining G — M equations being identities. For the model as
presented in the last chapter, M is 26 and G 1s 83. The basic period of estima-
tion is 1954119741}, which gives a value of T of 82,

Counting the strike dummies, there are 78 exogenous variables
in the model plus the constant term. There are also a number of lagged

75 -
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endogenous and lagged exogenous variables that appear as explanatory
variables in the stochastic equations and in the identities. The value of M for
the model is thus some number greater than 78. The error terms in some of
ihe equations show evidence of first order serial correlation, and, as mentioned
in section 1.1, the serial correlation assumption was retained for 12 of the 26
stochastic equations. There are 166 unknown coefficients to estimate in the
26 stochastic equations, counting the serial correlation coefficients, but not
counting the variances and covariances of the error terms.

It will be useful in the following discussion to consider a particu-
lar example of one of the equations in (3.1). Assume that the first equation is:

¥ Yie-
log ;11 =f11 + Bi2 log xl 4 Bialog par + Bua log ya, + Bus Xa0 + Uy
1t 1r-1
(3.2)
where
Y= ppth—1 '+ Ep (t=1,...,7) (3.3)

The functional form of Equation (3.2) is common to a number of the sto-
chastic equations in the model. Equation (3.2) is nonlinear in vaniables, but
linear in the unknown coeflicients. The first order serial correlation assump-
tion in (3.3) is, as just mentioned, common to 12 of the stochastic equations.
The error term &, in Equation (3.3) is assumed not to be serially correlated.

3.2 THE TREATMENT OF SERIAL
CORRELATION PROBLEMS

A convenient way of handling an equation with a first order serially corre-
lated error term is to comvert the equation into one that is nonlinear in
coefficients, but that has a serially uncorrelated error term. Lagging Equa-
tion (3.2) once, multiplying through by p,,, and subtracting the resulting
expression from Equation (3.2) yields, after some rearranging:

Y Vit Fie— Yir—
]0:‘5“3:)911103 - i‘i')811““““)011»6114'}312 log i ‘_Pnﬁ:zlﬂg =2
X1t X1e-1 Xie—y Xyp—2

+ Fialog vy, — puBislog yae o + Bislog yse — g Bralog Yoy
+ Bis Xz — piyBrs X201 T &L (3.4)

Considering p, to be just another coefficient to estimate, Equation (3.4)
differs from Equation (3.2) by the inclusion of more explanatory variables
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and by the inclusion of nonlinear restrictions on the coefficients of these
variables. The error term in the equation is, however, not serially correlated,
The nonlinear restrictions on the coefficients result from the treatment of
£y, as an unknown coefficient.

The treatment of the serial correlation problem in this way means
that the u,, error terms in (3.1) can be considered to be serially uncorrelated,
where any initial serial correlation of the error terms has been solved out in
the manner just described. The interpretation of (3.1) in this way means that
the fi; vector should be considered as including the serial correlation coeffi-
cient when serial correlation is present in the g™ equation. When serial corre-
lation is present in an equation, the number of predetermined variables in
the equation should also be considered to be larger than it otherwise would
be, and the equation should be considered to be nonlinear in coefficients as
well as, possibly, in variables,

If observations on the endogenous and predetermined variables
are available for =0, [, ..., T, then Equation (3.4) must be estimated for
f=1,..., T. There are ways of using information on the first observation
more efficiently than the approach just described allows, but this added
complication was not considered here. Ignoring the extra information on
the first observation has no detrimental effect on the large sample properties
of the estimators.

The present treatment has also not considered the case where an
error term in one equation is directly correlated with the lagged value of an
error term in some other equation. This complication would introduce
nonlinear restrictions on the coefficients across, as well as within, equations,
Since no experimentation with cross-serial correlation effects was carried
out in this study, this added complication will not be considered in this
chapter. For the linear model case, see Chow and Fair [9] and Fair [17] for
a treatment of cross-serial correlation, as well as serial correlation of higher
than first order.

3.3 THE COMPUTATION OF THE TWO
STAGE LEAST SQUARES ESTIMATES

Since the model is nonlinear, explicit expressions for the reduced form
equations cannot be derived. Consequently, consistent estimates of the
reduced form coefficients cannot be obtained from any type of first stage
regressions. Fortunately, the two stage least squares (TSLS) procedure does
not require that consistent estimates of the reduced form coefficients be ob-
tained in order to obtain consistent estimates of the structural coeflicients
in the second stage.

Consider, for example, the estimation of Equation (3.4) by
TSLS. The endogenous terms on the right-hand side of the equation are
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fog y,, and log y4,. If &,, is assumed not to be correlated with any variables
on the right-hand side of the equation except log y,, and log y,,, then con-
sistent estimates of the coefficients of the equation can be obtained by the
following two stage procedure, In the first stage, regress log y,, and log v,
on a common set of variables. The variables in this set should be variables
that one feels, from knowledge of the overall model, have an effect, either
directly or indirectly, on log y;, and log ¥, and are not correlated with g,,.
In other words, these variables should be correlated with log y,, and log y,,,
but not with £,,. The variables in this set must include the predetermined
variables that appear on the right-hand side of Equation (3.4) in the form

in which they appear in the equation: the constant, log—— Jiem s 1o g}“ 2
Xi-1 Xim 2

N N s
log ¥3,_4, X5, and x,,_,. Let log y,, and log y;, denote the predicted values
of log y,, and log y4, from the two regressions, and let 8,, and #,, denote the
estimated residuals from the two rvegressions. By definition, &, = logy,,

T
— 168 V3, and By, = log y;, - 168 V3
Now replace log v,, and log 3, in Equation (3.4) with their pre-

dicted values:

Yig- y
EOg'_"‘PuiOg : ]+ﬁ1z Pl;ﬁﬂ"‘ﬁulogy“ _PnﬁzleB L

Xyt Xie-1 Xieeq Xypez
P S
+ Bislogy;, — puiBislogys, o1 + Bialog ya — 013814108 ¥as—y
+ Bis Xy — piabis Xapo By Bra By + FraB3) (3.5)

By one of the properties of least squares, all of the variables on the right-hand
side of this equation are orthogonal within the sample period to &,, and b;,.
This is becanse a common set of regressors has been used for both first stage
regressions and because this set includes all of the predetermined variables
on the right-hand side of Equation {3.4) in the form inr which they appear
in the equation. &, is uncorrelated with all of the right-hand side variables
in Equation (3.5). It is uncorrelated with the two predicted value variables
because these variables are merely linear combinations of variables that are
uncorrelated with ¢,, by assumption. g,, is uncorrelated with all of the other
variables in the equation by assumption. Consequently, the composite error
term in parentheses in Equation (3.5) is uncorrelated with all of the right-
hand side variables, and so consistent estimates of this equation can be
obtained by minimizing the sum of squared residuals with respect to the six
coefficients: By, B2, B13: Bras B1s, and pyy.

Minimizing the sum of squared residuals in Equation (3.5) is a
nonlinear minimization problem because of the presence of g, ,. This problem
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is not, however, very difficult to solve. One procedure that can be used is the
iterative procedure outlined in Fair [22] (p. 509, fn. 3), which is merely the
Cochrane-Orcutt [[0] procedure adjusted to account for simultaneous
equations bias. Since this minimization problem is not very difficult, other
procedures could clearly be used., The question of which procedure one uses
to minimize the sum of squared residuals in Equation (3.5} is a numerical
question, not a statistical one.

The above analysis is also not limited to the particular kind of
nonlinearity present in Equation (3.5). One could, for example, have a restric-
tion that says that B,, = #,3 §,, and carry out the minimization incorpora-
ting this restriction as well. All this would do would be to change possibly
the numerical procedure used to carry out the minimization. The Cochrane-
Orcutt procedure and its various generalizations, for example, are more or
less restricted to nonlinearities caused by the presence of serial correlation
of the error terms.

In a very elegant paper, Amemiva [2] discusses the nonlinear
two stage least squares estimator. He proves, for the case in which the equa-
tion being estimated is only nonlinear in coefficients, that the nonlinear two
stage least squares estimator has the same asymptotic distribution as the
limited information maximum likelihood estimator, providing that one uses
all the predetermined variables in the model as regressors in the first stage
regressions. (Amemiya considers only the case in which the predetermined
variables are fixed.) For the nonlinear-m-variables case, no such theorem
exists. The efficiency of the two stage least squares estimator in this case
depends on how closely one has approximated the (unknown) reduced form
equations in the first stage regressions.

The TSLS estimates of the model are presented in Table 2-3.
The only nonlinearity in coefficients that existed in any of the equations was
due to the presence of the serial correlation coefficient, and so the iterative
procedure described in [22] was used to minimize the sum of squared errors
when nonlinearity existed. A different set of first stage regressors was used
for each equation estimated, depending on the predetermined variables and
the right-hand side endogenous variables included in the equation. The
regressors that were chosen for each equation were, in addition to the ones
that were necessary to meet the orthogonality requirement discussed above,
ones that seemed likely to have important effects on the included right-hand
side endogenous variables.

The “‘z-statistics”” that are presented in Table 2-3 are the absolute
values of the ratios of the coefficient estimates to the estimates of their asymp-
totic standard errors. The estimates of the asymptotic standard errors for
those equations that were linear in coefficients (no serial correlation) were
computed in the usual way for the two stage least squares estimator. The
estimates were computed as the square roots of the diagonal elements of
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63(Z'Z)"*, where &7 is the TSLS estimate of the variance of the error term

_in the equation being estimated and Z is the matrix of observations on the
variables used in the second stage regression. A " is placed on Z to denote
the fact that some of the variables in Z are variables of predicted values.
&* is the estimate of the variance of the actual error term in the equation,
not of the variance of the composite error term that is minimized in the
second stage regression.

For those equations that ‘were nonlinear in coefficients because
of the serial correlation assumption, the estimates of the asymptotic standard
errors (including the estimates of the asymptotic standard errors of the esti-
mates of the serial correlation coeflicients) were computed in a manner
analogous to that described in [22], p. 514, for the linear model case. Consider,
for example, Equation (3.2). Let Z denote the matrix of observations on the
right-hand side variables in this equation. Let Z denote the matrix that is

obtained from Z by replacing log y,, and log y,;, in Z with logy,, and

I@, (t=1,...,T), the latter two series being obtained in the manner
described above.

Define § to be equal to Z — p,,Z_,, where p,, is the TSLS
estimate of p;, and Z_, is the matrix Z lagged one period. (It is assumed
that observations for ¢ = 0 are available.} Then the estimates of the asymp-
totic standard errors of the coefficient estimates other than j,, were computed
as the square roots of the diagonal elements of 4*(0'Q) ™!, where 62 is the
estimate of the variance of £,,, the nonserially correlated error term. The
estimate of the asymptotic standard error of f,, was computed, as described
in [22], as the square root of (I — 1,)/T.

The t-statistics and Durbin-Watson statistics presented in Table
2-3 are meant to be interpreted more as just summary measures of the regres-
sions than as precise statistical tests of some hypothesis. Too many assump-
tions of classical statistical hypothesis testing have been violated in the
process of arriving at the estimates in Table 2-3 for any rigorous interpreta-
tion of the statistics as test statistics to be warranted. The primary way that
the model has been tested in this study is to compare, in the manner des-
cribed in Chapter Eight, its prediction accuracy with the prediction accuracy
of other models.

3.4 THE COMPUTATION OF THE FULL
INFORMATION MAXIMUM LIKELIHOOCD
ESTIMATES

In by now a classic paper, Chow [7] provides an interpretation of the full
information maximum likelihood (FIML) estimator of a linear simultaneous
equations model as a natural generalization of least squares. The FIML
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estimates are ones that minimize the generalized variance of the error terms
in a model, subject to the restriction that the generalized. variance of certain
linear combinations of the endogenous variables be equal to a constant.
The linear combination aspect of this procedure is the reason why the FIML
estimator does not require, as do two and three stage least squares, that
there be one natural left-hand side variablé per equation.

In the present mode! there is a natural left-hand side variable for
every equation except one, Equation 70 in Table 2-2. Equation 70 is, however,
one of the key equations in the model, it being the equation that allows the
bill rate to be implicitly determined. Therefore, because of Equation 70 and
the implicit determination of the bill rate, the FIML estimator appears to
be. the natural one to use to estimate the model.

Under the assumption that the error terms for the stochastic
equations in (3.1) are jointly normally distributed, the FIML estimates of
the unknown coefficients in the model are obtained by maximizing:

.
L= ~3Tlog|S|+ } loglJ,| (3.6)
t=1

with respect to the unknown coefficients,” where

1 T
S = (Sgh)’ San = "'I'l Z Ugllp,, (gs h = 11 Sy M)a (37)
é
er(m‘?iﬁl), (g h=1,...,G). (3.8)
OVne

The matrix §is M x M, and the Jacobian matrix J, is G x G.

The maximization of L in (3.6) is a computationally difficult
problem for a model of even moderate size because of the presence of the
Jacobian terms. For every evaluation of L, T + 1 determinants have to be
computed. T of these determinants are for the J, matrices, which are generally
of much higher dimension than the dimension of S. Since, as just discussed,
it seems important to obtain FIML estimates of the model, a conmderable
effort was put into this study in trying to do so.

It did turn out to be feasible to obtain a set of estimates of the
model that may be close to the true set of FIML estimates, This set was
obtained as follows. First, 78 of the 166 unknown coefficients were fixed at
their TSL.S estimates, leaving 88 coeflicients to estimate. An attempt was
made to choose for the coefficients to estimate by FIML those that appeared
to be most important in the model. The coefficients of the strike dummy
variables, for example, were never chosen to be estimated. Second, some of
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the identities in the model were substituted out, decreasing the dimension
of J, in (3.8) to 48 x 48,

Third, J, is a very sparse matrix, and advantage was taken of
this fact in computing its determinant. Although J, was 48 x 48, there were
only 200 nonzero elements in i1, There 1s a considerable literature, apparently
largely unknown to economists, on dealing with sparse matrices,” and it
turned out in the present case that considerable computational time could
be saved by taking advantage of the fact that J, is sparse. A good set of rou-
tines for dealing with sparse matrices is available from 1BM [25], and when
these routines were combined in the appropriate way (o take the determinant
of J,, the computational time needed to take the determinant was decreased
by a factor of 28 over the time that would otherwise be required. This is an
enormous saving, and were it not for this saving, it would clearly not have
been feasible to obtain the set of estimates that was in fact obtained.

Fourth, it turned out that a fairly good approximation to

T T
Y logl, | s E(Ic)gj.l, | +log |Fr[). When log|/,| is plotted against ¢
=1

(¢ =1, ..., T), the points come fairly close to lying on a straight line, so that
the average of the first and last points multiplied by T/2 is a fairly close
approximation to the sum of the T points. This approximation was used for
the work here, which meant that the determinant of J, only had to be
computed twice per evaluation of L rather than 82 times. To give an exam-
ple of the error introduced by the approximation, the sum of all 82 poiats
using the TSLS estimates was - 8056.3, whereas the average of the first and
last points multiplied by 41 was —8105.5. This is an error of about 0.6 per-
cent.

The above procedures decreased the computer time needed for
one evaluation of L to about 0.4 of a second on the 1BM 370-158 computer
at Yale. (The 370-158 is not a particularly fast computer for this purpose
relative to a number of other computers in existence.} The fifth and final step
in the calculation of the estimates was to maximize L using algorithms for
maximizing nonlinear functions of coefficients that do not require analytic
derivatives, The two algorithms that were considered are the no-derivative
algorithm of Powell {37], and a member of the class of gradient algorithms
considered by Huang [28]. The gradient algorithm requires first derivatives,
and for present purposes the derivatives were obtained numerically. The
gradient algorithm that was used is the one that updates the approximation
to the inverse of the matrix of second partial derivatives by means of the
“rank one correction formula.” These two algorithms were used successfully
by the author in twe other studies, one concerned with solving optimal
control problems for econometric models [20] and one concerned with
obtaining FIML and robust estimates of econometric models [19]. For the
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optimal control work, a maximization problem in which there were 239
unknown coefficients to determine was solved using the gradient algorithm.

The TSLS estimates were used as starting points for both algo-
rithms. From the results of some carly experimentation, the no-derivative
algorithm appeared to be more adept at increasing the value of the likelihood
function, and so it was the one used in the final stages of the work. Even the
use of the no-derivative algorithm did not, however, result in much of an
increase in the value of the likelihood function from the value corresponding
to the TSLS estimates. The value of the likelihood function for the TSLS
estimates is 907.2. The value of the likelihood function for the “FIML"
estimates presented in Table 2-3 is 924.6, which is a gain of only 1.9 percent.

It took the algorithm 24 iterations to achieve this value. The
24 iterations corresponded to 24,449 function evaluations {(about 1,000
function evaluations per iteration), which at 0.4 seconds per evaluation took
about two hours and 43 minutes of computer time. The value of the likeli-
hood function was only changing in the fourth digit (the first decimal point)
at the point that the algorithm was stopped (from having exhausted the
computer budget for this project). The coefficient estimates were also chang-
ing by only small amounts.

1t can be seen in Table 2-3 that the FIML estimates are in most
cases quite close to the TSLS estimates. (Generally, only three significant
digits are presented in Table 2-3, and in a number of cases the FIML and
TSLS estimates are the same to three digits. Almost all the estimates, how-
ever, differed in at least the fifth digit.) This can mean either that the TSLS
estimates are in fact quite close to the true FLML estimates, or that the algo-
rithm did a poor job in maximizing the likelihood function. Cost considera-
tions prevented any further experimentation to see if the true optimum had
in fact been reached. Given the small increase in the value of the likelihood
function that occurred, it is clear that more work needs to be done before
one can have much confidence that the “FIML” estimates that have been
obtained in this study are close to the true FIML estimates.

One final point about the computation of the FIML estimates
should be noted. Constraining 78 of the coefficients to be equal to their
TSLS estimates resulted in 13 of the 26 stochastic equations not having any
coefficients left to be estimated by FIMI., These 13 equations were not,
however, dropped from the model when computing the FIML estimates.
The predicted error terms for these equations (based on the TSLS estimates)
were used, for example, in the computation of [S|in (3.6). The Jacobian J,
was also not changed. This procedure allows the correlation between the
error terms in the 13 unestimated equations and the error terms in the I3
estimated equations to have an effect on the coefficient estimates of the 13
estimated equations, '
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3.5 THE SOLUTION OF THE MODEL

The model is solved by the use of the Gauss-Seidel technique. For the work
in Chapter Eight and for most of the work in Chapter Nine, Equation 8
in Table 2-2, the equation explaining the value of demand deposits and
currency of the household sector (DDH)), was used to solve for the bill rate.
Given values of the predetermined variables and given values of SAVH,
CG,, DDF,, BORR,, SAVB, LF, and SECR,, Equations 45, 61, 62, 64, and
70 in Table 2-2 form a set of five equations in five unknowns that can be
solved analytically. The five unknowns are: BR,, 4,, DDB, LBVBB,, and
DDH,, o

These analytic solutions were obtained, and the five equations
that resulted from these solutions were used as the equations explaining the
five variables. This procedure means that Equation 70 is used in the solution
of DDH,, the DDH, equation having been ‘‘used up” in determining the
bill rate. Each of the remaining 76 equations in Table 2-2 was used to solve
the variable that appears naturally on the left-hand side of the equation.
Equations 77 and 80, which explain the hours and loan constraint variables,
were modified slightly in the process of solving the model. These modifica-
tions are discussed in Chapters Four and Five,

There are other ways that the model could be solved, but this
way was one of the most natural and proved to be quite satisfactory. The
number of iterations needed to solve the model each quarter was generally
between about 3 and 20, depending on the starting values used. The speed
of convergence seemed 10 be maximized by damping the solution value of

the bill rate by about 90 per cent on each iteration. In other words, if RBILL}"

denotes the solution value of RBILL, on the i™ iteration and RBILL(*V
denotes the solution value of RBILL, that results from solving Equation 8

for RBILL, on the (i + 1)*" iteration, then the valve of RBILEST! was taken

to be RBILLY + O.1(RBILL{™Y — RBILL™). Otherwise, no other damping
was used in the solution of the model. One soiution of the model for 82
quarters took about ten seconds of computer time on the 1BM 370-158
computer at Yale.

The model was solved by setting all the structural error terms
equal to zero (their expected value). It is well known that this procedure is
incorrect for nonlinear models in the sense that it is not equivalent to setting
the reduced form error terms equal to their expected values and then solving
the reduced form equations. (See, for example, Howrey and Kelejian [27].)
The proper way to solve the model would be by means of stochastic simula-
tion, but this procedure is too costly to use in this study. Consequently, the
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usual procedure for solving nonlinear models was followed, even though it
is not quite right,

For some of the solutions in Chapter Nine, and for all the solu-
tions in Chapter Ten, the bill rate was taken to be exogenous and VBG, was
added as the extra endogenous variable. In this case Equation 70 could be
used to solve for FBG, directly, and each of the other equations could be
used to solve for the variable that appears naturally on the lefi-hand side.
Convergence turned out to be somewhat faster in this case than in the en-
dogenous bill rate case.

3.6 A POSSIBLE ESTIMATOR FOR FUTURE USE

The purpose of this section is to describe an estimator that may be of interest
to consider in future work, The estimator is not computationally feasible on
the IBM 370-158 computer, but it should bé feasible on computers about
ten to twenty times faster than the 370-158.

To motivate this estimator, consider first the estimation of a
linear simultaneous equations model by FIML. Let ¥ denote a T x M matrix
of reduced form error terms, where M is the number of stochastic equations,
and let ¥ denote a 7 x M matrix of predicted reduced form error terms.
Given values of the structural coeflicients, one can obtain predictions of the
reduced form error terms by *‘simulating” the model over the sample period.
This simulation should be thought of for now as being a static simulation.
In the linear model case, simulation does not require the use of any iterative
procedure to solve the model each period because the reduced form coefhici-
ent matrix can be obtained directly from the structural coefficient matrices.

Consider now minimizing [F'¥| with respect to the structural
coefficients. Since | P’ 7| can be computed given a set of values of the strue-
tural coefficients, one of the algorithms discussed in section 3.4 could be
used to carry out this minimization, If one were successful in this task, the
values of the structural coefficients that minimized |[VF'V| would be the
FIML estimates, (See, for example, Malinvaud [33], Ch. 19, p. 677.) The
FIML estimates are thus estimates that minimize the generalized variance
of the reduced form error terms with respect to the structural coefficients.

The minimization procedure just described could be carried gut
for a nonlinear model as well, where “simulation” would now require the
use of something like the Gauss-Seidel procedure to solve the model each
period. The predicted error terms that make up ¥ would be the differences
between the simulated and actual values of the endogenous variables. The
values of the structural coefficients that corresponded to the mimmum of
| 7' ¥| would not be FIML estimates in this case because the true reduced
form error terms are not additive in nonlinear models. There is. however,
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at least some analogy between these estimates and the true FIML estimates.

The above minimization procedure can be carried out, in either
the linear or nonlinear case, using dynamic simulation rather than static
simulation, a dynamic simulation being defined as a simulation that uses
generated values of the lagged endogenous variables rather than actual
values. The dynamic simulation can either be over the entire sample period
or just for a few periods ahead at a time. Let ¥ denote the Tx M matrix of
predicted error terms obtained from dynamic simulation of the model. The
values of the structurdl coefficients that correspond to the minimum of
|P"P| will be called full information dynamic (FD'Y N} estimates.

The suggestion here is that it may be of interest in future work
to obtain FDYN estimates of the model, 11 is true, of course, that for a
praperly specified model the FIML estimates are asymptotically efficient,
so that if one knew that the model was properly specified, there would be
no reason to be concerned with obtaining FDYN estimates. [t is almost
never the case, however, that one has complete confidence in the specifica-
tion of a model, especially regarding the specification of the lag structures,
The reason for proposing the FDYN ‘estimator here is the feeling that the
estimator may—by taking inte account in a somewhat more explicit way
than does the FIML estimator the dynamic properties of a model—lessen
the effects of misspecification. Whether this is true or not is, of courses
unclear, but at least it does seem worthy of some experimentation.

As mentioned in section 3.5, the time taken to solve the model
once for 82 quarters is abouf ten seconds on the IBM 370-158. The time taken
does not vary much depending on whether the simulation is static or dynamic.
The time that would be required to compute |I7'I7| once the model is solved
for the 82 quarters is less than one second. Consequently, if the algorithms
discussed in section 3.4 were used to minimize |P*¥7), the time taken per
function evaluation would be about ten seconds. This compares to the time
of 0.4 seconds for the evaluation of the likelihood function in (3.6) in the
computation of the FIML estimates, The FDYN estimates are thus about
25 times more expensive Lo compute than the FIML estimates, which means
that the problem is really not feasible on the I1BM 370-158. It should, however,
be feasible to compute the estimates on a compuier about ten to twenty
times faster.

Klein [30] has suggested that it might be useful to estimate
dynamic models by minimizing some function of multiperiod prediction
errors, He is not very explicit on what function should be used, although for
the linear model case he does suggest in one place {p. 64) that one might
use the sum of the variances of the predicted error terms, each variance
being normalized by the variance of the endogenous variable to which the
error term corresponds. A more natural function to use, however, for both
linear and nonlinear models, would appear to be the function |¥" V| suggested
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above. This function can be interpreted as a generalized variance of the
predicted error terms, and it corresponds most naturally to the function that
FIML minimizes in the static case.

Another reason for suggesting that some experimentation with
the FDYN estimator be done is that fairly good results were obtained in
Fair [12] using a single equation DY N estimator. The results in [12], while
clearly tentative, do indicate that some gain in prediction accuracy may be
attained by the use of DYN estimators. The results in [12] are all within-
sample results. If in the future FDYN estimates are obtained, they will
clearly have to be judged on groundsof cutsidesample prediction accuracy,
or at least on some criteria other than within-sample prediction accuracy,
since the FDYN estimates are explicitly designed to minimize a generalized
variance of within-sample prediction errors,

Another class of estimators that may be worth considering in
future work is the class of robust estimators. As discussed in Fair [19],
almost any estimator that is based on minimizing some function of the
error terms in an equation or a model can be modified to be a robust estima-
tor. Again, some encouraging results were obtained in [19] about the possi-
bility of being able to increase prediction accuracy by the use of robust
estimators. These results are also very tentative, but they do at least indicate
that further experimentation with robust estimators of econometric models
should be undertaken. Primarily because of cost considerations, robust
estimators were not considered in this study,

NOTES
aSee, for example, Chow [8].

"See Brayton, Gustavson, and Willoughby [3] for a fairly extensive biblio-
graphy on sparse matrices.






Chapter Four

The Household Sector

41 INTRODUCTION

The eight stochastic equations that relate to the household sector are ex-
plained in this chapter. The eight equations include four consumption equa-
tions. three work effort equations, and an equation explaining the value of
demand deposits and currency of the household sector. Given the important
distinction in the theoretical model between a household’s unconstrained and
constrained decisions, it will be useful in the following analysis to consider
these two types of decisions separately.

In section 4.2 the variables that are assumed to affect the uncon-
strained decision variables of the household sector are discussed, and then in
section 4.3 the treatment of the constraints is discussed. The variables that
explain the unconstrained decision variables are those that one expecis on
microeconemic grounds to affect a household’s decisions. The effects of the
constraints are handled by adding to the equations determining the uncon-
strained decision variables certain “constraint™ variables (denoted as ZJ, and
ZR, below).

4.2 THE DETERMINATION OF THE
UNCONSTRAINED DECISIONS

In Table 4-1 the decision variables in the theoretical model are matched to the
related variables in the empirical model. All the decision variables should be
considered for now as being unconstrained. In the theoretical model there is
only one type of consumption good, and so there is only one consumption
decision variable for each household. In the empirical model. on the other
hand, four consumption variables are considered to be decision variables of
the household sector. These four variables are expenditures on services, C'S,.

&89
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Table 4-1. Matching of Dependent Variables in
the Theoretical and Empirical Models for the
Household Sector

Decision Variable in the Theoretical Model | Related Variable(s} in the Empirical Model

t. XH; (number of goods purchased by C§, (expendifures on services}

household i) CN, (expenditures on nondurable goods}
CD, {(expenditures on durable goods)
KCD, (siock of consumer durable goods)
ITH, {expenditures on housing)
KIH, (stock of houses)

2. HPH,, {(number of hours that house- JOBH, (number of jobs in the economy)
hold § is paid for) HPH, {average number of hours that cach
- job is paid for)
EMPL, (number of people employed in the
economy)
MOON, (=JOBH, — EMPL,, number of
moonlighters}
TLF,, (labor force of men 25-54)
TLF,, (labor force of all persons 16 and
over except men 25-54)

3. DDH,, (demand deposits of house- DDH, {demand deposits of the household
hold 7} sector)

MNote: JOBH, = JOBF, + JOBGC, -+ JOBGM,

JOBF,HPF, + JOBGC,HPGC, + JOBGM HPGM,
JOBH,

HPH =

expenditures on nondurable goods, CN,, the stock of consumer durable goods,
KCD,, and the stock of houses, KIH,. This separate treatment of the four
consumption decision variables can be justified within the context of the
theoretical model if it is assumed that the four variables enter the utility func-
tion of each household separately. The inclusion of the stocks of consumer
durables and houses in the utility function can be justified if it is assumed that
the services from durable goods and houses are proportional to the stocks.

The solution of the optimal control problems of the households in
Chapter Four in Yolume I would proceed in a similar way with four kinds of
goods or services rather than one. The main difference that would exist in the
four-good case is that the relative prices among the four goods would affect
the household’s decisions. If services are proportional to stocks and stocks
have a life Tonger than one decision period, then the stocks of durable goods
and houses that exist at the beginning of the household’s decision period would
also, of course, have important effects on the household’s decisions. Other-
wise, however, the analysis in Chapter Four in Volume I would be little
changed. The solution of the control problem would just be slightly more
complex.
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There is also only one work effort variable for each household in
the theoretical model, whereas in the empirical model more than one variable
is considered. Six work effort variables are listed in Table 4-1 for the empirical
model. The total number of worker hours paid for in the economy is
JOBH HFPH,. If households were never constrained in their work effort, they
could be considered as determining this amount. The household sector could
also be considered as determining the breakdown of this amount into jobs
(JOBH,)) and hours per job (HPH,) and as determining the breakdown of
jobs (JOBH,) into the number of different people employed (EMPL,) and the
number of moonlighters (MOON,). Finally, the household sector could be
considered as determining the total labor force (TLF,, and TLF, ).

In this unconstrained case, “unemployment™ (the difference
between the number of people in the labor force and the number of people
employed) would be completely voluntary. It would be a decision variable of
the household sector and would be a function of all the variables that affect
the unconstrained decision making processes of the households. (In the theo-
retical model upemployment was zero in the unconstrained case because
search behavior was not considered explicitly.) It will be convenient with
respect to the six work effort variables in Table 4-1 to consider in this chapter
only the determination of MOON,, TLF,,, and TLF,,. The determination of

JOBH, and HPH, will be discussed in the next chapter. Once JOBH, and
MOON, are determined, EMPL, is simply the difference between the two.

In Table 4-2 the variables that are important in the theoretical
model in influencing a household’s decisions are listed and are matched to the
relevant variables in the empirical madel. As can be seen in the table, there
are five price deflators in the empirical model that are of relevance to the
household sector, instead of only one in the theoretical model. The variable
YG in the theoretical model measures the level of transfers payments from the
government to each household. The closest variable approximating Y@ in the
empirical model is ( Y@, + TPU ), which measures transfer payments from the
government sector to the houschold sector. ¥G in the theoretical model has a
negative effect on work effort and a positive effect on consumption. The
variable that was chosen in the empirical model to represent the effects of Y&
was actually not ( ¥G, + TPU,), but was instead YNLH,, the measure of non-
labor income of the household sector. YNLH,, which is defined by Equation
71 in Table 2-2, includes ( YG, + TPU,) plus dividend, interest, rental income,
and three other items. Two of the three other items are small and not im-
portant (transfer payments from the firm sector to the household sector,
FHTRP,, and profits of farms, FHPFA,). The other item is employee social
security contributions, HGS/2,, which is subtracted from the other variables.

The inclusion of HGSIZ2, in the definition of nonlabor income is
another example of the imposition of a censtraint on the way that taxes affect
behavior. Since &, is the employee social security tax rate, it could have been
used directly as an explanatory variable in the stochastic equations of the
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Table 4-2. Matching of Explanatory Variables in
the Theoretical and Empirical Models for the
Household Sector

Explanatory Variable in the Theoretical Relared Variable(s) in the Empirical

Model Model

1. WH,, {(wage rate received by house- WF, (average hourly earnings, adjusted
hold §) for overtime and interindustry

employment shifts)

2. PH, (price paid for goods by house- PCS, (price deflator for CS))
hold /) PCN, (price deflator for CN,)

PCD, (price deflator for CD,)

PLH, (price deflator for [H,)

PH, (price deflator for domestic sales
inclusive of indirect business

taxes)
3. r, (bill rate), RH, (loan rate paid by RBILL, {bill rate)
household /) RMORT, (mortgage rate)
4. dy (personal income tax rate) ¥ (margina! personal income tax rate)
5. YG (minimum guaranteed levet of YG, (transfer payments from the govern-
income or level of transfer ment sector to the household
payments to each household) sector not counting TPU,)

TPU, (unemployment insurance benefits)

HGSIL, (employee social security taxes)

¥NLH, {nonlabor income, DIVH, + INTH,
+ FHRNT,+ FHTRP, - FHPFA,
+ YG, -+ TPU, — HGSIZ)

6. A (value of nondemand deposit A;.: (value of nondemand deposit securi-
assets of the previous period), ties of the previous period)
LHy, ¢ (value of loans taken out of the
previous period})

Explanatory Variables in the Empirical Model for Which There are no Counterparits in the
Theoretical Model

POP, (population 16 and over)

POP,, (population of men 25-54)

POP;; (population of all persons 16 and over except men 25-54)
KCD,_, (stock of durable goods of the previous period)

KIH,_, (stock of houses of the previous period)

household sector. An initial attempt was made to do this, but with litile
success, It did not appear to be possible to pick up independent effects of &g,
in the data, and so HGSI2, was instead included as a negative item in the
definition of nonlabor income. HGS72, is, of course, an endogenous variable
in the model, but so also are three other variables that are included in the
definition of nonlabor income (DIVH,, INTH,, and TPU ), YNLH, is thus an
endogenous variable in the model.
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HGSI2, is linked to the wage bill of the firm sector, and so it
changes when wages change. Therefore, YNLH, changes as wages change,
and so it is not, strictly speaking, & nonlabor income variable. The effect of
wages on ¥YNLH  is, however, fairly small, and for ease of exposition YNLH,
will be referred to simply as nonlabor income.

The lumping together of Y, + TPU, and dividend, interest, and
rental income in the definition of YNLH, is yet another example of the im-
position of a constraint on the way that the government affects behavior,
Transfer payments from the government sector are assumed to be treated by
the housghold sector like any other nonlabor income item. This constraint
was again imposed because of the difficulty of estimating separate effects of
the two types of income,

In the theoretical model there are both creditor and debtor house-
~ holds. A4;, in Volume I denotes the value of nondemand deposit assets of
creditor households, and LH ;, denotes the value of loans of debtor households.
in the empirical work it is not possible to distinguish between creditor and
debtor households, and A, in Table 4-2 instcad denotes the value of non-
demand deposit assets minus liabilities of the household sector.

In the estimation of the consumption and work effort equations
of the household sector, the explanatory variables for each equation were
taken from the variables in Table 4-2. Because of possible multicollinearity
problems, only a subset of the variables in the table was tried for any one
equation. Some variables that were tried were also dropped if they contributed
little to the explanation of the dependent variable. Many of the variables were
deflated by population; two of the variables { ¥NLH, and A,) were deflated
by the price level, the functional form of all of the equations was taken to be
the fog form; and some experimentation was done on trying alternative lag
structures. The estimated equations are discussed in section 4.4, but before
this is done the treatment of the constraints on the household sector must be
expiained.

4.3 THE TREATMENT OF THE
CONSTRAINTS

The hours and loan constraints on the households play an important role in
the theoretical model. The existence of constraints poses a very serious
problem for empirical work because the unconstrained decision values are
observed only if the constraints are nat binding. Otherwise, only the con-
strained decision values are observed. All the discussion in the previpus
section was concerned with the unconstrained decision vartables, and so some
modification of the equations that result from this discussion must be made to
account for the constraints. There is no one obvious way to account for the
constraints, and it should be stressed that the approach that will now be
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described is only one of a number that might be tried. It would clearly be of
interest in future work to consider other possible ways of accounting for the
constraints.

Let CSUN, denote the expenditures on services that the house-
hold sector would make if it were not constrained, and let CS, denote the
actual expenditures made. Assume that one has specified, from the previous
section, an equation determining CSUN,:

CSUN, = (). (4.1)

Assume also that all the variables on the right-hand side of this equation are
observed. If the household sector is not contrained, the ratio CS,/CSUN, 18
one. If the household sector is constrained, then the ratio is less than one,
providing that one assumes—as is done here—that binding constraints cause
the household sector to consume less than it would have unconstrained. If
one can find a variable, say Z,, such that:

Cs,
—— =y >0, 4.2
CSUN, t N1 (4.2)
then one has immediately from Equations (4.1} and (4.2) an equation in ob-
served variables, which can then be estimated:

CS, =2Z)f( ) (4.3)

‘Within this framework, the problem of accounting for the constraints reduces
itself to finding a variable Z, for which the specification in (4.2} seems reason-
able.

Consider first the hours constraint on the household sector. What
one needs is a variable that takes on a value of one when conditions in the
labor market are tight and households are not constrained, and a value of
less than one otherwise. When the variable is less than one, it should be pro-
portional to the ratio of the constrained to the unconstrained decision values
of the household sector. One obvious measure of labor market tightness is
1 — /R, where UR, is the civilian unemployment rate. Another measure of
labor market tightness is J¥, which is defined in Equation 76 of Table 2-2 and
which is the detrended ratio of total hours paid for in the economy to the total
population 16 and over. The number --0.00073513 used in BEquation 76
is the estimate of the coefficient of ¢ in the regression of log J, on a constant
and ¢ for the 19521-197411 period.

If, say, J¥ is used as the measure of labor market tightness, one
needs to construct a variable Z, that is a function of JI and that has the
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Figure 4-1. Desired Shape of 2/; as a Function of J©

properties just described. The desired shape of Z, as a function of J¥ is pre-
sented in Figure 4-1. Point 4 is some value that is larger than the largest value
of JF observed in the sample period, and point B is the value of J¥ above
which it seems reasonable to assume that the household sector is not con-
strained. An approximation to the curve in Figure 4-1 is the left half of the
normal density function:

Z, = I A, (4.4)

For J¥ equal to A, Z, is one, and for J¥ less than 4, Z, is less than
one. How good an approximation the normal density is to the curve in
Figure 4-1 depends on how close B is to 4 and how steep the slope of the
line to the left of B is. The goodness of the approximation depends also, of
course, on the value chosen for o, but it turns out, as will be seen shortly,
that a value of o, does not have to be specified before estimation of the equa-
tion. Another possible choice for the Z, variable would be to replace J} with
I — UR, and to take for the value of 4 some value that is larger than the
largest value of | — UR, in the sample period. J¥ tumed out to give somewhat
better results than did | — U/R,. although both sets of results were fairly close.
Only the results using JF are reported below.

Consider next the loan constraint. One needs to find a variable
that takes on a value of one when conditions in the financial markets are
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Figure 4-2. Desired Shape of ZR: as a Function of RB/LLY

loose and households are not constrained, and a value of less than one other-
wise. When the variable is less than one, it should again be propertional to
the ratio of the constrained to the unconstrained values of the household
sector. One possible measure of the tightness of the financial markets is the
bill rate, RBILL,. RBILL, does, however, have a positive trend during much
of the postwar period, and a possibly better measure of the tightness of the
financial markets is a partly detrended version of the bill rate. The version
used in this study is RBILLY, defined by Equation 79 in Table 2--2. RBILLY is
RBILL, detrended up to the 19701V. The number 0.019757 used in
Equation 79 is the estimate of the coefficient of ¢ in the regression of log
RBILL, on a constant and ¢ for the 19521-19701V period.

If RBILLY is used as the measure of tightness in the financial
markets. one needs to construct a variable, Z,. that is a function of RBILL}
and that has the properties just described. The desired shape of Z, as a func-
tion of RBILL} is presented in Figure 4-2. Point A" is some value that is smaller
than the smallest value of RBILL, observed in the sample period, and point
B’ is the value of RBILLY below which it seems reasonable to assume that the
household sector is not constrained. An approximation to the curve in Figure
4.2 is the right half of the normal density function:

Z, = o~ @a(RBILLE - 4°) (4.5)
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For RBILL} equalto A’, Z, is one, and for RBILLY greater than A', Z, is less
than one. It also turns out in this case that a value of %, does not have to be
specified before estimation.

To distinguish the Z, for the hours constraint in Equation (4.4)
from the Z, for the loan constraint in Equation (4.5), the former will be
denoted as ZJ, and the latter as ZR,. This is the notation used in Table 2-2,
Both constraints may, of course, be binding at the same time. If both con-
straints are binding, they are assumed to interact multiplicatively:

Cs,
CSUN,

=ZJIZR?. 7y > 0,7, > 0. (4.6)

This equation says that if neither constraint is binding (ZJ, = 1 and ZR, = 1},
then CS§, equals CSUN,. Otherwise, CS§, is less than CSUN,.

Consider now the estimation of the equation explaining CS,.
Assume for sake of argument that the equation explaining CSUN,, i.e., f(*- 1)
in (4.1}, is simply:

CSUN, = P Qf e, 4.7

where O, is the one explanatory vartable in the equation and &z, is an error
term. Substituting (4.7) into (4.6} and taking logs yields:

log €S, =B + B, 10g Q, + v, log 2, + v, log ZR, + &, (4.8)

Substituting the expressions for ZJ, and ZR, in (4.4) and (4.5) into (4.8) then
yields: :

log CS, = fio + fylog @ — y2 () — A)* = ,00(RBILLY — A')* + 2. (4.9)

Given values for 4 and A’, Equation {4.9) can be directly estima-
ted. There are no longer any unobserved variables to be concerned about.
The coefficients 7, and &, cannot be separately estimated, nor can the coef-
ficients 7, and o, but it is not really important 1o be able to do so. What is
important is that the variables (J* — 4)? and (RBILLF — A")* pick up the
effects of the constraints, not that one be able to separate their coefficient
estimates into estimates of the y; parameters in Equation (4.6) and estimates
of the «, parameters in the approximating equations {4.4) and {4.5).

Since the choice of either y, or «, is arbitrary, x, has been chosen
for scale purposes to be 1/10000 (see Equation 77 in Table 2-2). Similarly,
a4 has been chosen for scale purposes to be 1/1000 (see Equation 80 in Table
2-2). The value of 4 was taken to be 335.9, which is slightly larger than the
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largest value of J in the sample period, and the value of 4" was taken to be
0.608, which is slightly smaller than the smallest value of RBILLY in the
sample period.

To summarize, the constraints on the household sector were
handled in this study by adding to the equations explaining the decision vari-
ables of the household sector the variables (J}* — 4)* and (RBILL} — A")°.
This converts each equation from one with an unobserved variable on the
left-hand side (the unconstrained decision value) to one with an observed
variable on the left-hand side (the constrained decision value). It is clear that
this treatment of the constraints requires a number of restrictive assumptions.
It does have the advantage, however, of allowing one not to have to estimate
separately the a, coefficients in Equations (4.4} and (4.5) and the ¥, coefficients
in Equation (4.6). The data are effectively allowed to estimate both sets of
coeflicients at the same time, thus allowing there to be fewer a priori con-
straints imposed on the data than might be the case with other specifications.
No a priori constraints of a zero-one type, for example, are imposed on the
data.

Regarding the loan constraint, considerable thought was given in
this study to possible ways of using the flow-of-funds data to help measure the
constraint. The problem with the flow-of-funds data, however, is that they all
measure the effects of the constrained decisions, and there seemed no obvious
way to use the data to get a direct indication of when the loan constraint was
binding. In terms of the notation in Volume 1, there seemed no obvious way to
measure LBMAX,, the maximum value of loans that the bank sector chooses
in the period. All that one observes is the net result of what happens after the
firm and household sectors have taken LBMA X, into account in their decision
making processes.

The two constraint variables, ZJ, and ZR,, are endogenous and
are treated as such in the estimation work. ZJ, is a function of J¥, which is a
function of J,, which in turn is a function of JOBF, and HPF,. The latter two
variables, as will be seen in the next chapter, are two endogenous variables
in the model. ZR, is a function of RBILLF. which in turn is a function of
RBILL, RBILL, being another endogenouns variable in the model.

Although ZJ, and ZR, can be treated like any other endogenous
variables for purposes of estimation, a slight modification of the variables has
to be made for purposes of solving the model. Consider Equation 77 in Table
2-2 explaining ZJ,:

7. ZF :671}10000{1,*—335.9]1
Ay .
In the data, J) is always less than 335.9 by construction (see above). In the

solution of the model, however, there is nothing that guarantees that the
predicted value of J§ will always be less than 335.9. If the predicted value of
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JI is greater than or equal to 335.9, this indicates a very tight labor market
(tighter than ever existed in the data). In tight labor markets, ZJ, is supposed
to take on a value of one {or close to one). Consequently, in the selution pro-
gram for the model, the predicted value of Z.J, was set equal to one whenever
the predicted value of J¥ was greater than 335.9. Otherwise, Equation 77 was
used to determine the predicted value of ZJ . A similar procedure was followed
for ZR,. The predicted value of ZR, was set equal to one whenever the pre-
dicted value of RBILLY was less than 0.608, but otherwise Equation 80 in
Table 2-2 was used to determine the predicted value of ZR,.

Qne final point about the treatment of the constraints should be
made, which has to do with the assumption that all the variables in f{---) in
Equation (4.1) are observed. It will be seen in the next section, from examin-
ing the results in Table 2-3, that the lagged dependent variable in each equa-
tion is an important explanatory variable in the equation. Since only con-
strained decision values are assumed always to be observed, a lagged depen-
dent variable in the present context is a lagged constrained decision value, not
a lagged unconstrained value. Therefore, the assumption here is that lagged
constrained values enter functions like f(---) in Equation (4.1). For
example, C5,., is assumed to enter f{---) in (4.1), not CSUN,_,. Since
lagged dependent variables are used to try to capture expectational effects,
there is no compelling reason for making one assumption or the other regard-
ing whether lagged unconstrained or lagged constrained decision values enter
functions like f(- - -). The assumption that lagged constrained decision values
enter the functions was made primarily on grounds of convenience.

It is also the case, as will be seen in the next section, that some
left-hand side variables have been deflated by population. This, however,
poses no added difficulties in interpreting the effects of the constraints. If, for
example, CSUN, in Equatien (4.1} is divided by POP,, the equation can be
multiplied through by POP,, leaving CSUN, on the left-hand side. Then after
adjusting the equation by use of the constraint variables to have CS, be the
lefi-hand side variable, the equation can be divided back through by POP,.

4.4 THE ESTIMATES OF THE EQUATIONS
FOR THE HOUSEHOLD SECTOR

There are eight stochastic equations for the houschold sector. The functional
forms chosen for these equations, the explanatory variables used in each
equation, and the TSLS and FIML coefficient estimates of the equations are
presented in Table 2-3 in Chapter Two. These equations will not be repeated
here, bui instead reference will be made throughout this section to Table 2-3.
The first four equations are consumption equations, explaining

log ¢ | t 10g XED d log KE
°¢ pop,” "8 pop,” % POP £ 0P,

3>
1
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where POP, is the population of all persons 16 and over. The next three equa-
tions are work effort equations, explaining

TLF,, . TLF,,
3 0 1]
pop,,’ % pop,,

MOON,

1
°8 POP,

and log

TLF, /POP,, is the labor force participation rate of men 25-34, and
TLF,,/POP,, is the participation rate of all persons 16 and over except men
25-54. MOON,/POP, is the percent of the population holding two jobs.
The eighth equation explains log DDH /POP,, where DDH [POP, is the
value of demand deposits and currency of the household sector deflated by
population.

Each of the first seven equations in Table 2-3 includes as ex-
planatory variables a subset of the variables listed in Table 4-2. These are
again the variables that are important in the theoretical model in influencing
a household’s decisions. It will be useful to consider all seven equations to-
gether regarding the estimated effects of the various explanatory variables.
First, the price deflators have a negative effect in all seven equations, and the
wage rate has a positive effect in all seven equations. In the consumption
equations the price deflator and the wage rate were not constrained to have
equal coefficients in absolute value, but in the work effort equations they were.”
The price deflator used in the work effort equations is PH ,, the price deflator
for domestic sales inclusive of indirect business taxes.

One or more interest rate variables are included in three of the
consumption equations {Equations 1, 3, and 4), all with negative coefficient
estimates; and one interest rate variable is included in one of the work effort
equations (Equation 6), with a positive coefficient estimate. The two interest
rate variables considered in the estimation work for the household sector are
the bill rate and the mortgage rate, the former being taken as a proxy for the
short term rates affecting the household sector and the latter being taken as a
proxy for the long term rates.

The nonlabor income variable is included in three of the consump-
tion equations (Equations 1, 2, and 3), with positive coefficient estimates; and
in one of the work effort equations (Equation 3), with a negative coefficient
estimate. The value of assets of the previous period is inctuded in two of the
consumption equations (Equations 1 and 2), with positive coefficient esti-
mates; and in one of the work effort equations (Equation 6), with a negative
coefficient estimate. The marginal personal income tax rate is included in one
of the consumption equations (Equation 2), with a negative estimated effect;
and in two of the work effort equations (Equations 5 and 7), with negative

_estimated effects.

All the results just cited are consistent with the results in the

theoretical model. In the theoretical model the price level has a negative effect
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and the wage rate has a positive effect on consumption and work effort; the
interest rate has a negative effect on consumption and a positive effect on work
effort; nonlabor income (i.e., ¥YG, the minimum guaranteed level of income)
has a positive effect on consumption and a negative effect on work effort;
the value of assets of the previous period has a positive effect on consumption
and a negative effect on work effort; and the personal income tax rate has a
negative effect on consumption and work effort.

The hours constraint variable enters all four consumption equa-
tions and two of the three work effort equations, with positive coefficient
estimates. From Equation (4.8) it can be seen that the coefficient estimates
are expected to be positive, since vy, is postulated to be positive. The estimates
are not, of course, estimates of 3, because o, has been arbitrarily set equal
to 1/10000. As discussed above, it is not possible to obtain separate esti-
mates of y;, and «,. The loan constraint variable enters ounly the housing
equation (Equation 4}, with the expected positive coefficient estimate, Other-
wise, the variable did not appear to be important in explaining any of the
other decision variables of the household sector.

Some experimentation was done with estimating alternative lag
structures, and in the end the following constraints were imposed on the data.
First, a four quarter average of the marginal tax rate variable lagged one
quarter (d% _ ) was used as the tax rate variable. This seemed like a reasonable
procedure in the sense that it may take people a few quarters to perceive a
change in their marginal tax rate. Since the equations are in log form, the
explanatory variable relating to d%_, was taken to be log(l —d¥_ . If
d¥_, were zero, then this form says that d% _, would have no effect on the
decision variables. If instead the variable logd%_, were used, this would
imply an effect of plus infinity {assuming the coefficient estimate of log d¥_,
to be negative) if 5 _, were zero, which does not seem reasonable.

In one of the two labor force participation equations (Eguation
5), a four quarter average of the log of YNLH /(PH, POP,) lagged one quarter
was used as the nonlabor income variable. This procedure is equivalent to
constraining the coefficients of log{ YNLH, _ [(PH,_,POP,_ ). i=1,2.3,4,
to be the same.

All the explanatory variables in the housing equation are lagged at
least one quarter. Since it generally takes longer than a guartér to build a
house, the longer lags that seemed to pertain to the housing equation are con-
sistent with what one would expect. The mortgage rate is included twice in the
housing equation, with lags of one and two quarters. The data seemed capable
of picking up separate effects of the two lagged values. The other equation
where it seemed possible to pick up separate effects of the lagged values of the
same variable was Equation 2 for nondurable consumption. where the non-
labor income variable was included contemporaneously and with a lag of one
quarter.
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Lagged dependent variables are included in all seven equations.
‘As mentioned in Chapter One, each of the equations was initially estimated
under the assumption of first order serial correlation to make sure that the
lagged dependent variables are not erroncously picking up serial correlation
effects. Serial correlation turned out to be important in only two equations,
Equations 3 and 4, explaining the stocks of durable goods and houses, The
serial correlation assumption was retained for these two equations, and the
estimates of the serial correlation coefficients for these two equations are pre-
sented in Table 2-3 along with the other coefficient estimates. For each of the
other equations, the serial correlation coefficient was constrained to be zero.

The final equation estimated for the household sector is Equation
8, explaining the household sector’s holdings of demand deposits and cur-
rency (DDH ). In the theoretical model, DDH, is a function of the household
sector’s expenditures on goods, but here the best results were obtained by
taking DDH 1o be a function of taxable income ( ¥H,) and the bill rate. A
time trend was also included in the equation to pick up any possible trend in
the relationship between DDH /POP, and the other explanatory variables in
the equation.

Four dummy variables were added to Equation 3 explaining KCD,
to account for the effects of the automobile strikes in 1964 and 1970. Other-
wise, the strikes did not appear to have a strong enough eflect on any of the
other variables in the household sector to warrant the further use of dummy
variables.

Regarding the four consumption categories, some experimenta-
tion was done in this study to see if it were possible to pick up substitution
or complementary effects among the categories, In theory, all the variables
listed in Table 4-2 should be included in each consumption equation. The
price of services, for example, should have an effect on all four consumption
categories, not just on the consumption of services. It did not appear to be
possible, however, to pick up these effects in the data. and so no substitution
or complementary effects of this kind are included in the model.

Equations 1, 2, 3, 4, and § are the equations in the household
sector for which FIML estimates were obtained. As can be seen in Table 2-3,
the TSLS and FIML estimates of these five equations are quite close. The
largest differences occur for the serial correlation coefficient in Equation 3
and for the coeflicients of the two constraint variables in Equation 4.

This completes the discussion of the stochastic equations for the
household sector in Table 2-3. The explanatory variables that have been used
in the equations, other than the constraint variables and the lagged dependent
variables, are variables that one would expect on microeconomic grounds to
affect households’ unconstrained decisions. After adjusting for the effects of
the constraints and for expectational and lag effects. the results do seem to
indicate that these variables have important effects on the decision variables
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of the household sector. The question of how the household sector interacts
with the other sectors in the model is taken up in Chapter Nine. To conclude
this chapter, four further comments about the household sector will be made.

First, 1t should be noted, as mentioned in section 1.1, that when the
hours constraint is binding on the household sector, the specification of the
consumption eguations is similar to a specification that would include labor
income directly as an explanatory variable in the equations. When the hours
constraint variable, ZJ,, is not close to one, it is a function of the number of
hours paid for in the economy. ZJ, is not close to one when the hours con-
straint is binding on the household sector, so that when the hours constraint
is binding, there is a variable on the right-hand side of the consumption equa-
tions that is a function of the number of hours paid for. Since the wage rate
is also included in the consumption equations, there is something like a labor
income variable on the right-hand side of the equations when the constraint
is binding. When the constraint is not binding (Z.J, close to one), then only the
wage rate part of labor income is included as an explanatory variable,

The second comment concerns the inclusion of the hours constraint
variable in the work effort equations. ZJ, is an important explanatory vari-
able in the equation explaining the labor force participation of all persons 16
and over except men 25-34 (Equation 6). This result is interpreted within
the context of the model as indicating that when the hours constraint is
binding on the household sector, the participation rate that results from the
solutions of the households™ constrained optimal control problems is less than
the rate that would result if the households were not constrained. As men-
tioned in section 1.1, effects of this sort are sometimes referred to in the litera-
ture as “discouraged worker™ effects. The hours constraint variable in Equa-
tion 6 can thus be thought of as picking up discouraged worker effects if one
wants to use this terminology. The hours constraint variable also has, of
course, important effects in the consumption equations, where the “discour-
aged” terminology is generally not used.

The third comment concerns the question of real versus nominal
interest rates. All of the interest rates considered in this study are nominal
interest rates. The concept of a real interest rate is not needed. In the theo-
retical model a household solves its multiperiod optimal control problem after
having formed expectations of future prices, wages rates, and interest rates.
Any “real” interest rate effects are captured through these expectations and
the other factors that affect the solution of the household’s problem. In the
empirical model, prices, wage rates, and interest rates are included together
in the equations, along with lagged endogenous variables to capture expec-
tational effects, and so any “real” interest rate effects should be picked up, at
least in some approximate way, through these variables.

1t should be noted in passing that interest rates have an effect on
the decision variables of the household sector through the A,_; variable, as
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well as directly. 4,_, is the value of the securities of the household sector at
the end of period ¢ — 1. It has a positive effect on service and nondurable con-
sumption in Table 2-3 and a negative effect on the labor force participation of
persons 16 and over except men 25-34, A, includes capital gains or losses
on corporate stocks. The value of capital gains or losses during period ¢ — |
(CG,_y) is, as will be seen in Chapter Six. a negative function of the bond
rate in period ¢ — 1. The bond rate in period ¢ — 1 is in turn a positive func-
tion of the bill rate in period t — 1. Consequently, the bill rate in period ¢ — 1
has an effect on consumption and work effort in period ¢ through its effect on
Ay,

The fourth and final comment concerns the treatment of financial
disequlibrium effects in the housing market. These effects are assumed to be
captured in the model through the inclusion of the loan constraint variable
in the equation explaining the stock of houses (Equation 4). This approach
differs from the approach that [ took in specifying the monthly housing starts
sector in my forecasting model [14]. For the forecasting model separate equa-
tions explaining the supply of and demand for housing starts were specified
and estimated, and the two equations. were estimated under the assumption
that the housing market is not always in equilibrium. The equations were
estimated by one of the techniques described in Fair and Jaffee [24]. One of
the key assumptions of this approach is the assumption that the observed
quantity of a variable is equal to the minimum of the quantity demanded
and the quantity supplied. In the case of housing, the assumption is that one
observes the minimum of the demand for housing starts from the household
sector and the equivalent supply of housing starts from the financial sector. In
periods of disequilibrium, either the household sector is constrained by the
financial sector from borrowing the amount of money that it wants to at the
current prices and interest rates or the financial sector is prevented from making
as many loans to finance housing investment as it wants to at the current
interest rates,

Although the approach taken in the present study differs in im-
portant ways from my earlier appreach, the two approaches are not incon-
sistent with each other. In the present specification, the loan constraint is at
times binding on the household sector and at times not. When it is binding, it
causes the household sector to spend less on housing than otherwise, This
case corresponds in the earlier approach to the case in which the observed
quantity of housing starts is equal to the equivalent supply from the financial
sector. When the loan constraint is not binding, it has no effect on the housing
expenditures of the household sector. This case corresponds in the earlier
approach to the case in which the observed quantity of housing starts is equal
to the demand from the household sector. (Both approaches assume that the
supply of housing from the construction sector is never a constraint in the
market. The questions of how the construction sector may at times be a con-
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straint in the housing market and how one might handle this are discussed in
Fair [14], Chapter 8, and Fair [16].) This comparison of the two approaches
provides a good example of there being more than one way to specify dis-
equilibrium effects. As mentioned in the previous section, itis clearly of interest
in future work to consider alternative approaches.

NOTE

AThe results in Fair [E8] for sixteen age-sex groups indicate that labor force
participation rates are responsive to the real wage, which is one of the reasons for imposing
in this study the constraint in the work effort equations that the coefficients of the wage
rate and price deflator be equal in absolute value.






Chapter Five

The Firm Sector

5.1 INTRODUCTION

- The eleven stochastic equations that relate to the firm sector are discussed in
this chapter. The equations explain the eleven variables that are listed on
the right-hand side of Table 5-1. Table 5-1 contains for the firm sector a
matching of the variables in the theoretical model to the related variables in
the empirical model. The six most important variables explained in this
chapter are: the price level (PF,). production (Y)), investment (JN¥F)), the
number of jobs (JOBF,), the average number of hours paid per job (HPF,),
and the wage rate (WF,).

The treatment of the firm sector in the theoretical model was
summarized in Chapter One, section 1.1. A firm’s price, production, invest-
ment, employment, and wage rate decisions are determined simultaneously
in the theoretical model through the solution of the firm’s optimal control
problem, The underlying technology of a firm is of the “putty-clay™ type, and
it may at times be optimal for a firm fo plan to hold either excess labor or
excess capital or both. Market share considerations and expectations play an
important tole in determining a firm’s price and wage behavior. The two
possible constraints on a firm are the loan constraint and the labor constraint.

Although a firm’s decisions are determined simultaneously in the
theoretical model, it is sometimes useful for descriptive purposes to consider
the decisions as being made sequentially. This sequence is from the price
decision, to the production decision, to the mvestment and empioyment
decisions, to the wage rate decision. A firm should first be considered as
having chosen ifs optimal price path, This path implies a certain expected
sales path, from which the optimal production path can be chosen. Given the
optimal production path, the optimal paths of investment and employment can
be chosen. Finally, given the optimal employment path, the optimal wage
rate path can be chosen. The optimal wage rate path is that path that the firm
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Table 5—1. Matching of Dependent Variables in the
Theoretical and Empirical Models for the Firm Sector

Decision Variable in the Theoretical Mode!
{Notation for Condensed Model)

Related Variables in the Empirical Model

1. P, (price level)

2, ¥, (number of goods produced}

3. INV, {number of goods purchased for
investment purposes)

4. HPF, {number of worker hours paid
for)

5. W, (wage rate)

. DDF, (demand deposits)

. DIVE, (dividends paid)

. RL,LF, (interest paid)

AP — P )V, (inventory valuation

Rl )

PF, {(deflator for X, — COM,}

¥, {production of the firm secter, B1958)

INV, (nonresidential plant and equipment
investment of the firm sector,
B1958})

JOQBF, {(number of jobs in the firm sector)

HPF, (average number of hours paid per
job)

HPFQ; (average number of overtime hours
paid per job)

WF, (average hourly earnings, adjusted for
overtime and interindustry
employment shifts)

DDF, (demand deposits)

DMHVF, (dividends paid)

INTEF, (interest paid)

TV A, (inventory valuation adjustment)

adjustment)

expects is necessary to atiract the amount of labor implied by its optimal
employment path. It will be useful to keep this sequence in mind for the dis-
cussion in section 5.3.

Before discussing the stochastic equations, if is necessary to con-
sider the measures of excess labor and excess capital that have been used.
These measures are discussed in the next section. (This section can be
skipped if desired without much loss of continuity.) The empirical model of
the firm sector is outlined in section 5.3, and the equation estimates are
explained in section 5.4, Section 5.5 contains a brief review of the model.

5.2 THE TECHNOLOGY OF THE FIRM
SECTOR AND THE MEASUREMENT OF
EXCESS LABOR AND EXCESS CAPITAL

Two possible ways of measuring the capital stock of the firm sector have been
considered in this study. The first, more conventional way is to assume that
the capital stock deteriorates at some rate d; each guarter and thus to postu-

late that:
Ke— K = INV, — 8, K%, (5.1)

where K} is the value of the capital stock (in real terms) in quarter r and INV,
is the value of plant and equipment investment of the firm sector (in real
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terms) in quarter £. For this measure of the capital stock, the production func-
tion of the firm sector is postulated to be:

Y, = min{d(M H"). u(K'HE), (3.2)

where M, is the number of workers emploved, HY is the number of hours
worked per worker, HY is the number of hours each unit of X7 is utilized, and
A, and y, are coefficients that may change over time due to technical progress.

Equations (3.1 and {5.2) are not consistent with the putty-clay
assumptions of the theoretical medel. Each machine in the theoretical model
wears out after m periods, but its productiveness does not [essen as it gets older.
Machines do not change at all until age m, when they just fall apart com-
pletety. Consequently, even if there were only one type of machine ever in
existence, Equation (3.1) would not be true. Rather, K’ — K7 | would equal
INV, — INV,_ ., where INV,_,, would be the number of machines that wear
out at the end of period ¢ — 1. [t is also the case that no technical change was
postulated in the theoretical model, but even if technical change were postu-
lated, it would not enter in the way specified in Equation (5.2). Technical
change would take the form of machines having different A and u coefficients
according to when they were purchased. One could not write down an equa-
tion like (5.2), but would instead have to keep track of when each machine
was purchased and what the coefficients were for that machine in order to be
able to calculate how much output could be produced with the existing stock
of machines. Equations (5.1) and (5.2) are thus at best only approximations
to the production technology in the theoretical model.

Since Equations (5.1) and (5.2) are only approximations, a slightly
different way of approximating the technology was tried to see if this led to
better results. Consider IN¥, to be the number of machines purchased in
period 1, and assume that these machines are all alike. Let y, stand for the
amount of output that can be produced per machine hour on one of these
machines. Assume, finally, that all machines wear out after s periods, but
do not deteriorate physically before that time. Then the amount of output
that can be produced per hour with all of the machines running is:

Y,
H_;( zlulINVr + HI—IINVI—I + ot .Llle+11NVfwfn+l9 {5’3)

[2

where Y,/Hf is output per hour when all machines are running. Associated
with each machine is a i, coefficient, which is the amount of output that can
be produced per worker hour on machines purchased in period ¢, Assume that
all machines are used H¥ hours, so that Y, in Equation (5.3) is the actual
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amount of output produced. The number of worker hours required to produce
Y, in this case is:

MrH!Mm#rlNVer%wu!—thVr—le(wim”.’Jr“ut—m*IINVt—m+le_
‘lr ’11“1 )~x-m+1

(5.4)

This second technology, which will be considered below, is thus represented
by Equations (5.3) and (5.4).

Two variables that are needed for the estimation work in the next
section are a variable that measures the amount of excess labor on hand and
a variable that measures the amount of excess capital on hand. For the tech-
nology represented by Equations (5.1} and (5.2), these two variables were
constructed in the following way. For the measurement of excess labor, out-
put per paid for worker hour (Y, /(JOBF HPF,)) was first plotted for the 19321
19751 period. The peaks of this series were assumed to correspond to cases
where the number of worker hours paid for (JOBF HPF,) equals the numbet
of worker hours actually worked (M. H M). This assumption implies that values
of A, in Equation (5.2) are observed at the peaks. The values of 4, other than
those at the peaks were then assumed to lie on straight lines between the
peaks. Values of 4,, In other words, were estimated from a peak-to-peak
interpolation of the output per paid for worker hour series.

Given data series on 2, and Y,, a series on the number of worker
hours required to produce Y,, M HM, is then merely Y,/4, from Equation (5.2).
This series can then be compared to the observed series on worker hours paid
for, JOBF HPF,, to determine the amount of excess labor on hand in any
period. The quarters that were used as peaks for the interpolation are 19521,
195311, 195511, and 19661, The line drawn between the 195511 and 19661
peaks was extended beyond 19661 in determining the values of A, between
19661 and 19731,

This procedure of constructing a series on M HM is the same as
that used in Fair [23] and [14], the first for monthly seasonally unadjusted
three-digit industry data and the second for quarterly seasonally adjusted data
on the private nonfarm sector of the economy. It was argued in [23] that
seasonally adjusted data should not be used {o estimate production function
parameters and worker hour requirements series because technical relation-
ships are not likely to be subject to much seasonal variation. Unfortunately,
however, much of the NIA data are not available on a seasonally unadjusted
basis, and it is beyond the scope of this study to try to piece together enough
data to be able to estimate the empirical model on a nonseasonally adjusted
basis. Consequently, seasonally adjusted data have been used here, as well
as in [14], in constructing the worker hour requirements series.

For the measurement of excess capital for the technology repre-
sented by Equations (5.1) and (5.2), a capital stock series first had to be
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constructed. Given data on INV,, a series on K} can be constructed once a
base period value and a value for the depreciation rate d, are chosen. In a
recent study.[40], the Bureau of Economic Analysis (BEA) has estimated on
an annual basis the fixed nonresidential business capital in the United States
for the 1925-1973 period. The results of the BEA study were used here to
estimate a base period value for K and a value of 64. The net stocks series on
page | in [40] was first multiplied by 0.7 to scale it down to a series that per-
tains to the firm sector. 0.7 is roughly the ratio of plant and equipment invest-
ment in the firm sector to total plant and equipment investment. The net
stocks series on page 1 in [40] pertains to all plant and equipment invesiment
{firm, household, and financial). It is based on the assumptions of straight
iine depreciation and service lives equal to 83.0 percent of Bulletin F.

The base period for K7 was taken to be 19521V, and the base
period value was taken to be 197.2 billion (1958) dollars. This latter figure is
0.7 times the value on page 1 in {40] for the end of 1952. From this base period,
various values of 8, were used to generate different capital stock series, using
the formula:

Ko = (1 — S )K", + INV,. ' . (5.5)

These series were compared to the “actual” series derived from [40] to see
which value of §; most closely reproduced the actual series. It was apparent
from this exercise that one value of §; for the whole period was not adequate
to approximate the actual series at all accurately. There appeared to be a shift
around 1966 in the value needed for 6, a larger value being needed after 1966.

In the end, two values of dx were chosen, a value of 0.0255 before
19661 and a value of 0.0285 from 19661 on. The use of the value of 197.2 for
K{ in 19521V and the value of 0.0255 for & resulted in a value of 308.9 for
K¢ in 19651V, which compares quite closely to the actual value of 308.6. The
value for K7 in 19651V was taken to be 308.9, and from this base the rest of
the K7 series was generated using the value of 0.0285 for é;. The generated
valae of K for 19711V was 404.4 {see Table 2-1}, which compares fairly closely
to the actual value of 406.3. The actual series from the BEA could not be used
directly here because it is annual and because of the necessity of having a link
between the investment series (/& F) and the capital stock series.

Regarding the measurement of excess capital, there are no data on
hours paid for or worked per unit of K7, and so, given a series on K7, one
must be content with pletting Y,/K;. This is, from Equation (5.2), a plot of
4 HE where HY is the average number of hours that each machine is utilized.
If it is assumed that at each peak of this series HF is equal to the same con-
stant, say H, then one observes al the peaks u H. Interpolation between peaks
can then produce a complete series on u, f. If, finally, H is assumed to be the
maximum number of hours per period that each unit of K7 can be utilized,
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then Y,/(u,H) is the minimum amount of capital required te preduce ¥,
This variable is denoted as KMV, in Table 2-2.

The observations thai were used for the peaks are 195311, 19661,
and 19731. The values of u,H between 19731 and 19751 were all taken to be
equal to the 19731 value. The line drawn between 195311 and 19661 had a
positive slope, but the line drawn between 196611-19731 had a slight negative
slope. There seemed to be some evidence of a slight deterioration in output
per machine hour after 19661. It is true, however, that the plot of Y,/Kf over
the entire 1952119751 period showed little evidence of either a positive or a
negative trend. The slopes of both of the interpolation lines were fairly small.

This takes care of the measurement of excess labor and excess
capital for the technology represented by Equations (5.1) and (5.2). Consider
next the measurement of excess capital for the technology represented by
Equations (5.3) and (5.4). The BEA study [40] was first used to get an estimate
of m, the length of life of one unit of capital. The BEA study presents estimates
of both the gross and net capital stocks, and for purposes of estimating m
the gross capital stock series on page 1 in [40] was used. If it is assumed that
machines do not physically depreciate until age m, when they fall apart, an
estimate of m can be obtained by summing past values of gross investment
(also presented in [40]) until the sum is equal to the BEA estimate of the gross
capital stock. The number of periods that one uses in this sum is an estimate
of m. This procedure can be followed for each yearly estimate of the gross
capital stock. One will not, of course, necessarily get the same estimate of m
for each vear. It was quite evident when carrying out this procedure for the
19521972 period that m began to get much smaller in the 1960s, a result that
is consistent with having to use a larger value of é, beginning around 1966 to
approximate the net capital stock series. There is nothing in the following
analysis that requires m to be constant over time, and so instead of choosing
only one or two values of m, an entire time series for m (denoted as n1,) was
constructed from the BEA gross investment and gross capital stock data.

Given a series for m,, the next step in the construction of an excess
capital series was to get estimates of the y, series in Equation (3.3). (Equation
(5.3) should now be modified by adding a ¢ subscript to m.} To do this, it was
first assumed that g, = (1 + &), where j and § are parameters to be estima-
ted. If & is zero, then u, is constant over time; otherwise y, is changing at
rate & each period. Next, a few quarters were chosen where it seemed plausible
to assume that all machines were utilized H hours. These quarters, in other
words, were assumed to be quarters in which the amount of excess capital on
hand was zero. If quarter s is one of these quarters, then it is the case from
Equation (5.3), and the assumption just made about p,, that:

Y, = gH[(I + 8YINV,
A (1L SF TNV o+ (L P UNY, L, ] (5.6)
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Given data on investment, output, and m, and given two quarters
for which Equation (5.6) holds, one has two equations in two unknowns,
the unknowns being fiH and 8. The two equations are nonlinear, but they can
easily be solved numerically. If one has more than two quarters for which
Equation (5.6} is assumed to hold, then different pairs of equations can be
solved to see, among other things, how sensitive the solution values are to
alternative pairs.

Values of & and gH were computed in this way for alternative
pairs of equations, and it turned out that a value of zero for é seemed quite
consistent with the data. There did not appear, in other words, to be any
evidence of capital’s getting either more efficient or less efficient over time in
terms of output per unit of capital. This result is consistent with the observa--
tion made earlier that the plot of Y,/K[ for the first technology showed little
gvidence of a trend.

If & is zero, then one can merely sum up past values of investment
to get a measure of the capital stock:

Ke=INV, + INV,_, + - + INV,_ 1. (5.7)

An estimate of the minimum amount of capital required to produce ¥, can in
this case be obtained as merely Y,/(iH), where jiH is estimated from solv-
ing one of the pairs of equations discussed above. It turned out that the es-
timates of GH were roughly the same for alternative pairs of equations (with
estimates of § of approximately zero), so that it did not matter very much
which pair of equations was used to estimate H. The value of FH that was
chosen for the work below is (.2660,

For the measurement of excess labor for this technology, it was
first assumed that A, = (1 + 8,)'. A few quarters were then chosen where
it seemed plausible to assume that all machines were utilized H hours (no
excess capital) and that the number of worker hours paid for equals the
numnber of worker hours actually worked (no excess labor). If quarter s.is one
of these quarters, then it is the case from Equation (5.4) and the assumption
just made about A, that:

JOBF,HPF, =

ﬁﬁ[ INV, NV 'INV.;_W} 58)

TliTey Tavay 0oy

Given data on worker hours paid for, investment, and m, and given
two quarters for which Equation (5.8) holds, one has two equations in two
unknowns, ZH/1 and 8,. Again, the equations are nonlinear, but they can
casily be solved numerically. It turned out that the estimates of iH/1 and
&, were pot highly seusitive to the choice of alternative pairs of equations to
solve, but in the end two sets of estimates were considered. The two quarters
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chosen for the first set were 193311 and 19661, and for these quarters the
solution values were 118894.4 for iHf/7 and 0.005204 for ;. The two quarters
chosen for the second set were 1953 and 19681, with solution values of
121927.8 and 0.005602.

From the above information it is now possible to compute a
series on worker hour requirements. Since 8, is positive, it is always optimal
for a firm to utilize the newer machines first. Therefore, given Y, and the
estimate of jiF, it is possible to compute from Equation (5.6), using also data
on investment and the estimate of zero for 6, the age of the oldest machine
operating in quarter ¢ in the production of ¥,. This age——call it f#i,—will not
be equal to the age of the oldest machine in existence in quarter ¢ (denoted
above as m,} except for those quarters for which there is no excess capital on
hand. Now, given values for m,, gH/1, 8,, and investment, one can compute
from Equation (5.8) the number of worker hours required in period ¢ to pro-
duce ¥,. This procedure can be carried out for each quarter, and so a series
on worker hour requirements, M,H, can be constructed.

It turned out that the two different sets of assumptions about the
technology of the firm sector led to similar results. Some of these results are
presented and discussed in Appendix A to this volume. In the end, the first
technology was chosen to be used in the model because of its simpler nature.
The fact that the two sets of results were similar means that the aggregate
data used in this study do not appear to be capable of discriminating among
alternative assumptions about the technology. Both technologies are clearly
approximations, and what the data seem to indicate is that both approxima-
tions are about as equally good or as equally bad. The purpose of presenting
both technologies in this chapter is to show that the results of this study do
not appear to be sensitive to the choice of the technology for the model.

In the theoretical model it was possible for a firm to substitute
capital for labor {(or vice versa) over time through the purchase of different
types of machines with differing worker-machine ratios. The type of machine
that it was optimal for a firm to purchase in any one period resulted from the
solution of its optimal control problem in the period. With the aggregate
data used here, it seems highly unlikely that one would be able to pick up sub-
stitution effects of this sort, especially considering the fact that the data do
not even appear to be capable of discriminating between the two somewhat
different technologies considered above,

Using three digit industry data, some evidence was found in Fair
[15] for the existence of capital-labor substitution of the kind just outlined,
but the aggregate data used in this study do not permit the kind of test that
was performed in [[5]. Consequeantly, no attempt was made here to try to
estimate the effects of this type of capital-labor substitution. This does not
mean, however, that the cost of capital has no effect on the investment of the
firm sector in the present model. This issue is discussed in section 5.5.
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5.3 AN OUTLINE OF THE EMPIRICAL
MODEL OF THE FIRM SECTOR

As was the case for the household sector, it is necessary regarding the firm
sector to distinguish between its unconstrained and constrained decisions.
The loan constraint on the firm sector can be handled in the same way that it

- was handled for the household sector, namely by including log ZR, as an
explanatory variable in the estimated equations (the equations being in log
form). Under the assumptions made in the last chapter, adding this variable
to an equation converts the left-hand side variable from an unconstrained
decision variable to a constrained decision variable,

The treatment of the labor constant on the firm sector requires
considerably more explanation. The [abor constraint relates to the fact that
a firm may not get as much labor in a period as it expected that it would at the
wage rate thatl it set and may thus be forced to produce in the period less
than it planned to. In other words, although the variable JOBF,HPF, is the
number of worker hours actually paid for by the firm sector in quarter ¢ {(see
Table 5-1}, it is not necessarily the number the firm sector planned to pay for.
JOBF HPF, will be less than the planned number if the labor constriant is
binding. When the labor constraint is binding on the firm sector, JOBF,HPF,
is determined by the household sector. Otherwise, it is determined by the firm
sector. There are thus two regimes to consider regarding the determination of
JOBF HPF, _

In order to consider the two regimes problem in more detail,
government employment must first be taken into account. The total number
of worker hours paid for by the government sector in quarter £ is, using the
notation in Table 21, JOBGC,HPGC, + JOBGM HPGM,. It will be useful
for the present discussion to denote this variable as M HPG,. The total number
of hours that the household sector is paid for is, therefore, JOBF HPF,
+ MHPG,, which is also denoted as JOBH HPH, in Table 4-1. If the house-
hold sector is not constrained in its work effort, then it determines
JOBH HPH,.

If it is assumed, as is done in the theoretical model, that the
government sector always gets the amount of labor that it wants, then in
those cases where the household sector is not constrained in its work effort,
JOBFHPF, is determined as the difference between JOBRH HPH, and
MHPG,. This amount of labor may, as just mentioned, be less than the amount
of labor that the firm sector plannéd at the beginning of the period to hire. If,
on the other hand, the household sector is constrained in its work effort, then
JOBF,HPF, is determined by the firm sector, and JOBH HPH, is determined
as the sum of JOBF,HPF, and MHPG,,

One possible approach to the two regimes problem would be to
break up the sample period some way into two regimes and estimate separate
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equations in the two regimes. In one regime an equation explaining
JOBH HPH, would be estimated, with JOBF HPF, being determined as the
residual; and in the other regime an equation explaining JOBF HFPF, would
be estimated, with JOBH HPH, being determined as the residual. The either/
or nature of this approach, however, has the disadvantage of making the
results more sensitive to the choice of regimes than one might want. Since
any procedure of choosing regimes is not error free, one would like to design
2 model that is not highly sensitive to errors made in choosing regimes.

In order to see how the two regimes problems was handled here,
it is necessary to consider first a rough outline of the equations explaining the
main decision variables of the firm sector. The following outline is based on
the assumption that the loan constraint is not binding on the firm sector and
on the assumption that sales expectations for the current period are perfect.
A superscript p on a variable denotes the planned value of the variable, the
plans being made at the beginning of period ¢. Consider the following seven
equations:

PEY = fi(), (5.9)
XP=fo(PFL, ), (5.10)
YP= (X)), ' (5.1
INVP = £(YP, .. ), | (5.12)
JOBF? = f(Y?,..), (5.13)
HPFP = f(Y?, .., (5.14)
WE?P = f(PE?, JOBFIHPF?, . ..). (5.15)

PFP is the price the firm sector plans to set. The variables that explain
PEF will be discussed later. X7 is the number of goods the firm sector plans
to sell in period 7. It is a function of PF{ and other variables. Y7 is the number
of goods the firm sector plans to produce in period ¢. It is a function of X7
and other variables. JNV? is the amount of investment the firm sector plans
to make in period ¢ It is a function of ¥? and other variables. JOBFFHPFF
is the number of worker hours the firm sector plans to pay for in period ¢
JOBF? and HPFY are explained separately in the model; both are functions
of Y7 and other variables. Finally, WF? is the wage rate that the firm sector
expects it will have to pay to attract the planned amount of labor. 1t is a
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function of PFF, JOBFFHPF?, and other variables. Equations (3.9)-(3.15) are
consistent with the decision sequence discussed at the end of section 5.1.

Let JOBFFHFPF} denote the supply of labor to the firm sector
from the household sector at the wage rate WFP. If this supply is greater than
or equal to JOBFPHPF?, then all the plans of the firm sector can be realized.
The planned values in (3.9}-(5.15) can be taken to be the observed values.
If, on the other hand, the supply is less than JOBFFHPFY, the firm sector has
to adjust. One must thus decide when the firm sector has to adjust and how it
adjusts when it has to. With respect to the question of when the firm sector
adjusts, assume for now that one has found a variable ZJ; that takes on a
value of one when the firm sector does not have to adjust and a value of less
than one otherwise. The construction of Z.J, will be explained later.

Consider now the question of how the firm sector adjusts when it
receives fess labor than it expects. The firm sector is assumed to adjust in this
case by raising its price, thus cutting sales, and lowering its production,
investment, and employment. In particular, it is assumed that:

PF,
P—Fi«, = (ZJ))", ¥3 <0, (5.16)
T

where PF, is the observed price. The price is assumed to be raised enough in
the constrained case (ZJ; < 1) so as to lead to the new values of JOBF! and
HPF? chosen by the firm sector to be equal to the supply from the household
sector. The final set of equations for the firm sector is then postulated to be:

PE, = (ZJ)PF] = (ZIY S {0+ ), (5.9¥
X, = f{PF,, ...), [this equation stands for a number of equations in

the model] {5.10y
Yo =f3(4 o) (3.11y
INV, = f(Y,,...), {5.12y’
JOBF, = fi(Y,, ..., _ {5.13y
HPF, = f(Yy...), (5.14y
WF, = f{PF,, JOBF.HPF,, .. ), (5.15Y

where all the variables are now observed variables. The possible labor con-
straint on the firm sector was thus handled by adding to the price equation,
which is in log form, the term v, log ZJ,.
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Figure 5-1. Desired Shape of ZJ! as a Function of 1 — UR,

1—UR,

The construction of ZJ; will now be explained. Although J7 was
used as the measure of labor market tightness in the last chapter in com-
puting ZJ,, one minus the unemployment rate, 1 - UR,, is used as the
measure of labor market tightness in this chapter in computing ZJ,. The
reason for this difference is explained below. The desired shape of ZJ, as a
function of I — UR, is depicted in Figure 5-1. Point 4” is some value that is
smaller than the smallest value of 1 — {/R, observed in the sample period;
point B” is the value of | — /R, below which it seems reasonable to assume
that the firm sector always gets as much labor as it expected; and point C”
is some value that is larger than the largest value of 1 — UR, observed in the
sample period.

If one wants ZJ; to equal 0.0 when | — R, equals C*, which, as
explained in the next paragraph, is wanted here, then the right half of the
normal density function cannot be used to approximate the curve in Figure
5-1. Instead, the following equation was used for the approximation:

1

N 5.17
3+}—UR,—:14 (5-17)

Zli=a

where x; and ¢, are chosen so that ZJ, equals 1.0 when 1 — UR, equals
A" and 0.0 when 1 — UR, equals C”. The value chosen for 4” was 0.910 (a
9.0 percent unemployment rate), and the value chosen for C* was 0.975
(a 2.5 percent unemployment rate). These values are slightly outside the
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range of observed values of 1 — /R, in the sample period. For these two
values, the values of o5 and a, that lead to the above requirements being met
.are 4,.454062 and 1.199514, respectively.

The procedure just described for constructing ZJ; constrains the
unemployment rate always to lie above 2.5 percent in the model. When
| — U/R, is equal to 0.975, ZJ, is equal to zero, which from Equation (5.9
implies (for y; < 0) a value of PF, of infinity. It turned out that the single
equation fit of the price equation and the fit of the overall model were not
very sensitive to the use of alternative values of the minimum unemployment
rate, This result is not particularly surprising since during most of the sample
period the economy was operating considerably above an unemployment
rate of 2.5 percent. As a general rule, one would not expect the fit of a model
to be sensitive to the imposition of a constraint on the behavior of the model
regarding values that lie outside the range of values observed in the sample
period. The constraint was imposed here not for any goodness-of-fit reasons,
but to guarantee that the unemployment rate would never be driven below 2.5
percent in the optimal control experiments in Chapter Ten. It does seem un-
likely that the unemployment rate in the United States could be driven much
below 2.3 percent, and so the lower bound of 2.5 percent was imposed on the
model.

The desire to impose this constraint on the model is the reason
for the use of 1 — UR, rather than J}' as the measure of labor market tight-
ness for the construction of ZJ,. For the solution of the model, the predicted
value of ZJ, was set equal to one whenever the predicted value of UR, was
greater than or equal to 9.0 percent. Otherwise, Equation (5.17) {Equation
78 in Table 2-2) was used to determine the predicied value of ZJ;. This pro-
cedure 15 similar to the procedures followed for ZJ, and ZR,, which were
discussed in the last chapter.

As was the case for the treatment of the hours constraint on the

household sector, the treatment of the labor constraint on the firm sector has
the advantage of allowing the data some flexibility in estimating the effects of
the constraint. No a priori constraints of a zero-one type are imposed on the
data. The procedure followed here does have the disadvantage, however, of
not necessarily using all the information on the labor market that is available.
Only equations for JOBF? and HPF? have been estimated; no attempt has
been made to estimate also equations explaining JOBH; and HPH;. When
the hours constraint is not binding on the household sector, JOBH; and
-HPH? are equal to the observed values (JOBH, and HPH,). Since it is known
from the theoretical model what variables affect JOBH{ and HPH; (the vari-
ables listed in Table 4-2), one has two potential equations to estimate that
have not been estimated.

In order to put the present treatment of the labor constraint on
the firm sector in a somewhat better perspective, it will be useful to review
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briefly three other ways that one could consider dealing with the demand for
and supply of labor in the model. The present approach converts the two
demand equations (explaining JOBF? and HPF]} into equations with
observed left-hand side variables. No explicit equations are postulated for
JOBH{ and HFPH}. Another approach would be to postulate also equations
explaining JOBH; and HPH;. convert the equations in some manner into
equations with observed left-hand side variables, and then estimate the two
resulting equations. One could perhaps convert the equations into equations
with observed left-hand side variables by the use of some sort of a Z, variable,
as has been done in this study for other equations. Taking the government
employment variables to be exogenous and using the definitions, JOBF, =
JOBH, - JOBGC, — JOBGAM, and JOBF.HPF, = JOBH HPH, — JOBGC,
HPGC, — JOBGM HPGM,, this approach would result in two equations ex-
plaining JOBF, (one in the firm sector and one in the household sector) and
two explaining HPF,. In solving the model the predicted values of JOBF, and
HPF, could be taken to be some weighted average of the predictions from
the two equations for each variable.

A second alternative approach would be to postulate explicitly that
the observed JOBF, is equal to the minimum of JOBFf and JOBH]
~ JOBGC, — JOBGM, (and similarly for HPF,) and to use some of the
recent econometric techniques that have been developed for estimating
markets in disequilibrium to estimate the equations. (For a discussion of these
techniques, see Fair and Jaffee [34], Fair and Kelejian [25], Ameniya [1], and
Maddala and Nelson [32])

A third alternative approach, but one that is not consistent with
the specification of the theoretical model, would be to assume that the wage
rate adjusts each quarter to clear the labor market, drop the equation ex-
plaining the wage rate from the model, and estimate separate equations ex-
plaining JOBFHPF] and JOBH]HPHS. 1n this case both JOBFHFPFF and
JOBH;HPH, — JOBGC HPGC, — JOBGM HPGM, would always be equal
to the observed value (JOBF,HPF)).

To summarize, there are clearly a number of other ways of dealing
with the labor market than the approach taken here. The present approach
has the advantages of flexibility and computational ease, but it does throw
away some potentially important information. In future work it would be of
interest to consider alternative approaches.

Before considering the other variables that appear in f; through
f- in equations (5.9)'~(5.13Y, it should be noted that the inclusion of ZJ; in
the price equation has introduced simultaneity into the model where there
did not exist any before. PF, affects X,, which affects ¥,, which in turn affects
JOBF,.. JOBF, affects UR,, which in turn affects ZJ,. Consequently, PF, has
an effect on 24/, as well as vice versa. Since in theory (i.e., not considering the
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approximation for ZJ; that has been used) ZJ, only enters the price equation
in the case of a binding [abor constraint on the firm sector, there is only simul-
taneity of the kind just described in the constrained case. The simultaneity
takes the form in the constrained case of links between the expenditure
equations in the household sector and the price equation in the firm sector.

One should think of the simultaneity in the constrained case as
reflecting the outcome of a number of interactions between the household and
firm sectors within the quarter. It is important to think this way to justify
the rather strong assumption made following Equation (5.16) that the price is
always raised enough in the constrained case so as to lead to the new values
of JOBF} and HPFT being equal to the supply from the household sector. It
should also be noted that as the price is raised during this within-quarter
adjustment process, the wage rate is also likely to be raised. Increasing the
wage rate increases, of course, the supply of labor from the household sector.
It is not, however, theoretically unambiguous that the wage rate will rise in
this case. The effect on the wage rate is not unambiguous, because while the
higher price level has a positive effect on the wage rate, the decrease in em-
ploymeni demand from the contraction of the firm sector has a negative
effect. :

54 THE ESTIMATES OF THE EQUATIONS
FOR THE FIRM SECTOR

The eleven stochastic equations for the firm sector are Eguations 9-19 in
Table 2-3. The most important equations are 9, 10, 11, 12, 13, and 15, ex-
plaining, respectively, PF,, Y,, INV,, JOBF,, HPF,, and WF, The following is
a discussion of each of the eleven equations.

The PF. Equatian

Equation 9, explaining PF,, is in log form and includes as ex-
planatory variables the price of imports (PIM,), the wage rate lagged one
period (WF,_;), the bond rate (RAA44)), an investment tax credit variable
(DTAXCR), the labor constraint variable (ZJ}), and PF,_,.

The bond rate has a positive effect on PF,, and the investment tax
credit variable has a negative effect. DTAXCR, is defined in Table 2-1. It
takes on a value of 1.0 when the credit of 7 percent is in full force, a value
of 0.0 when the credit is not in force, and a value of 0.5 when the credit is
estimated to about half in force. The value of 0.5 was used for the 1962111
19631V, when the Long amendment was in effect, and for 1971111, when the
credit was in effect for only about half of the quarter.

The inclusion of R4A4A, and DTAXCR, in the price equation
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was guided by the results for the theoretical model. In the theoretical model
the interest rate had a positive effect on the price that a firm sets. An increase
in the interest rate, for example, caused a firm to contract, and the way that a
firms contracts in the theoretical model is to raise its price, thus lowering
expected sales, and to decrease its production, investment, and employment.
The inclusion of R444, and DTAXCR, in Equation 9 should thus be con-
sidered an attempt to pick up this effect. Both variables are taken to measure
part of the cost of capital to the firm sector, :

The inclusion of the price of imports, the wage rate lagged one
period, and the price level itself lagged one period in the price equation is
designed to try to pick up expectational effects. As mentioned in Chapter One,
section 1.1, a firm's expectations of other firms’ prices plays an important
role in the theoretical model in determining the price that the firm sets for the
period. After some experimentation, the three variables just mentioned were
chosen to represent expectational effects in the empirical model. Any choice
of this sort is, of course, only a rough approximation to the actual way that
expectations are formed.

Four variables that had some influence in the theoretical model
on the price that a firm set were not found to be important in the experimenta-
tion that was done here. These Tour variables are the ratio of the stock of
inventories to the level of sales, the level of sales itself, the amount of excess
labor on hand, and the amount of excess capital on hand, all of the previous
period.

Some experimentation was done, primarily through the use of
dummy variables. to see if the effects of price controls should be taken into
account in the estimation of the price equation. The only two quarters in
which there appeared to be any important effects were 19711V (the quarter
affected by the first price freeze), where the price level seemed to change less
than it otherwise would have, and 19721 (the quarter following the lifting of
the freeze), where the price level seemed to change more than it otherwise
would have. The smaller change in 19711V seemed to be offset by the larger
change in 1972L. When, for example, the dummy variables D714, and D721,
were added to the PF, equation, the coefficient estimates for the two vari-
ables were —0.00352 and 0.00684, respectively, with f-statistics of —1.14
and 2.28. The other coefficient estimates changed very little from the addi-
tion of the two dummy variables to the equation. Because of the small
changes in the other coefficient estimates, and because there were no other
quarters in which the effects of price controls seemed to be important, it
was decided to ignore price controls altogether in the model and lump any
effects from the controls into the error term in the equation. Price and wage
controls may have some effects on the aggregate variables considered in the
model, but the effects seem small enough to be able to be ignored with little
harm.



The Firm Sector 123

The Y, Eqguation

Equation 10 explains the production of the firm sector, Y. The
equation is in log form and includes as explanatory variables the level of
production of the previous period (Y,.,), the current level of sales (X ), the
stock of inventories at the end of the previous period (V,_,), and three dummy
variables to account for the effects of the steel strike in 1959. This equation is
based on the assumption that the firm sector first sets its price, knows then
what its sales for the current period will be, and from this latter information
decides on what its production for the current period will be. In practice,
information on sales is available and decisions on production are made more
than once during a quarter, and so firms have some flexibility within a quarter
to adjust their production to unexpected changes in sales.

The assumption just made that sales expectations for the current
quarter are perfect implies that firms can adjust their production completely
during a quarter to any unexpected change in sales, This does not mean thai
firms are always assumed to plan to produce what they expect to sell, only that,
given their plans and sales expectations at the beginning of the quarter, they
can adjust their plans as actual sales deviate from expected sales. Some ex-
perimentation was done, using alternative assumptions about the formation
of sales expectations, to see if production could be better explained under
some other assumption than the assumption that sales expectations within a
quarter are perfect, but this did fiot appear to be the case.

In the theoretical model production is smoothed relative to sales
—i.e., the optimal production path of a firm generally has less variance than
its expected sales path. This is because of various costs of adjustment that
have been postulated in the model. The two most important adjustment costs
are costs of changing employment and costs of changing the capital stock.
There are also costs included in having the stock of inventories deviate from
B, times sales, where §, > 0. If a firm were only interested in minimizing these
latter costs, it would produce in peried ¢ according to the following equation
(assuming perfect sales expectations for period #):

Y::X:'i'ﬁlXa_ Vot (5.18)

Since by definition ¥, —¥,_; = Y, — X,, producing according to Equation
(5.18) would insure that ¥, = 8, X,.

Since there are other adjustment costs, it is generally not optimal
for a firm to produce according to Equation (5.18). In the theoretical model
there was no need to postulate explicitly how a firm’s production plan deviated
from Equation (5.18) because its optimal production path just resulied, along
with the other optimal paths, from the direct solution of its optimal control
problem. In the present case, however, it is necessary to postulate an explicit
equation explaining the firm sector’s production decision, an equation that
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can be considered to be an approximation to the way the firm sector actually
makes its production decision. The standard assumption to make regarding
the effects of adjustment costs on behavior is, in the present context, the
following:

Yo=Y = MY - Y1) 0<ig ], (5.19)
where, say, ¥;* is the Y, in Equation (5.18):
YW=X +pX, ~ Vi1 (5.18)

Equation (5.19) states that the actual change in production in period ¢ is some
proportion of the change that the firm would make if it were only interested
in minimizing the costs of having V, deviate from §, X,. Substituting Equation
(5.18) into (5.19) yields:

Y,=(1 — Y, , + A0 + BDX, — AV,_,. (5.20)

Equation 10 in Table 2-3 is similar to Equation (5.20) except that
it is in log form and has added to it a constant term and three dummy vari-
ables. It is also the case that the restrictions on the coefficients in Equation
(5.20) have not been imposed in Equation 10. There are three variables on the
right-hand side of Equation {5.20), but only two coefficients. Since Equations
(5.19) and (5.18)" are considered to be only a rough approximation to the
production decision of the firm sector, the imposition of the restrictions in
{3.20) did not seem warranted. The lagged output term in Equation 10 should
be considered as picking up only in some rough way the effects of adjust-
ment costs on the current production decision of the firm sector.

The production equation estimated here is consistent with the
equation estimated for the lagged adjustment model in Fair [21]. The data
used in [2]1] were monthly, seasonally unadjusted, three digit industry data,
and for these data significant effects of future sales expectations were obtained.
One would expect, if firms smooth production relative to sales, that the current
production decision would depend in part upon expected future sales. This
certainly appeared to be the case for the data used in [21], where significant
effects of up to six months ahead were obtained. For the aggregate data used
in this study, however, it did not appear to be possible to pick up any sig-
nificant effects of future sales expectations on current production.

The INV, Equation

Equation 11 explains the investment in plant and equipment of
the firm sector, INV,. The equation is in linear form, with the left-hand side
variable being the change in investment. The explanatory variables include the
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amount of excess capital on hand at the end of the previous period (K7,
— KMIN, _4), the current change in output, the change in output lagged one,
two, and three periods, the difference between gross investment and deprecia-
tion of the previous period (UINV,_, — 3xK%_ ), and two dummy variables to
account for the effects of the automobile strike in 1970. The equatlion is
based on the assumption that the firm sector decides on its level of production
before deciding on its level of investment.

As was the case for the production decision, it is necessary with
respect to the investment decision to postulate in the empirical model an
explicit equation explaining this decision. The investment decision of a firm
in the theoretical medel results from the solution of its optimal control
problem, and some approximation to this decision must be made here, Adjusi-
ment costs play an important role in the theoretical model in influencing a
firm’s investment decision, and because of these costs, it is sometimes optimal
for a firm to hold excess capital. 1t is also the case, not surprisingly, that the
amount of excess capital on hand at the beginning of a firm’s decision period
has an important effect on the solution values obtained in that period, especi-
ally on the solution values for investment.

Equation 11 is based on the following three equations:

(K7 — K" = ol Ki— | — KMIN )+ ay(Y, — Yo} 4+ ap(¥Yoy — Til)

+as(Y, s — Yo +2aYiny — ¥io4), (5.21)
INVE = (K] — Ki_)* + 8 Kio s, ' (5.22)
INV, — INV,_, = MINVE — INV,_),0 < A< 1. (5.23)

For sake of the current discussion, call (K? — K2 )* in (5.21) “desired net
investment™ and call NV in (5.22) “desired gross investment.” Equation
(5.21) states that desired net investment is a function of the amount of excess
capital on hand and of four change-in-output terms. If output is not changing
and has not changed for the past four periods, and if there is no excess capital
on hand, then desired net investment is zero. The past change-in-output
terms in Equation {5.21) can best be thought of as being proxies for expected
future output terms.

Equation (5.22) relates desired gross invesiment to desired net
investment. 8, K? | is the physical depreciation of the capital stock during
period ¢ — 1, §; being the estimated depreciation rate of the capital stock. By
definition INV, = KY — K. | + 6,KY_;, and Equation (5.22) is merely this
same equation for the desired values. Equation (5.23) is a stock-adjusiment
equation relating the desired change in gross investment to the actual change.
Equation (5.23) is meant to approximate cost-of-adjustment effects.
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Combining Equations {(5.21)-(5.23) yields:

INV, = INV,_y = h0o(KS-, ~ KMIN 1) + J(Y, = Y,_)
+ Aoy (Y, 4 - Yio2) + Aas(Yeny — Yio3)
+Aa (Y, 3= Y= HINV, | —6.K ), (5.24)

which is Equation 11 in Table 2--3 except for the dummy variables. The coef-
ficient estimates in Equation 11 are of the expected signs, but the estimate of
J. of 0.0155 is unreasonably small. Surely the actual change in gross invest-
ment in any one period is greater than 1.55 percent of the desired change.
What the results appear to indicate is that the appropriate left-hand side
variable in Equation (5.21) is not desired net investment, but rather the
change in gross investment.

A number of investment equations were estimated in this study
using different functional forms and different measures of excess capital, and
invariably results were obtained for the change in gross investment that ope
would instead have expected to be trie for net investment. One difficulty may
be that depreciation has not been measured very precisely. The data on net
investment depend on the particular measure of depreciation used, whereas
the data on gross investment are direct NIA data.

It may be, for example, that a mote accurate measure of deprecia-
tion would result in a larger coefficient estimate for the last term in Equation
(5.24) (i.e., in a larger estimate of A} and thus in a more reasonable set of
results. It is also likely that the past change-in-output terms in the equation
are picking up some cost-of-adjustment effects as well as expected future out-
put effects, so that all cosi-of-adjustment effects are not necessarily reflected

in 4. _
' Whatever the case, the decision was made to take Equation 11 as
the investment equation even though the estimate of 1 seems too small. It
should be noted that the long run properties of Equation (5.21} are still reason-
able even if the change in gross investment is the left-hand side variable. One
does expect the change in gross investment to be zero if there is no excess
capital on hand and no recent changes in output.

The JOBF, and HPF, Equations

Equation 12 explains the number of jobs in the firm sector,
JORBF,. The equation is in log form, with the left-hand side variable being
log JOBF, — log JOBF,_,. The explanatory variables include a variable
measuring the amount of excess labor on hand during the previous period
(log JOBF,_, —log M,_ HM ), a time trend, three change-in-output terms,
and two dummy variables to account for the effects of the steel strike in 1959.
Equation 13 contains one less change-in-output term than does Equation 12,
no dummy variables, and one added variable, log HPF, ,. Equations 12 and
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13 are based on the assumption that the firm sector decides on its level of
production before it decides on the number of jobs and the number of hours
paid per job.

Equitions 12 and 13 are meant to represent in an approximate
sense the employment decisions of firms that result from the solutions of their
optimal control problems. As was the case for a firm’s investment decision,
adjustment costs play an important role in the theoretical model in influencing
a firm’s employment decision. Because of these costs, it is sometimes optimal
for a firm to hold excess labor. The amount of excess labor on hand at the
beginning of the period has an important effect on the decisions made in that
period, especially on the employment decision.

The excess labor variable in Equations 12 and 13 is explained as
follows. M, (HM | is, from the discussion in section 5.2, the number of
worker hours required to produce Y, ;. Let AS,_, denote the average number
of hours per job that a firm would like to-be worked in period ¢ — 1 if there
were no adjustment costs to contend with. M, _,HX |/HS,_, is then the num-
ber of jobs required to produce Y,_, if the average number of hours worked
per job were HS,_,. For the sake of the following discussion, this number will
be referred to as the “desired” number of jobs for period ¢ — 1.

A measure of excess labor for period ¢ — | is the ratio of the actual
number of jobs in the period to the desired number. The log form of this
measure is log JOBF,_, —log(M,_HM /HS,._,), or log JOBF, , —log
M, HY, +log HS,.,. If it is finally assumed that HS,_, is a smoothly
trending variable, namely He®, then the measure of excess labor is log
JOBF, , —log M,_HM 4+ log H + 8t. In Equations 12 and 13 the log
JOBF,_, — log M,_,HY | terms enters separately, and the equations include
a constant term and time trend to pick up the effects of log HS,_,.

In the theoretical model, employment is generally smoothed rela-
tive to production because of the adjustment costs. The specification of
Equations 12 and 13 and the coeflicient estimates reflect this fact. The change
in jobs times hours paid per job (JOBF,HPF)) is less than proportional to the
current change in output. The past change-in-output terms in the two equations
can be interpreted cither as representing the effects of past output behavior
on current employment decisions that are not captured in the excess labor
terms or as being proxies for expected future output changes (or as both).

The log HPF,_, term in Equation 13 reflects the fact that, unlike
JOBF,, which can move steadily upward or downward over time, HPF,
fluctuates around a relatively constant level of hours (such as 40 hours per
week). If HPF, is not equal to this level, this should, other things being equal,
bring forces into play causing it to return to this level. Therefore, a term like
log HPF,_, — log HS,..; should be added to Equation 13, which, given the
assumption made about HS;_; above, is equivalent to adding log HPF,_,,
a constant, and a time trend to the equation.
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Equations 12 and 13 are similar to the equations estimated in
Faic [23]. The data used in [23] are monthly, seasonally unadjusted, three
digit industry data. For these data, significant effects (of up to six months
ahead) of future output expectations on current employment decisions were
obtained. For the apgregate data used in this study # is not possible to obtain
such precise effects, although, as mentioned above, the past change-in-output
terms in Equations 12 and [3 can be considered to be picking up in part
expected future output effects.

Equations 12 and 13 are explained in detail in [23]. See in parti-
cular the discussion in Chapter 8 regarding the reasons for estimating separate
equations for JOBF, and HPF,, rather than just one equation explaining
JOBF HPF,. Although the study in [23] was completed before the theoretical
madel in Volume I was developed, the basic equations in [23] are consistent
with the theoretical model if they are interpreted as representing approxima-
tions to the employment decisions of a firm that result from the solution of
its optimal control problem. Equation (2 is also similar to the employment
equation estimated in {14] for the private nonfarm sector, the only main dif-
ference here being the inclusion of one more change-in-output term.

The WF, Equation

The last major equation estimated for the firm sector is Equation
15, explaining W'F,. The equation is in log form and includes as explanatory
variables the price of firm sales (PX,}), 2 measure of labor market tightness
(J¥), a time trend, and the wage rate lagged one period. .

in the theoretical model a firm’s optimal wage path is that path
the firm expects it needs to set to attract the amount of labor implied by its
optimal employment path. Two important factors influencing a firm’s wage
rate decision, in addition to the amount of labor that it wants, are its expecta-
tions of other firms’ wage rates and its expectations of the labor supply curve
facing it. It is thus necessary in empirical work to attempt to account for these
expectations in some way.

' The condensed model for the firm sector in Volume I is an approxi-
mation to the way a firm actually behaves in solving its optimal control prob-
lem each peried. Equation 15 in Table 2-3 is similar to the equation represent-
ing the firm sector’s wage rate decision in the condensed model. In the con-
densed model the current wage rate of the firm sector is a function of the
wage rate of the previous period, the current price level, and two termts
representing general labor market conditions and the firm sector’s demand for
labor (see statement [15] on page 66 in Volume I). The WF,.{, PX,, and J}
terms in Equation 15 can be considered {0 be accounting for the effects of these
variables.

Equation 15 can also be considered, at least in a loose sense, as
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reflecting the outcome of bargaining over time between the firm and household
sectors over the real wage rate. In the theoretical model bargaining takes the
form of the firm sector adjusting over time, i.c., over more than one period,
to changes in the labor supply curve facing it, the labor supply curve being
determined each period by the household sector. If an equation like Equation
15is interpreted in this way, an important question is which wage rate variable
and which price variable are relevant for the bargaining process. The choice
for the price variable here is PX,, the price of total firms sales. PX, excludes
import prices and indirect business taxes. Neither an increase in import prices
nor an increase in indirect business taxes benefits the firm sector, although
both increases do hurt the household sector. The relevant price variable for
the househaold sector is PH,, which is inclusive of import prices and indirect
business taxes. The use of PX, in Equation 15 thus reflects the assumption
that the househald sector is aware that some price increases benefit the foreign
sector and the government sector rather than the firm sector and considers
only the prices that benefit the firm sector in its bargaining process with the
firm sector.

The main question regarding which wage rate variable to use in an
equation like 15 is whether the wage rate should be inclusive or exclusive of
employer social security taxes. WF, is e¢xclusive of these taxes, whereas
(1 + ds,)WF, is inclusive of the taxes. ds, is the employer social security tax
raie. If the firm sector effectively pays the taxes, then the appropriate wage rate
variable in Equation 15 is WF,. In this case, an increase in d;, does not affect
the bargaining process. If, on the other hand, the household sector effectively
pays the taxes, then the appropriate wage rate variable is (1 + d5 ) WF,.

The procedure followed here regarding this question was to attempt
to let the data tell how much of the tax is paid by each sector. Assume that
the appropriate wage rate variable is (1 + d5,)’WF,, where 0 € y < 1. The log
of this variable is y log(l + ds,} + log WF,, so that this specification intro-
duces the term — ¢ log(l + d;,) on the right-hand side of Equation 15. with
log WF, being the left-hand side variable. y is a parameter that can be estima-
ted. The estimates of y that were obtained in the experimentation with the
wage equation were generally close to zero and not significant.

In the end the decision was made to constrain ¥ to be zero and so
to drop the term —7y log(l + ds,) from the equation. The results obtained in
this study thus indicate that the firm sector pays the taxes. This conclusion
should, however, be interpreted with a certain amount of caution because of
the crude nature of the test and the highly aggregative nature of the data. See
Brittain [6] for a more detailed study of the incidence of social security taxes.

One final question about the wage equatton that was considered
in this study is whether any long run constraints should be imposed on the
equation. Ignore for now the effects of J¥, which can be considered to be short
run in nature, and take WF,/PX, to be the real wage rate, If productivity is
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growing at roughly a consiant rate (g) over time, then one might want to
postulate that WF,/PX, also grows on average at rate g

WE - -
px, = A" (5.25)
1

where A4 is a constant. Equation (5.25) in log form is:
log WF, =log PX, +log 4 + gr. {5263

Imposing this long run constraint on Equation 15 requires constraining the
coefficients of log WF,_, and log PX, to sum to one. The TSLS and FIML
estimates in Equation 15, which are not constrained, both sum to 1.031. This
sum is close enough to one that it would make little difference regarding the
properties of the model whether the sum was constrained to be one or not.
In the final analysis the decision was made not {o impose the constraint,
primarily because of the feeling that the equation is too approximate to
warrant this kind of refinement.

The Equations Explaining HPFO,, DDF,, DIVF,

INTF, and [V4,

The remaining five stochastic equations for the firm sector are not
nearly as important as the others. Equation 14 explains the average number of
overtime hours paid per quarter by the firm sector, HPFQ,. This variable, as
explained in section 2.3, is needed for three definitions in the model. HPFO,
is explained as a function of HPF,, the total average number of hours paid
per gquarter by the firm sector. One would expect HPFQ, to be related to
HPF, in roughly the manner indicated in Figure 3-2. Up to some point A4
{e.g.; 40 hours per week), HPFOQ, should be zero or some small constant
number, and after point A, increases in HPFQ, and HPF, should be one for
one. An approximation to the curve in Figure 5-2 is:

HPFO, = vt =P (5.27)
which in log form is:
log HPFO, = o, + o, HPF,, (5.28)

Equation 14 in Table 2-3 is the same as Equation {5.28) ,with two
exceptions. First, HPF, has a negative trend, and it was detrended before
being used in the equation. The 0.5482 coefficient in Equation 14 was ob-
tained from a regression of HPF, on a constant and ¢ for the 19521197411
period. Second, there appeared to be an important shift in the relationship



The Firm Sector 137

HPFO,

L ﬁ HPF,
0.0 A

Figure 5-2. Expected Relationship Between HPFO: and
HPF,

between HPFQO, and HPF, beginning in 19661, and so a dummy variable,
DD661,, was added to the equation to account for this shift. DDGET, takes on
a value of 0.0 before 19661 and a value of 1.0 from 19661 on. The sample
period began in 19561 for this equation because data on HPFO, do not exist
before this time.

Equation i6 explains demand deposits and currency of the firm
sector, DDF,. The equation is in log form, and the explanatory variables
include the value of sales of the firm sector in current dollars, XX, the bill
rate, and DDF,_ ;. In the theoretical model there is a difference between
aimed-for demand deposits and actual demand deposits." The former is a
function of the firm’s wage bill. The latter is determined residually and may
differ from the former if the firm’s expectations of its cash flow do not turn
out to be correct. Actual demand deposits act in part as a buffer to absorb
in a period any difference between actual and expected cash flow.

In the empirical model, DPF, does not act as a buffer, but is
rather assumed to be a direct decision variable of the firm sector and deter-
mined according to Equation 16, What is residvally determined in the
empirical model is the value of the loans of the firm sector, LF, (see Equation
55 in Table 2-2). In the theoretical model, LF, is not residually determined,
but is itself a direct decision variable of a firm. It was useful in the theoretical
model to take LF, to be a direct decision variable because of the way that the
loan constraint was treated. In the empirical model, however, it is useful
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to take DDF, to be a direct decision variable because of the different treatment
- of the loan constraint. Although the firm’s aimed-for demand deposits were
tied to the firm’s wage bill in the theoretical model, slightly better results were
obtained here by the use of the value of sales of the firm sector in Equation 16.

Equation 17 explains the value of dividends paid by the firm sector,
DIVE, The equation is in log form and includes as explanatory variables
profits after taxes (nF, — TAXF,), the loan constraint variable (ZR)), and
DIVF,_;. This is a typical kind of dividend equation that is estimated in the
literature, except for the loan constraint variable. What the results indicate is
that the firm sector pays out less of its after tax profits in dividends when the
loan constraint is binding than otherwise. In the theoretical model a firm
each period pays out all its after-tax profits in dividends, so that there is
nothing in the model that can be used to guide the specification here.

Equation 18 explains the value of interest paid by the firm sector,
INTF,. The equation is in linear form and includes as explanatory variables
the value of loans of the firm sector (LF,), the bond rate (R4A44,), and
INTF, ;. In the theoretical model INTF, equals RL,LF,, where RL, is the
loan rate, and Equation 18 is an attempt to approximate this,

The final stochastic equation for the firm sector, Equation 19,
explains the inventtory valuation adjustment, 7V A4,. The equation is linear and
includes as explanatory variables the current price of firm sales (PX,), the
price of firm sales lagged one period (PX,-,), and the stock of inventories at
the end of period ¢t —1 (¥,_;). In the theoretical model IVA, equals
—{(P,— P,_)V,_,, and Equation 19 is an attempt to approximate this equa-
tion. The coefficient estimates for FX, and PX,_, in Equation I9 are almost
exactly equal in absolute value, which is as expected.

A Brief Comparison of the TSLS and FIML Estimates
FIML estimates were obtained for Equations 9, 10, 12, 13, 15,
and 16 in the firm sector, which explain, respectively, PF,, Y,, JOBF,, HPF,,
WF,, and DDF, The TSLS and FIML estimates of these six equations are
generally quite close. The largest differences between the estimates occur for
the coefficient of the labor constraint variable in the PF, equation and for the
coefficient of log Y, — log ¥,_; in the JOBF, equation. Otherwise, the dif-
‘ferences are very small.

55 A REVIEW OF THE MODEL OF
FIRM SECTOR

Before concluding this chapter, it will be useful to review briefly some of the
important properties of the empirical model of the firm sector. One good way
of reviewing the model is to consider the effects that the bond rate have on
the firm sector. The bond rate has a positive effect on the price that the firm
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sector sets (Equation 9). The household sector responds negatively to higher
prices, so that a higher price leads to lower consumption by the household
sector and thus a lower level of sales of the firm sector, A lower level of sales
has a negative effect on the production of the firm sector (Equation 10).

A lower level of production in turn has a negative effect on the
investment of the firm sector (Equation 11} and on the number of jobs and
the average number of hours paid per job in the firm sector (Equations 12
and 13). The bond rate thus has a negative effect on investment and employ-
ment in the firm sector, The bond rate does not appear directly as an explana-
tory variable in the investment and employment equations, but instead affects
investment and employment through its effect on the price that the firm sector
sets. In a similar fashion, the investment tax credit affects investment and
employment through its effect on the firm sector’s price. A higher credit leads
to a lower price, which then leads to more investment and employment,

In the theoretical model a binding loan constraint has a positive
effect on the price set by a firm.and thus a negative effect on its production,
investment, and employment. In the empirical work here, however, no
important effect of the loan constraint variable on PF, could be found. The
only place where the loan constraint variable did appear to have an effect on
the firm sector was in the dividend equation (Equation 17), where a more
restrictive loan constraint implies fewer dividends paid by the firm sector than
otherwise.

The amount of excess capital on hand has a direct negative effect
on investment (Equation 11), and the amount of excess labor on hand has a
direct negative effect on employment (Equations 12 and 13). In the theoretical
model the amounts of excess capital and labor on hand had negative effects
on the price set by a firm, but no important effects of this sort could be
found in the empirical work here. Likewise, no important effects of the ratio
of inventories to sales of the previous period (¥,_,/X,.,) could be found on
PF,, even though this ratio had a negative effect on the price set by a firm in
the theoretical model.

The measure of labor market tightness J¥ has a contemporaneous
positive effect on the wage rate set by the firm sector (Equation 15). The wage
rate in turn has an effect on the price level with a lag of one period. The inclu-
sion of the lagged wage rate in the price equation is designed to pick up expec-
tational effects. The other variables in the price equation that are assumed to
be picking up expectational effects are the lagged price (PF,_,) and the price
of imports (PIM,).

An important variable in the price equation is the labor constraint
variable, ZJ,. In theory, this variable affects PF, only when the labor con-
straint is binding on the firm sector, although in practice it actually has at
least a small effect all the time because of the approximation for ZJ; that has
been used, ZJ; is a nonlinear function of | — UR,. The use of ZJ; in the price
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equation is designed to try to pick up the effect of the labor constraint on the
firm sector., When the firm sector receives less labor than it expected it would
at the wage rate that it set, it is assumed (within the quarter) to raise its price
and contract.

~ This completes for now the discussion of the equations for the firm
sector. The relationship between the firm sector and the other sectors in the
maodel is examined in more detail in Chapter Nine.



Chapter Six

The Financial Sector

6.1 INTRODUCTION

As mentioned in section 1.1, an important characteristic of the empirical
model regarding the fmancial sector is the accounting for all flows of funds
in the system. This allows the bill rate (RBILL,) to be implicitly determined in
the model through the solution of the 83 independent equations. There is no
stochastic equation in the model in which the bill rate appears naturally as
the left-hand side variable—i.e., naturally as the variable explained by the
equation.

There are four stochastic equatiens in the financial sector, Equa-
tions 20-23 in Table 2-3, explaining, respectively: commercial bank borrow-
ing at federal reserve banks (BORR,), the corporate bond rate (R44A4,), the
mortgage rate (RMORT,), and capital gains or losses on corporate stocks held
by the household sector (CG,). There is also an important nonstochastic
equation explaining bank reserves (BR,), Equation 45 in Table 2-2:

45. BR, =g, DDB,.

This equation and the four stochastic equations are explained in the next
section. The treatment of the loan constraints in the model is then discussed
in section 6.3. '

6.2 EOQUATION 45 AND THE FOUR
STOCHASTIC EQUATIONS IN THE
FINANCIAL SECTOR

Equation 45 in Table 2-2 links the level of bank reserves to the level of demand
deposits and currency of the financial sector (D DB,). g,, in the equation is
defined in Table 2-1 and is the actual ratio of BR, to DDB, observed in
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quarter ¢. The relationship between BR, and D DB, is thus reflected in g, in
the model, and this relationship is taken to be exogenous.

Some experimentation was done with alternative specifications of
the relationship between BR, and D DB, before deciding to take the relation-
ship to be exogenous, It is possible, for example, to obtain data on actual
reserve requirerment rates on demand deposits from past issues of the Federal
Reserve Bulletin. {See, for example, page A9 of the July 1974 issue.) These
data were used {o construct a variable, denoted as g, that was the quarterly
average of the actual reserve requirement rates on demand deposits for
reserve city banks. Given data on §,, and g,,, it is then possible to compare the
two series to see how closely they correspond.

There are a number of reasons why the two series are not likely to
correspond exactly. One reason is that there are different reserve requirement
rates for different types of banks. §,, pertains only to reserve city banks.
Another reason is that DDA, is not exactly the correct base to use to calculate
required reserves. DDB,, for example, excludes time deposits in commercial
banks, for which there is also a reserve requirement rate, and it has netted
out of it demand deposits held by nonbank financial intermediaries in com-
mercial banks. (Remember that the financial sector in the empirical model is
an aggregate of nonbank financial intermediaries and commercial banks.)
A third reason g, and g,, do not coincide exactly is that banks may at times
hold excess reserves in the aggregate. BR, includes all reserves, not necessarily
just required reserves.

To summarize, then, the factors that cause g,, to change (i.e,
cause the ratio of BR, to DDA, to change) include not just changes in the
actual reserve requirement rates set by the government, which g,, does
capture, but also changes in the proportion of excess reserves held by the
bank sector, shifts of demand deposits among different types of banks, and
shifts of funds between time deposits and other nondemand deposit securities,
all of which g,, does not capture.

Even though g,, and §,, are not expected to coincide exactly, a
plot of g,, and §,, over time reveals a fairly close agreement between the two
series. It did not seem unreasonable from observing this plot to take g,, as
exogenous in the model. Nevertheless, some experimentation was done to
see if BR, — g, DDB, which one might interpret as a measure of excess
reserves, could be explained as a function of the bill rate or other interest
rates. One might expect there to be fewer excess reserves held when interest
rates are high than otherwise. BR, — §,,D DB, did not appear, however, to be
sensitive to the level of the bill rate or any other interest rate, and so in the
end the decision was made to take g,, to be exogenous.

The treatment of BR, here is i contrast to its treatment in the
theoretical model, where it is treated as a residual. This difference is due to the
view that on a quarterly basis banks are likely to have fairly close control over
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their reserves and thus that it is not reasonable to treat the level of bank
reserves as a residual when quarterly data are used. It is interesting to note that
if BR, were treated as a residual in the empirical model, in the sense that no
equation for it was specified, but yet it still was taken to be endogenous,
then one would need an explicit equation determining the bill rate. The bill
rate could no longer be taken to be implicitly determined in the model. In the
theoretical model there is effectively an equation for the bill rate, since the
bond dealer sets the bill rate.

It should finally be noted that the treatment of g, as exogenous
implies nothing about the behavior of bank borrowing, BORR,. As will be
discussed next, BORR, is determined by Equation 20 and responds to the
difference between the bill rate and the discount rate. The level of non-
borrowed reserves is by definition BR, — BORR,, and since 5R, and BORR,
are both endogenous variables in the model, the level of nonborrowed
reserves is also endogenous.

The first stochastic equation in the financial sector to be discussed
is Equation 20 in Table 2-3, explaining BORR,. The equation is quite simple,
The ratio of BORR, to bank reserves is taken to be a function of the difference
hetween the bill rate and the discount rate (RD2,). The positive estimate of
the constant term in the equation implies that there is still some borrowing
even if the bill rate and the discount rate are the same.

Consider next Equations 21 and 22, explaining RAA4A, and
RMORT,. In the theoretical model the bond rate was determined according
to the expectations theory, i.e., as a function of the current bill rate and of
expected future bill rates. RAAA, and RMORT, are likewise assumed here
to be determined according to the expectations theory. Both are taken to be a
function of the current bill rate, of past values of the bill rate, and of past
values of the rate of inflation. The past values of the bill rate and the rate of
inflation are used as proxies for the (unobserved) expected future bill rates,

Both Equations 21 and 22 are in log form. The same rate of infla-
tion variable is used in both equations, namely a weighted average of the rates
of inflation in the past three quarters, with weights of 3, 2, and 1. This
weighted average was chosen after some experimentation with alternative
weighting schemes. Each of the two equations includes as explanatory vari-
ables both the Tagged dependent variable and lagged values of the bill rate,
which implies a fairly complicated lag structure of the bill rate on both of the
long term rates.

The last stochastic equation to be considered in the financial
sector is Equation 23, determining CG,. Not counting new issues and retire-
ments, CG, is the change in the market value of stocks held by the household
sector. In the theoretical model the aggregate value of stocks is determined as
the present discounted value of expected future dividend levels, the discount
rates being the current and expected future bill rates. Consequently, the
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theoretical model implies that CG, ought to be a function of the changes in
expected future dividend levels and of the changes in the current and expected
future bill rates.

The two explanatory variables in Equation 23 are the change in
the bond rate and a weighted average of the change in the after-tax cash flow
of the firm sector. The change in the bond rate is taken to be a proxy for the
{unobserved) changes in expected future bill rates, and the weighted average
of the change in after-tax cash flow is taken to be a proxy for the (unobserved)
changes in expected future dividend levels. The weights for the cash flow
variable are 3, 2, and 1, which were also chosen after some experimentation
with alternative weighting schemes.

The coefficient estimates in Equation 23 arc of the expected signs,
but the fit of the equation is not particularly good. QOnly 16.7 percent of the
variance of CG, has been explained. For present purposes the equation does
provide some link between other variables in the model and CG,, but it is not
likely to be an equation that one can use to make money in the stock market.
Some attempt was made here to try to improve upon Equation 23, but to no
avail.

6.3 THE TREATMENT OF THE
LOAN CONSTRAINTS

The final issue to discuss regarding the financial sector is the treatment of the
loan constraints. In Chapters Four and Five the loan constraints were
handled by adding log ZR, to the various equations (the equations being in
log form). Log ZR, isequal to — (1/1000)( RBILLY — 0.608)*, where RBILLY is
RBILL, partly detrended. Some of the equations in Chapters Four and Five
also, of course, include log RBfLL, directly as an explanatory variable. The
variables log R444, and log RMORT, are also explanatory variables in
some of the equations, and both of these variables are in turn influenced
directly by log RBILL,.

In the estimation and solution of the model, log ZR, is treated as
an endogenous variable, since it 1s a function of RBILL,. Consequently,
adding log ZR, to some of the equations of the model can be looked upon as
merely allowing RBILL, to enter the model in a more nonlinear way than
otherwise would be the case. The reason for this added nonlinearity is justified
by the discussion in Chapter Four, where it is argued that adding log ZR,
(and log ZJ,) to an equation converts the equation from one with an un-
observed left-hand side variable (the unconstrained decision value) to one
with an observed left-hand side variable (the constrained decision value).

The procedure of determining RBILL, by solving the complete
model is equivalent to assuming that RBILL, is determined by equating each
period the aggregate supply of and demand for funds in the economy. Because
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of the addition of log ZR,, log ZJ,, and log ZJ; to the model, however, this
procedure is ot equivalent to equating the wunconstrained supply of and
demand for funds. What enter on the left-hand side of the equations for the
household and firm sectors are the constrained decision values, and these are
the values that are used in solving the model. The “constrained™ aggregate
demand for funds is equated to the “constrained™ aggregate supply.

Near the end of Chapter Four a brief comparison was made
between the treatment of the housing market in [14] and its treatment here, It
was pointed out that the two treatments are not inconsistent with each other,
although it is true that the model in [14] is incomplete because the mortgage
rate and deposit flowsinto Savings and Loan Asseciations and Mutual Savings
Banks are treated as exogenous. It is now possible within the context of the
present model to consider more explicitly what happens when there is dis-
equilibrium in the housing market.

If the loan constraint is binding on the household sector, housing
investment is less than otherwise. This means that the demand for funds on
the part of the household sector is less than otherwise. This lower demand (the
“constrained” demand) is what is in theory used in the solution of the model
(and thus of the bill rate) within the period. Since, however, the loan con-
straint variable is itself a function of the bill rate, the effect of the loan con-
straint on the household sector is assumed to be captured by means of the
bill rate entering the model in the constrained case in a more nonlinear way
than othewise.

If the loan constraint is not binding on the household and firm
sectors (i.e., ZR, is almost equal to one), then this added nonlinearity does not
exist. The hours constraint may, however, still be binding on the household
sector, or the labor constraint may still be binding on the firm sector, so that
it may still be the case that it is the *‘constrained” aggregate demand for
funds that is equated to the “constrained” aggregate supply in the solution of
the model. The supplies of and demands for funds are affected by all of the
constraints, not just by the loan constraint.

The periods in which the loan constraint is not binding on the
household and firm sectors can be referred to loosely as periods of “casy
maoney.” It is important to note, however, that periods of easy money do nor
correspond to periods in which the financial sector holds excess reserves. The
financial sector never holds excess reserves in the model, since BR, is always
equal to g,, D DB,. Periods of easy money just mean that the bill rate is low,
a low bill rate implying that the loan constraint is not binding (i.e., that ZR,
is almost equal to one). In the theoretical model, a period of easy money
might cerrespond to the banks holding excess reserves because of expectation
errors, but, as discussed above, the financial sector is assumed in the empirical
model not to hold excess reserves on a quarterly basis.






Chapter Seven

The Foreign and
Government Sectors

7.1 THE FOREIGN SECTOR

There is one stochastic equation in the foreign sector, an equation determin-
ing the value of imports in real terms. fM . There is no foreign sector in the
theoretical model. so that cne cannot use anything in Velume 1 to guide
the specification of the equation determining I4f,. The equation determining
1M, is Equation 24 in Table 2-3. The equation is the log form. and the
left-hand side variable is the real per capita value of imports. The explanatory
variables in the equation include: the price deflator for imports lagged two
quarters (PIM,_,), the price deflator for the sales of the firm sector lagged
one quarter (PX,_;). the real per capita value of sales of the firm sector
(X, /POP). and seven dummy variables to account for the effects of three
dock strikes.

The price of imports relative to the price of domestically pro-
duced goods ought to be important in determining the demand for imports,
as well as the size of the domestic sector itself, and this is what Equation 24
is designed to try to pick up. The coefficient estimates for Equation 24
indicate that the level of imports is more responsive to the price of domesti-
cally preduced goods than it is to the price of imports. The estimate of the
coefficient of log PX,_, is about 3.8 times larger in absolute value than the
estimate of the coefficient of log PIM,_,. The coefficient estimate for
log(X,/POP,) is slightly greater than one.

The three other variables in the foreign sector that are endoge-
nous, aside from TM |, are the price of exports, PEX,. the saving of the foreign
sector, SAVR,, and the value of securities held by the foreign sector, SECR,.
The value of SECR, is actually negative, as can be seen for 19711V in Table
2-1, which means that the foreign sector is a net debtor with respect to the
“all other” securities category. SECR, is determined in Equation 66 in Table
2-2. It is endogenous because SA4VR, is endogenous. SAFR, is determined
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in Equation 65 in Table 2-2, and it is endogenous because FM, and PEX,
are endogenous. The negative of SAVR, is the U.S. balance of payments
on current account. PEX, is determined in Equation 28 in Table 2-2 as a
function of P X, :

The two most impottant variables that are taken to be exogenous
in the foreign sector are the value of exports in real terms, £X,, and the price
deflator for imports, PfM,. The other variables in the foreign sector that are
gxogenous are fransfer payments from the household and government
sectors to the foreign sector, HRTRP, and GRTRP,, the value of demand
deposits of the foreign sector, DDR,, the gold and foreign exchange holdings
of the government sector, GFXG,, and the discrepancy of the foreign sector,
DISR,. Since DDR, and GFXG, are exogenous, any net saving or dissaving
on the part of the foreign sector takes the form in the model of an increase
or decrease in the value of SECR,.

Although the present treatment of the foreign sector is fairly
simple, it does take into account relative price effects on the demand for
imports and keeps track of the flows of funds between the domestic and
foreign sectors. It is clearly beyond the scope of this study, however, to
endogenize either the import price deflator or the real value of exports.

Some thought was given to the question of whether it is reason-
able to take the gold and foreign exchange holdings of the government
sector (GFXG,) as exogenous. If capital flows into and out of the United
States are responsive to interest rates in the United States, then GFXG,
should not be taken to be exogenous. An alternative approach would be to
take some foreign interest rate (such as the Eurodollar rate) as exogenous,
endogenize GFXG,, and take GFXG, to be responsive to the spread between
the U.S. bill rate and the foreign interest rate. It appears to be the case,
however, that foreign interest rates are quite responsive to the U.S, interest
rates (see Cooper [11] for a good discussion of this issue}, and so it seemed
more reasenable to take GFXG, as exogenous (from the point of view of
U.S. domestic activities) than to take something like the Eurodollar rate as
EXOZENOUS.

7.2 THE GOVERNMENT SECTOR

Accounting for all the flows of funds in the system implies (as was seen in
Chapter Two) that the government budget constraint is automatically
satisfled. It also means that one can consider explicitly in the model the
direct purchase and sale of government securities. In other words, the value
of government securitics outstanding, FBG,, can be taken to be a direct
policy variable of the government. The fact that the government budget
constraint is satisfied means, from Equation 69 in Table 2-2, that any non-
zero level of saving of the government must result in the change in at least
one of the following five items: VBG,, BORR,, CURR,, BR,, and GFX(..
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Since CURR, and GXFG, are taken to be excogenous, this means that any
nonzero level of saving of the government must result in the change in either
the value of government securities cutstanding, commerical bank borrowing,
or bank reserves.

There are two stochastic equations in the government sector, one
determining the value of unemployment insurance benefits, TPU,, and one
determining the interest payments of the government, INTG,. Equation 25
in Table 2-3 explains TPU,. Tt is in log form and includes as explanatory
variables the number of people unemployed ({/,} and the price deflator for
firm sales lagged one quarter (PX,.,). The inclusion of the price deflator
in the equation reflects the assumption that the government changes the
current dollar value of unemployment insurance benefits as the general
price level changes.

Eguation 26 in Table 2-3 explains INTG,. It is in log form and
includes as explanatory variables the value of government securities out-
standing. the bill rate, the bond rate, and JINTG,_,. In the theoretical model
the interest paid by the government is equal to » VBILLG, + BONDG,,
where r, is the bill rate, VBILLG, is the value of bills cutstanding, and
BONDG, is the number of bonds (consols) outstanding. In the empirical
model VBG, includes both the value of bills and the value of bonds, and so
it seems reasonable to include both the bill rate and the bond rate in Equation
26 to try to pick up the effects of both interest rates on the interest paid by
the government. It appeared to be possible in this case to pick up separate
effects of the two rates. This is in contrast to the case for the firm sector,
where separate effects could not be obtained in Equation 18,

The other variables in the government sector that are endogenous
are the price of goods purchased, PG,, the civilian wage rate, WGC,, the
military wage rate, WG M|, the net value of taxes paid, 74X, and the saving”
of the government sector, SAVG,. PG, is determined in Equation 36 in Table
2-2 as a function of PX,, and WGC, and WG M, are determined in Equations
38 and 39 as functions of WF,. TAX, is defined in Equation 67 in Table 2-2
as the sum of the net taxes paid by the household, firm, and financial sectors.
SAVG, is determined in Equation 68 as the difference between TAX, and
the expenditures of the government sector,

Some experimentation was done to see if other variables of the
government sector ought to be treated as endogenous. The main question
considered was whether state and local government expenditures on goods
and/or services are responsive to interest rates and therefore should be
treated as endogenous. Little evidence could be found that these expendi-
tures are responsive to interest rates, and in the end it was decided not to
endogenize themn. There seemed to be little harm in treating all government
expenditures on goods {in real terms) and all government jobs and hours
paid per job as exogenous.
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Table 7-1. The Exogenous Variables in the
Government Sector

+CURR, == value of currency outstanding less the value of demand deposits of the gov-
_ernment sector, BCURT,
tdy; == profit tax rate
Jd;, = one of the two personal income tax rates
td;, = indirect business tax rate
tds, = employer social security tax rate
tds; = employee social security tax rate
+ DEP, = depreciation of the firm sector, BCURT
TOTAXCR, = investment tax credit variable
DISG, = discrepancy of the government sector, BCURT
&1, = IEServe requirement ratio
GFXG, = valug of gold and foreign exchange of the government sector, BCURT
GHSUBRB, = net subsidies of government enterprises, BCU/RT
GHWLD, = wage accruals less disbursements of the government sector, BCURT
GRTRP, = transfer payments from the government sector to the foreign sector, BCURT
HPGC, = average number of hours paid per civilian job per guarter by the govein-
ment sector
HPGM, = average number of hours paid per military job per quarter by the govern-
ment sector -
FI0BGC, = number of civibian jobs in the government sector
JOBGM, = number of military jobs in the government sector
TRD, = the discount rate
1FBG, = value of government securities, BCURT
1 XG, = purchases of goods of the government sectoy, BI958
1 ¥G, = transfer payments from the government sector to the household sector, not
counting TPU,, BCURT
T = progressivity tax parameter in the personal income tax equation

Note: A 1 denotes that the effects on the economy of changing this variable are examined
in section 9.3.

The exogenous variables in the government sector are listed in
Table 7-1 in alphabetic order. The important variables affecting the house-
hold sector directly are the personal income tax rates {d;, and ), the indirect
business tax rate (d,,), the social security tax rates {ds, and dy,), the employ-
ment variables (HPGC,, HPGM,, JOBGC,, and JOBGAM ), and the level of
‘transfer payments (YG,). The important variables affecting the firm sector
directly are the profit tax rate (d,,), depreciation ({7EP,), the investment tax
credit variable (DTAXCR,), and the purchase of goods (XG,). The itnportant
variables affecting the financial sector directly are the reserve requirernent
ratio (g,,), the discount rate {(RD,), and the value of government securities
outstanding (FRG,). The depreciation of the firm sector is considered to be
an exogenous variable in the government sector in the sense that the govern-
ment controls by law the various allowable depreciation rates. The effects
on the economy of changing the various exogenous variables of the govern-
ment will be examined in Chapters Nine and Ten.



Chapter Eight

The Predictive Accuracy
of the Model

8.1 INTRODUCTION

The predictive accuracy of the empirical model is examined in this chapter.
In the next section the predictive accuracy of my forecasting model [14] is
compared to the predictive accuracy of other models. It is argued in this
section that the forecasting model appears, from previous results, to be at
least as accurate as other models. In section 8.3 the predictive accuracy of
the empirical model is compared to the predictive accuracy of the forecasting
model. The results presented in this section indicate that the empirical model
is more accurate than the forecasting model. This indirect comparison of the
empirical model with other models thus indicates that the empirical model
is more accurate. This conclusion is, as mentioned in section 1.1, clearly
tentative, and further tests and comparisons are needed before one can
hold this conclusion with much confidence.

The following comparisons are of ex post predictive accuracy,
not ex ante. An ex post forecast is a forecast that has been generated from
a model in a mechanical way (no subjective constant-term adjustments)
using the actual values of the exogenous variables. An ex ante forecast is
an actual forecast released by a model builder for a future period. It is based
on guessed values of the exogenous variables and may also have been gener-
ated from a model to which subjective constant-term adjustments were
applied.

Comparisons of the ex ante forecasting records of model builders,
which have been made in two recent studies by McNees [34], [35], are not
valid comparisons of the models. Because of the extensive use of subjective
constant-term adjustments by most model builders in actual forecasting
situations, the accuracy of the ex ante forecasts may not be at all a good
indicator of the accuracy of the models. Even if subjective constant-term
adjustments are not applied to a model, as in the case of my work with the
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forecasting model, the accuracy of the ex ante forecasts from the model is
still affected by the use of guessed rather than actual values of the exogenous
variables. In evaluating the accuracy of a model qua model it is clear that
actual rather than guessed values of the exogenous variables should be used.
This is not to say, however, that the kinds of comparisons that McNees has
made are not of interest. They are clearly of interest to people who want to
know who are currently the most accurate forecasters.

8.2 A COMPARISON OF THE
FORECASTING MODEL WITH OTHER
MODELS

The results in Fromm and Klein [26] indicate that my forecasting model is
at least as accurate, if not more so, than other models. Fromm and Klein's
results cover nine quarterly econometric models, four variables (GNP in
current dollars, GNP in constant dollars, the GNP deflator, and the unem-
ployment rate), two error measures (root mean square errors of levels and
first differences), and both within sample and outside sample forecasts (all
ex post forecasts). The within sample forecast periods are roughly the same
for all of the models, although the outside sample forecast periods are not.

One can get an indication of how the forecasting model performed
relative to the other eight models from the results in Table 8-1. Table 81
presents the rank of the model apainst the other models for each possible
category. For the within sample results, which are based on roughly the same
period, the model is generally at or near the top. The results are not particu-
larly good for the three- through five-quarter-ahead forecasts of the unem-
ployment rate, but are quite good for the three- through five-quarter-ahead
forecasts of the other three variables. For the ouiside sample results, the
‘model is always best for the two GNP variables. The model is not only best
for these variables, but is best by a substantial amount, as can be seen from
examining Tables | and 2 in [26]. For the GNP deflator, the outside sample
results deteriorate after three quarters ahead, and for the unemployment
rate the cutside sample results are not very good.

The cutside sample results, while providing a more stringent test
of the models, must be interpreted with some caution here because of the
different forecast periods used. It is also the case that the forecasting model
was reestimated up to the first quarter being forecast for each set of outside
sample forecasts, so that, for example, each five-quarter-ahead forecast was
never more than five quarters away from the end of the estimation period.
This was not true for the other models, although the outside sample forecast
period for each model did always begin with the quarter immediately follow-
ing the end of its {one) estimation period.

Although the overall results in [26] are not completely unambig-



Table 8-1. The Ranking of the Forecasting Model Against Eight Other Quarterly Models
{Results Are from Fromm and Klein [26]. Tables 1, 2, 3, and 4)

RMSE - Root Mean Square Error of Level Predictions
RMSEA - Root Mean Sguare Error of First Difference Predictions

Variable Within Sample
One Two Three Four Five
Quarter Ahead Quariers Ahead Quarters Ahead Quurters Ahead Quarters Ahead
RMSE RMSEA RMSE RMSEA RMSE RMSEA RMSE RMSEA RMSE RMSEA
Current Dollar GNP 4 (%) 4 (%) 2 (9) I (%) 19 3 (¥ 1 (9 3 (8 1 (8) 3
Constant Dollar GNP 3% 3 ) 6 (%) 1 (8 39 3 (8) 29 3 (8) I (8) 27N
GNP Deflator 29 NA 4 {9} INA 2 (% NA P9 NA 1 (8) NA

Unemployment Rate 27(9) NA 39 NA 5 (9} NA o (M NA 6 (8) NA

Outside Sample

Current Dollar GNP 1(8) L (T 148) L 1 (8 1(7) 1(8) LD 1 (6) L (&)
Constant Dollar GNP 1 (8) (7 1 (8) 1 (D 1(8) 1D 1) 1(7) 1 (6} 1 ()
GNP Deflator 1(8) NA 1 (8) NA 1 (%) NA 3(8) NA 6 (6) NA
Unemployment Rate 6 (8) NA 6 (8) NA 6 (8) NA 6 (8) NA 4 (6) NA

MNotes: 1. NA = Not Avaitable.

2. A superscript * denotes a tie.

3. The two annual models and the one monthly model considered in Fromm and Klein [26] were excluded from the rankings because
of lack of comparability.

4. The number in parentheses for each rank is the number of models used for the ranking. A complete set of results was not available
for every model.

5. The eight other models are (1) BEA (Bureau of Economic Analysis), (2) Brookings, (3) DHL 111 {University of Michigan}, (4) DRI-71
(Data Resources, Inc.), (5) Federal Reserve Bank of St. Louis, (6) MP5 {University of Pennsylvania), (7) Wharton Mark 11T (Univer-
sity of Pennsylvania), (8) Wharton Mark 111 Anticipations Yersion. )

6. The within sample prediction period was 196{E-19671V for all models except Brookings and the forecasting model. For Brookings
the period was 19591-19651V, and for the forecasting model the period was 19621-1967EV.
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uous in indicating that the forecasting model is the most accurate of the
models, they certainly do indicate that the model is at least no less accurate
than any of the other models. Another encouraging set of results about the
forecasting model is presented in Fair [13], where the ex ante forecasting
performance of the model is examined for the 1970111-19731I period. The
results in [13] indicate that the ex ante forecasts from the model, which are
never subjectively adjusted before being released, are nearly {but not quite)
as accurate as subjective ex ante forecasts.” The model appears to be the
first model that can be used in a mechanical way and produce reasonably
accurate results. ‘

Although, as mentioned in the previous section, the ex ante per-
formance of a model cannot be used in a rigorous way to evaluate its
accuracy, the result just cited is at least encouraging as to the model’s accur-
acy. This is especially true in the present case because the results in [13] also
show that the forecasting accuracy of the model would generally have been
improved had the actual values of the exogenous variables been known
(rather than guessed) at the time the forecasts were made. This latter con-
clusion Is certainly what one would expect from a model, but, as discussed
in [13], it does not appear to be true of other models. If the forecasting
accuracy of a model is not generally improved when actual values of exogenous
variables are substituted for guessed values, this both indicates the important
role that subjective adjustments play in the release of the ex ante forecasts
and, unless the differences are fairly small, calls into question the basic accur-
acy of the model.

There are some negative results regarding the accuracy of the
forecasting model that have occurred since the evaluation in [13] was com-
pleted. The model does not predict 1973 and 1974 nearly as well as it predicts
earlier years. This is true of both the ex ante forecasts that have been released
by me and the ex post forecasts that have been generated since the data on
the exogenous variables for 1973 and 1974 became available. The three
equations that perform the worst for 1973 and 1974 are the price equation,
the inventory equation, and the import equation.

The price equation substantially underpredicts the inflation that
occurred during 1973 and 1974, and the inventory and import equations do
not capture very well the large changes in inventory investment and imports
that occurred during these years. The other equations of the model appear
to have held up much better during 1973 and 1974. Their coefficient estimates
for the most part have not changed very much as the observations for 1973
and 1974 have been added to the sample period, and the residual estimates
for the quarters of 1973 and 1974 are not noticeably larger than the estimates
for earlier quarters.

The 1973-1974 period is not an easy period to predict, and it
appears to be the case that other models also do not predict this period
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nearly as well as they predict earlier periods. The periods considered for the
results in Fromm and Klein [26] do not include 1973 and 1974, and at the
time of this writing there are no similar comparisons of the models for the
1973-1974 period. It is thus unknown whether the predictive accuracy of my
forecasting model deteriorated more in 1973 and 1974 than it did for other
models. The conclusion of this section is thus that the forecasting model
appears to be at least as accurate as other models for the period prior to
1973, but that it is unknown whether this result is also true for the 1973-1974
periad.

Because of the uncertainty as to whether the accuracy of the
forecasting model deteriorated more in 1973 and 1974 than it did for other
maodels and because the poorer performance of the forecasting model in
1973 and 1974 can be traced in large part to the price, inventory, and import
equations, it was decided for the comparison of the empirical model and the
forecasting model in the next section to drop these three equations from
the forecasting model. The price level, inventory investment, and imports
were thus taken to be exogenous in the forecasting model. The empirical
model was not changed, so that these three variables remained endogenous
in the empirical model.

This procedure clearly biases the results in favor of the forecast-
ing medel and thus provides a more stringent test of the empirical model.
If the empirical model is more accurate than this less endogenous version of
the forecasting model, then the conclusion that the empirical model is also
more accurate than other models can be held with more confidence than it
could be if the empirical model were merely more accurate than the compiete
version of the forecasting model. Although it may be that the complete
version of the forecasting model is less accurate than other models for the
1973-1974 period, it seems unlikely that the less endogenous version is also
fess accurate.

8.3 A COMPARISON OF THE
EMPIRICAL MODEL AND THE
FORECASTING MODEL

For a comparison of the predictive accuracy of two models to be fair, the
prediction periods should be the same for both models, and both models
should be of the same degree of endogeneity. Requiring the prediction periods
to be the same rules out the obvious possibility that one model will perform
better than another merely because of an easier prediction period used.
Requiring the models to be of the same degree of endogeneity rules out the
possibility of one model performing better merely because it treats important
endogenous variables as exogenous. One model should not treat as exogenous
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any variable that the other model treats as endogenous and that most people
would agree is in fact truly endogenous.

' It is also desirable il possible for the predictions to be outside
sample and dynamic. Requiring the predictions to be outside sample rules
out the possibility of a model performing well merely because of much
diligence on the part of a model builder in getting her or his model to fit the
estimation period well. This requirement, in other words, lessens the possi-
bility that a model will perform well merely because of data mining, Since
lagged endogenous variables play an important role in most macreeconomet-
ric models, requiring the predictions to be dynamic provides a good way
of testing whether the dynamic structure of the economy has been captured
adequately in the model.

The empirical model and the complete version of the forecasting
model are not of the same degree of endogeneity. Both take government
variables, population, and exports as exogenous, but the forecasting model
also takes as exogenous the mortgage rate, deposit flows into Savings and
Loan Associations and Mutual Savings Banks, a consumer sentiment
variable, and a variable measuring plant and equipment investment expecta-
tions, The empirical model takes as exogenous relative prices and the price
of imports, which are not part of the forecasting model and therefore not
taken as exogenous.

Overall, it is clear that the forecasting maodel is of a lesser degree
of endogeneity than is the empirical model. This is, of course, even more
true for the less endogenous version of the forecasting model. The following
comparison of the empirical model and the forecasting model is thus not
ideal, even though all the other requirements discussed above have been
met, and, as discussed at the end of the previous section, one should consider
the comparison as being somewhat biased in favor of the forecasting model.

The empirical model was estimated through 197411, Data through
19751 were collected for this study, and so there are three quarters available
for outside sample comparisons. Two prediction periods were considered
for the comparisons in this section: a within sample period of 46 observa-
tions (19631-1974I1) and the outside sample period of 3 observations (1974111~
19751). The estimates of the forecasting model that were used for the results
in this section are presented in Appendix B to this volume. The forecasting
maodel was also estimated through 197411 to put it on a comparable basis
with the empirical model. Both static and dynamic predictions were generated
for the two models.

The accuracy of the two models is compared in Table 8-2. The
table is fairly self-explanatory, and so the following is only a brief discussion
of the results. Consider first the static, within sample results. For these
results the two models are quite similar, The forecasting model is slightly
more accurate with respect to predictions of current dollar GNP, but some-



Table 8-2. The Predictive Accuracy of the Empirical Model versus the Forecasting Model

EM = Empirical Model, TSLS Estimates
FM = Forecasting Model with Inventory Investment, Imports, and the Price Level Exogenous
RMSE = Root Mean Square Error of Level Predictions
RMSEA - Root Mean Square Error of First Difference Predictions

19631-197411 19631-197411 197411-19751 197411-1975F
{within sampie)} (within sample} {outside sample} {autside sample)
DYNAMIC STATIC DYNAMIC - STATIC
Variable Variable RMSE RMSEA RMSE RMSE RMSEA RMSE
i EM in FM EM FAM EM FM EM FM EM M EM Fu EM M
GNP, GNP, 9.10 9.87 7.60 5.47 5.19 5.09 1064 26.84 12.85 2595 6.83 23.87
Y, GNPR, 9.12 7.74 520 413 366 3.84 5.95 15.59 7.66 15.35 6.12 14.01
100 UR, HO- LR, 0.437 0860  0.264 0,234 0227 0202 0760 0982 0745 (.742 0.374  0.667
PCS,CS, CS, 455 1.24 1.50 1.15 1.21 1.11 278 355 1.99 333 205 3.19
PCN.CN, N 3.62 7.59 2,12 2.31 1.76 2.25 1.68 3.46 2.68 4.62 292 4.93
PCDCD, CD, 4.23 3.21 3.09 260 237 2.44 7.73 12.67 12,19 1497 1179 1376
PIHIH, 1H, 3.78 2.85 276 1.30 1.36 0.89 9.86 9.4 6.28 4.76 5.20 3.22
TLF,, LFy, 77 104, 51, 50. S1. 50. 132 189, 184. 203. 166, 201,
TLF, LF,, 827. 296. 215. 209, 182. 193. 488, 370. 294, 249, 237. 264.
MOON, D, 314, 336, 242, 254, 21 235. 130. 2. 124, 121, 59, 203.
PFFINY, IP; 224 3.06 1.33 1.46 1.44 1.41 3.83 7.42 2.29 4.01 2 4.25
JOBF, M, 1126, 909, 257. 269. 235. 248. 459, 806, 582, 758, 436, 660.

EMPL, E; 966. 730. 285, 249. 234, 224, 540. g876.  670. 868. 492. T55.

Note: See Appendix B for a definition of the variables in the forecasting model. Root mean square errors for flow variables are at
annual rates. :
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what less accurate with respect to predictions of constant dollar GNP and
the unemployment rate. For the components of current dollar GNP, the
empirical model does worst relative to the forecasting model with respect to
the predictions of housing investment, which reflects in large part the fact
that the forecasting model takes the mortgage rate and deposit flows into
Savings and Loan Associations and Mutual Savings Banks as exogenous.
Somewhat surprisingly, the two models are of about the same degree of
accuracy with respect to predictions of plant and equipment investment.
even though the forecasting model takes plant and equipment investment
expectations as exogenous,
Consider next the dynamic, within sample results in Table 8-2.
The discussion here will concentrate on the RMSE results. The empirical
model is slightly more accurate with respect to predictions of current dollar
GNP, somewhat less accurate with respect to predictions of constant dollar
GNP, and considerably more accurate with respect to predictions of the un-
employment rate. Even though the forecasting model is less accurate with
respect to predictions of the unemployment rate, it is more accurate with re-
spect to predictions of the level of employment (EAMPL, or E,) and the level
of nonprime-age-male labor force (TLF;, or LF; ). With respect to the com-
ponents of GNP, the empirical model is better for nondurable consumption
and plant and equipment investment and worse for service consumption,
durable consumption, and housing investment.
~ Consider finally the outside sample results in Table 8-2. It is
obvious from these results that the empirical model is more accurate than
the forecasting model for the outside sample period considered here. The
three quarters that comprise this period are not easy quarters to predict,
and the empirical model clearly does a better job in predicting them than
does the forecasting model. When the forecasting model is made more
endogenous by adding back in, in various combinations, the price, inventory,
and import equations, the results are worse than those presented in Table
8-2. Consequently, the poorer results for the forecasting model in Table §-2
are not due to an unfortunate exclusion of equations that cause the overall
model to be less accurate than it would be if the equations were not excluded.
_ Although the outside sample results are based on only three
observations, the overall results in Table 8-2 clearly indicate that the empiri-
cal medel is more accurate than the forecasting model. The within sample
results are about the same for the two models. and the outside sample results
are considerably better for the empirical model. Since the forecasting model
appears from the results in the previous section to be at least as accurate as
other models, the tentative conclusion here is that the empirical model is
more accurate than other models. This conclusion is tentative because of the
uncertainty as to whether even the less endogenous version of the forecasting
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model is as accurate as other models for the 1973-1974 period. Clearly more
comparisons are needed before any definitive conclusions can be drawn.
It should be noted, however, that even if it turns out that the less endogenous
version of the forecasting model is less accurate than other models for the
1973-1974 period, it may still be the case that the empirical model is more
accurate. The empirical model is substantially more accurate than the fore-
casting model for the outside sample results in Table 82, not just margin-
ally so.

8.4 FURTHER RESULTS ON THE
PREDICTIVE ACCURACY OF THE
EMPIRICAL MODEL

The purpose of this section is to consider the predictive accuracy of the
empirical model in somewhat more detail. Two of the questions considered
in this section are how the accuracy of the model estimated by TSLS com-
pares to the accuracy of the model estimated by FIML, and how accurate
the model is during recessionary periods and other hard-to-forecast periods,

Results that are relevant to answering the first question are
presented in Table 8-3. Two prediction periods are considered in the table:
a within sample period of 82 observations (1954I-197411) and the outside
sample period of 3 observations (1974I1[-19751)°. Results for both static
and dynamic predictions and for both the TSLS and FIML estimates are
presented in the table. The results in Table 8-3 are again fairly self-explana:
tory, and the discussion here will only highlight some of the more interesting
ones.

First, a comparison of the TSLS and FIML results in the table
yields no obviows winner. The results are generally fairly close for the two
sets of estimates, and there are no strong grounds for arguing that one set
of results is better than the other. One would, of course, expect the results
to be fairly close because of the closeness of the TSLS and FIML estimates
themselves. As discussed in Chapter Three, it is not ¢lear how close the
FIML estimates obtained in this study are to the true FIML estimates, and
so the FIML results in Table 8-3 must be interpreted with some caution.
It may be, as the results in Table 8-3 indicate, that the predictive accuracy
of the model is about the same for both the TSLS and FIML estimates, but
one should probably reserve judgment on this until further experimentation
is done on trying to obtain true FIML estimates of the model.

Consider next the accuracy of the model regarding the predic-
tions of the bill rate. For the TSLS results, the root mean square errors of
the level predictions of the bill rate range from 1.81 percentage points for
the static, within sample results to 4.14 percentage points for the dynamic,



Table 8-3. Further Results on the Predictive Accuracy of the Empirical Model

FIML = FIML Estimates Used
TSLS - TSLS Estimates Used
RMSE = Root Mean Square Error of Level Predictions
RMSEA = Root Mean Square Error of First Difference Predictions

19541-197411 19541-197411 197411119751 1974H1-19751
{within samplie} {within sample) (oursicte sample) (outside sample)
DYNAMIC STATIC DYNAMIC STATIC
Equation
No. in RMSE RMSEA RMSE RMSE RMSEA RMSE
Table 2-2  Varighle FIML TSLS  FIML TSLS FIML TSLS  FIML -TSLS - FIML TSLS  FIML TSLS
16, ¥, 8.15 6.24 5.88 6.28 345 347 5.88 595 6.40 7.66 6,16 6.12
9. PF, 0.0156 00147  0.0060 0.0056 0.0051 0.0049 0.0046 00097 0.0063 0.008% 00052 0.0016
GNP, 7.84 9.7t 7.30 8.03 4.90 493 7.88 10.64 10.23 12,85 6.20 6.83
83. UR, 0.574  0.529 (.352  0.35% 0240  0.238 0.945  0.760 0737 0,745 0462 0374
0. RBILL, 104 2.59 291 3.03 1.84 1,81 475 4.14 6.44 6.48 4.26 2.97
1 CS, 681 - 420 £.23 .09 0.81 0.80 2.27 i.f3 £.23 [ A 1.57 1.29
2. CN, 5.43 4.65 1.42 1.42 1.23 .22 1.39 1.45 248 2.55 2.01 2.03
46. Cch, 278 2.56 2.68 2.62 1.83 1.84 6.53 6.16 9.52 9,98 9.60 9.29
47, IH, 312 3260 2.62 3.37 1.13 ti2 4.70 4.88 2.57 2.98 2.1 2.53
5. TLF,, 169, 13z, 65. 65. 58. 58. 129, 132, 183. 184. 163. i66.
6. TLF,, 462. 407, 258. 253, 221. 223, 382, 488. 234, 294, 222 237,
7. MOON, 319 292, 236. 258. 218. 219, 102, 130 [05. 124, 60. 39.
8. DDH, 392 3.27 2.70 2.35 175 1.70 5.53 7.67 2.91 4.32 2.35 2.89
11, INV, 2.00 1.7t 100 0.96 0.96 0.935 2.09 2,31 1.03 118 1.25 1.24
12. JORBF, 876. 691, 319. 310. 264. 263. 394, 459, 613, 582, 497, 436,
13. HPF, 2.04 1.97 199 1.97 1.56 1.55 268 2.33 1.23 i.16 1.97 2.01
14. HPFO, 3.09 104 229 237 2.59 2.60 34] 3.46 4,00 4.24 3.30 3131
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YH,
SAVH,
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0.60
2.20
4.70
6.89
4.09

0.97
0.85
0.79
310.

1.48

0.57
1.22

0.87
7.83
3.05
7.99
6.34
40.74
9.42
8.10
104.83
4.74
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1.78
4.47
3.85
721,
422,

0.98
1.98
318
6.49
383

0.86
0.81
0.72
9.

.46

0.50
1.05

0.63
5.93
3.10
7.30
5.81
38.46
11.56
747
97.19
3.46
2,99
[.78
4.69
365
597.
394.

0.24
0.84
0.48
0.46
5.41

0.65
0.81
0.66
540.

0.93

0.35
0.55

(.56
5.4
333
8.97
4.08
1.64
3.57
474
76.41
310
2.44
1.27
4.94
4.48
305.
259,

0.25
.80
0.44
0.45
5.24

0.64
0.80
0.62
333,

0.93

0.36
0.50

0.48
567
3.3%
9.46
4.92
1.53
162
5.62
76.49
2.65
207
1.27
3.24
4.79
320,
263.

0.26
.68
.38
0.32
37

0.49
0.48
0.19
213,

0.80

.35
0.39

0.34
318
2.51
6,12
3.1t
0.97
133
3.00
52.43
1.83
1.48
§.06
3.26
2.6]
236.
187.

0.26
0.69
0.38
0.32
.67

0.51
0.47
0.19
211.

0.80

0.35
0.38

0.33
315
2.47
3.84
296
0.97
3.38
289
5196
.81
1.47
1.05
324
2.62
246.
85,

0.54
0.17
042
0.39
16.59

2.22
1.07
0.51
696.
4.14

2.99
0.48

.99

1.33

6.68
19.46
11.3t

9.45
11.97
175.88
5.41
5.67
9.80
10.38
10.33
685.
833,

(.79
.23
0.50
1.25
16.11

212
1.27
0.43
8l6.

3%

2.5%
0.84

1.44
702
6.88
19.97
10.59
3.33
12.90
13.17
208.13
7.88
6.81
10.27
10.94
11.09
540.
T

0.37
0.47
0.67
0.67
17.56

2.56
1.5¢
0.63
848,

2.74
0.84

0.51

12,13
10.87
15.50
16.46

IO 6d
12.47
173.50
295
3.59

11.77
11.26
683,
679.

(.41
0.27
0.43
0.39
18.79

2.65
1.93
.51
1009,

275
1.06

0.78
12.65
11.12
18.56
14.77
328
11.52
12.96
06279
4.55
4.49
7.83
13.38
13.10
670.

"GBR.

0.35

- 0.20

0.49
0.28
i7.84

2.46
(.96
0.89
383,

3.36

1.66
.62

0.41
i2.35
7.95
i6.85
15.06

7.84
11,75
146,70
2.13
3.658
7.83
10.20
9.26
545.
417.

0.38
0.12
0.41
(.32
16.29

218
0.86
0.86
587,

3.36

i.37
0.54

0.52
12.11
7.68
12.95
k4.94

8.89
10.96

i46.72

2.7
352
8.15
9.09
3.53
492,
333,

Mote: Root mean square crrors for Alow variables are at asnnaf rates.
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outside sample results. Given the way the bill rate is determined in the
model, these errors seem fairly reasonable, although they are by no means
as small as one might hope.

" 1 thought in the initial phases of this study that the FIML esti-
mates would lead to more accurate predictions of the bill rate than would
the TSLS estimates. As mentioned in Chapter Three, the FIML estimator
does not require that there be 2 natural left-hand side variable for each
equation, and since there is no equation in which the bill rate appears natu-
rally as a left-hand side variable, the FIML estimator appears to be the natural
estimator to use for the model. Since the FIML estimator, unlike the TSLS
estimator, takes into account in an explicit way the fact that the bill rate is
implicitly determined in the model, one might expect the predictions of the
bill rate to be more accurate for the FIML estimates than for the TSLS
estimates. This unfortunately is not the case for the results in Table 8-3,
Again, however, this may be due to a failure to obtain estimates that are
close to the true FIML estimates, and so one should probably reserve judg-
ment on this issue as well until more experimentation is done,

The FDYN estimator discussed in Chapter Three also takes into
account the fact that the bill rate is implicitly determined in the model, and
if in future work it is possible to obtain FDDYN estimates of the model, it
will be of interest to see if these estimates lead to more accurate predictions
of the bill rate than have been obtained so far.

Two final points about the results in Table 8-3 will be made here.
First, the accuracy with which the model predicts SAVR, is the accuracy
with which it predicts the U.S. balance of payments on current account.
The RMSEs for SAVR, in Table 8-3 range from about a billion dollars (at
an annual rate) for the static, within sample results to about ten billion
dollars for the dynamic, outside sample results. Second, the accuracy with
which the model predicts S4 VG, is the accuracy with which it predicts the
budget deficit or surplus of the government. The RMSEs for SA VG, range
from about three bitlion doilars to about ten billion dollars. The RMSEs
for SAVG, are always quite close to the RMSEs for the total net tax collec-
tions of the government (74 X).

Results that pertain to the question of the accuracy of the model
during hard-to-predict periods are presented in Tables 8-4, 8-5, and 8-6.
The three periods considered in these tables are 19551-19621V, which encom-
passes the 1958 and 1960 recessions; 19681-19741, which encompasses the
1970 recession and the beginning of the 1974 recession; and 1974111-19751,
which is the outside sample period considered in Tables 8-2 and 8-3. The
period between 19621V and 19681 was not considered because it is a period
of fairly smooth growth.

The results in Tables 84 and 8-5 are taken from the dynamic
simulation using the TSLS estimates that began in 19541. The predictions
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in these two tables are within sample predictions. The results in Table 8-6
are taken from the dynamic simulation using the TSLS estimates that began
in 1974III. The predictions in this table are outside sample predictions.
Predictions for five variables are presented in the tables: Y,, PF,, GNP,, UR,,
and RBILL, Again, the results in the three tables are fairly self-explanatory,
and the following discussion will only highlight a few of them.

There is no question that the model stays roughly on track over
time. The model ends the dynamic 82-quarter simulation in 197411 (Table
§-5) with an error for ¥, of only 11.2 billion dollars and an error for the
unemployment rate of only 0.51 percentage points. The error for the price
level is —0.025, or about — 1.8 percent. The fact that the model ends the
simulation in this way means that any large errors that it might make along
the way tend to get corrected over time.

Consider now the results in Table 8-4 and concentrate on those
quarters in which the error in predicting ¥, is greater than 10.0 billion
dollars in absolute value. The first such quarter is 19581. ¥, decreased by
18.1 billion dollars from 195711 to 19581 (from 406.8 to 388.7), whereas the
model predicted a decrease of only 7.0 billion dollars (from 406.9 to 399.9).
The prediction error in 19581, the trough for Y,, is 11.2 billion dollars. The
model predicted the trough for ¥, to occur two quarters later than it did.
The predicted value of ¥, for this quarter (1958111} is 392.4 billion doHars,
which compares closely to the actual trough value of 388.7 billion dollars.
The model thus caught the magnitude of the 1958 recession fairly well, but
missed some of the timing.

Regarding the predictions of the unemployment rate during the
1958 recession, the model had it peaking in 1958111 at 7.24 percent, which
compares to the actual peak a quarter earlier of 7.38 percent. The bill rate
predictions for 19581 and 195811 are both much too high. The prediction
for 195811 is 7.77 percent, which compares to the actual rate of only 1.02
percent. There are a number of quarters in Tables §-4, -5, and 86 in which
very large errors are made in predicting the bill rate, and 19581 and 195811
are clearly two of them.

The next large errors for ¥, occur in 19591V and 19601, where
errors of 19.2 and 13.8 billion dollars are made. The economy is difficult to
predict for 19591V and 19601 because of the effects of the 1959 steel strike,
and not much importance should be attached to the results for these two
quarters.

The model caught the 1960 recession about as well as it caught
the 1958 recession. Y, reached a trough of 429.2 billion dollars in 19611. The
model predicted the trough to occur a quarter later, The predicted value of
Y, for this quarter (19611II) is 429.7 billion dollars, which compares almost
exactly to the actual trough value of 429.2 billion dollars. The model pre-
dicted the unemployment rate very well during this period. The unemploy-



Table 8-4. Predicted and Actual Values for Five Variables for the 1955|-19621V Period

Dynamic Predictions Using TSLS Estimates
Prediction Period Began in 19541

P = Predicted Value

A - Actual Value

E=pP -4
Y, PF, GNP, 100- UR, RBILL,
Quarter P A E P A E P A E P A E P A E
19551 380t 3817 16 0.825 0.825 0.000 1856 3862 06 4.73 475 002 036 1.26 —0.90
11 3912 23893 19 0.828  0.825 0.002 398.0 394.4 36 398 442 044 0.68 L6 —@a.93
11T 3958 3957 0.1 0.830 0831 --0.001 402.8 4025 0.3 3.6F 415 054 0.85 1.86 —1.04
v 400.3  399.7 0.6 (0.831 0839 —0.008 4068 4087 --2.0 338 425 087 0.57 235 —1.78
19561 4059 3972 8.7. 05841 0.846 —0.004 417.5 4106 6.9 312 407 —096 330 238 (.93
It 404.8 398.1 6.7 0.8349 0.851 -0.0602 421.8 4162 56 323 423 —1.00 3.82 260 1.23
1Tt 402.5 3973 52 0.857 0.859¢ -—0.002 424.9 4207 43 368 417 —049 6.16 2.60 3.57
v 399.1 4039 -39 0860 0.867 —0.008 4222 4294 7.2 435 4.14 0.21 1.79 3.06 —-1.27
19571 4093 4055 37 0.868 0.880 - 0.012 4355 4372 L7 429 369 0.30 250 37 —0.67
u 410.5 4050 55 - 0.878 0.883 —0.005 4427 4397 29 4.26 4,10 Q15 555 116 2.39
HIE 406.9 406.8 0.0 3.885 0.88¢ -0.004 4443 4462 1.9 475 4.25 0.50 455 3.38 EET
v 400.1  399.6 6.5 0.892 0.89¢ 0002 4460 4414 4.6 547 496 .51 5.15 334 1.81
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19581 3999 3887 11.2 0.898 0.896 0.002 4456 4348 10.8 623 630 —0.07 590 1.84 4.06
11 3953 3%0.2 5.1 0.905 0.897 0.008 446.3 438.6 7.8 6.84 7.38 0.54 177 1.02 6.75
m 3924 4013 -89 0.898 0901 —0.003 4410 4516 - 106 724 7.33 —0.09 660 171 —1.11
v 4108 4119 1.1 0901 0906 --0.006 460.8 4644 35 6.57 6.38 0.19 i25 279 —1.53

19591 419.1 4i8.7 0.4 0.899 0912 —0.013 468.1 4739 59 590 5.83 0.07 0.88 280 3192
II 430.1 4302 —0.1 0.399 0515 --0016 479.2 4866 —7.4 5.20 514 0.07 .22 3.02 .80
111 4308 4234 74 0.885 0919 —0.034 4755 4838 83 6.04 532 0.72 007 353 —~346
iv 4486 4294 192 0.902 0.920 0.019 500.7 4902 0.5 495 562 —0.68 9.60 4.30 5.30

19601 4529 4391 138 09508 0922 0014 3099 5029 7.0 529 519 010 1189 394 795
it 4288 437.0 -—8.2 0.906 0924 —0.018 487.3  504.7 17.4 609 520 0.83 219 209 -0.90
L1 437.5 4350 2.5 0909 0925 0.015 4996 5042 —46 6.65 -5.58 .07 207 239 —0.32
v 443.0- 4307 122 0917 0928 —0.011 510.2 5032 7.0 651 628 023 6.66 236 4.30

19611 438.2 4292 4.0 0.924 0929 0,003 509.7 3503.6 6.1 6.60 680 -—0.20 909 238 6.71
1 429.7 4396 99 0.924 0931 --0.007 501.0 5149 139 7.07 699 0.07 228 232 004
m 4418 4478 —6.1 0918 0930 -—-0.012 5123 3242 -—-119 6.71 677 —0.07 042 232 1.9]
v 4528 4572 44 0.924 0934 —0.010 52719 5377 9.8 375 620 —045 230 248 0B

19621 461.8 4643 —2.5 0925 0935 —0.010 3399 5478 840 520 564 —044 2.57 2734 —0.17
il 4753 4720 32 0930 0938 —0.008 5560 5572 —1.2 483 551 -0.68 501 272 2.29
I 478.0 4769 1.1 0.936 0939 —0.003 563.2 5644 —1.2 490 557 —0.6} 8,23 286 538
v 478.7 4822 36 0936 0942 —0.006 564.8 5719 - 7.2 549 554 —0065 3.05 280 0.25

Notes: Values for ¥, and GNP, are at annual rates.
E does not always equal P — A in the table because of rounding.
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Table 8-5. Predicted and Actual Values for Five Variables for the 19681-1974ll Period

Dynamic Predictions Using TSLS Estimates

Prediction Period Began in 19541
P = Predicted Value
A ~= Actual Value

E=P—A
Y, PF, GNP, 100- UR, RBILL,
Quarter P A E P A E P A E P A E P A £
19681 6135 6223 -89 1.057 1.053 0.004 826.5 8340 7.5 366 377 010 4.62 506 —044
1I 627.2 6339 —6.6 1055 1.062 —0.007 8451 8574 123 340 358 —0.18 077 551 474
IIE 6394 6400 0.6 1.069 1.071 —0.002 873.3 38752 1.9 2.83 355 072 493 523 —0.30
v 647.1 6443 2.8 1.072 1.082 —0.011 887.0 8902 3.2 278 343 —~0.66 1.88 5.58 370
19691 6545 6501 4.3 1088 1.093 —0.00% 9089 9069 2.1 2.56 342 086 601 6.14 —0.13
1T 653.1 6528 04 1.098 1.105  --0.007 9193 9235 42 277 346 —0.69 584 624 040
HE 6359 6354 0.5 1.109 1118 —0.009 936.5 9418 53 311 363 052 846 7.05 1.41
v 636.0 651.5 4.5 1119 1.13¢6  --0.01} 9465 9489 24 3160 362 —0.02 655 732 —0.76
19701 652.5 6475 5.0 1131 1,143 —0.012 956.5 9585 2.1 423 419 0.04 921 71.26 1.94
11 6518 6417 4.2 1.137 1.155 —0.018 963.2  970.6 -7.4 487 476 011 401 675 -2.74
I 657.5 653.0 4.6 1.148 1.164 -0.016 98{.0 9874 6.3 521 5.20 0.01 424 637 -2.13
v 633.6 6448 8.7 1.158 1.185 —0.027 9832 9918 —R6 560 584 —0.24 490 536 046
19711 6698 6624 7.5 1164 1.185 - 6.631 10140 10278 —139 564 596 033 278 3186 -1.09
H 6770 667.1 29 1.174 1.207 —0.033 10343 10473 130 546 592 —047 4.56 4.21 0.36
111 687.6 671.2 164 1.185 1.215 0.030 10587 10613 2.0 539 397 058 6.43 505 1.38
v 6934 6825 109 1.196 1216 —0.021 1080.4 1083.2 -2.8 5.53 597 045 775 4.23 3.51
19721 694.5 694.3 0.2 t204 1.232 0028 906 11150 —24.4 581 582 00! 514 34 170
i 7043 7098 —5.5 1.208 1.237 —0.029 1108 11430 —-322 597 5.68 (.29 1.68 3.75 —2.06
m 7194 7207 —1.3 1214 1244 -0.039 11426 11693 —26.7 565 5.56 0.08 1.24 424 --3.00
v 7397 736.1 36 1.228 1.253 —0.025 1186.6 12047 - 18.1 5.05 531 —0.26 3.55 485 -—1.10

AUMIIY DHUOUOIS0LI8LY 10 3P0 W 001



19731
I
1
v

19741
H

758.6 7549 37
764.0 7584 35
759.2 7620 28
7593 7666 —74
766.0 7513 147
7587 1476 112

1,235 1.264 --0.025
1.261 1.281 —0.020
1.289 1.298 ---0.009
1.310 1328 —0.018
1.352 1374 —0.022
1.399 1.424 —0.025

12328
1267.5
1297.5
1316.6

1361.0
1380.7

1248.9
1277.9
1308.9
1344.0

1358.8
13838

—£6.1
—10.3
—11.3
—27.5

2.2
3.1

4.58
4.28
4.64
5.13

5.28
5.63

4.9%
4.91
4.76
475

—0.42
- 0.63
—{.12

0.38

0.14
0.51

2.87
5.44
12.37
297

7.02
10.27

5.64 277
6.61 —1.7
839 3198
746 —4.49
760 —0.58
8.27 2.00

Motes: See notes to Table 8—4.

Table 8-6. Predicted and Actual Values for Five Variables for the 1974111-1975! Period
Dynamic Predictions Using TSLS Estimates
Prediction Period Began in 1974111
P = Predicted Value
A - Actual Value
E=P—A
Y, PF, GNP, 100- Uk, RBILL,
Quarter P A E P A E P A E P A E P A E
1974111 7345 7435 —89 1469 1.468 0.000 14048 14163 —115 585 5.51 0,34 841 8.29 0.12
v 722.5 7240 —1.3 1.501 1.515 —-0.014 14178 14309 —13.1 649 660 -0.10 260 734 —474
19751 703.6 6987 49 1.546 1.555 —0.009 1422.5 1416.6 59 7.08 8.35 -1.27 11.26 5.87 5.38

Notes: See notes to Table 8-4.
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162 A Model of Macroeconomic Activity

ment rate reached a peak of 6.99 percent in 13611, which compares almost
exactly to the predicted peak in the same quarter of 7.07 percent.

Consider next the resulis in Table 8-5. The first errors for ¥, of
greater than 10.0 billion doilars occur in 1971111 and 19711V, The model
predicted that ¥, would increase more in the last half of 1971 than it actually
did. The model was back on track in 19721, however, and it stayed fairly
much on track until 19741, where it failed to predict the decrease in ¥, that
occurred in that quarter. The unemployment rate predictions are all fairly
good in Table 8-5. All the errors are less than & percentage point, with the
largest error of (.86 percentage points occurring in 19691, The largest value
of the bill rate for the period considered in this study is $.39 percent in
1973111, and it is interesting fo note that the largest predicted value of the
bill rate also occurs in this quarter, 12.37 percent.

All the errors in predicting the price level in Table 8-5 are nega-
tive except for the first one, The errors are not, however, particularly large.
The largest error oceurs in 197111 (—0.033), where the actual value is about
2.8 percent larger than the predicted value. The largest three errors in pre-
dicting the rate of inflation in Table 8-5 occur in 196811, 19701V, and 1973111,
The actual rates in these three quarters {at an annual rate) are 3.5 percent,
7.4 percent, and 5.4 percent, respectively, while the predicted rates are
—0.8 percent, 3.5 percent, and 9.2 percent, respectively.

The final predictions to consider are the ones in Table 8-6.
These predictions are outside sample predictions for a fairly difficult period,
and so they provide a good test of the model. ¥, decreased by 48.9 billion
dollars from 197411 to 19731 (from 747.6 to 698.7). The model predicted a
decrease in this period of 44.2 billion dollars (from 747.6 to 703.6). Not a
bad prediction. The price level increased at an annual rate of 12.5 percent
in this three-quarter pertod (from 1.424 to 1.553). The model predicted an
increase of 11.6 percent (from 1.424 to 1.546). Not bad again, This is clearly
a remarkable performance by the model given the extreme behavior of the
economy during this period and the fact that the predictions are outmde
sample predictions.

The unemployment rate increased from 5.15 percent in 197411
to 8.35 in 19751, The model predicted an increase to 7.08 percent in 19751,
and so it underpredicted the increase by [.27 percentage points. The model
predicted the bill rate almost exactiy in 197411, but it underpredicted the
bill rate by 4.74 percentage points in 19741V and overpredlcted the bill rate
by 5.38 percentage points in 19751,

This complefes the examination of the predictive accuracy of
the model. While some of the above discussion has concentrated on the
more negative results, the overall performance of the model appears quite
good. There are only a few cases in which the model does not appear capable
of tracking well the quarter-to-quarter performance of the economy. The
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outside sample predictions for 1974111, 19741V, and 19751 in Table 8-6 are
particularly encouraging regarding the model’s accuracy. The predictions
of the bill rate are clearly in the most need of improvement. At times very
large errors are made by the model in predicting the bill rate. As mentioned
above, these errors may be lessened by the use of estimates like FIML and
FDYN, but as of now this is only a conjecture.

NOTES

*The resules of the two studies of McNees {34], [35], are consistent with this
conclusion. The ex ante performance of the model is not generally as good as the ex ante
performance of the other (subjectively adjusted) models, but it is not too far beiow the
others.

'Regarding the 19541-197411 period, data on one endogenous variable,
HPFO,, are only available beginning in 19561. Since HPFQ, is endogenous and enters the
model only contemporanecusly, the lack of data on HPFO, causes no problem except in
computing its error measure. For purposes of computing RMSE and RMSEA for HPFO,
in Table 8-3 for the 82-observation period, the predictions of HPFO, for the first eight
quarters (19541-19551V) were compared to the single-equation predicted values of HPFO,
gengrated from Equation 14 in Table 2-3 using the actual values of HPF,.






Chapter Nine

The Properties of the
Model

9.1 INTRODUCTION

Section 9.3 contains a detailed examination of the properties of the model.
The properties are examined by observing how the model responds to changes
in the exogenous variables. The resulis in section 9.3 are useful not only in
showing the quantitative properties of the model, but also in pointing out
the various asymmetrical properties of the model, in pointing out the various
tax leakages that occur when a government policy variable is changed, and
in Indicating what the consequences are of the fact that the model is closed
with respect to the flows of funds. Before proceeding to the detailed examin-
ation in section 9.3, the model will be briefly reviewed in the next section,

9.2 A BRIEF REVIEW OF THE MODEL

The important variables affecting the household sector are: the various
price deflators, the wage rate, nonlabor income, the marginal personal
income tax rate, the bill and mortgage rates, the value of assets of the previous
period, the hours constraint variable, and the loan constraint variable.
Nonlabor income includes transfer payments from the government. The
seven main decision variables of the household sector are: expenditures on
services, nondurable goods, durable goods, and housing, the labor force
participation of men 25-54 and of all persons 16 and over except men 25-54,
and the percentage of people moonlighting. These latter three variables are
referred to as “work effort” variables.

When prices rise relative to the wage rate, this has a negative
effect on consumption and work effort. The negative effect on work effort
means that a rise in prices relative to the wage rate has, other things being
equal, a negative effect on the unemployment rate. The effect on the unem-
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ployment rate is negative in this case because the size of the labor force has
decreased. The interest rates have a negative effect on consumption and a
slight positive effect on work effort. This latter effect means that a rise in the
ihterest rates has a direct positive effect on the unemployment rdte.

Raising net taxes cither by increasing the marginal tax rate or
by decreasing the level of transfer payments has a negative effect on con-
sumption, the effect of the decrease in transfer payments working through
the nonlabor income variable. Increasing the marginal tax rate has, however,
a negative effect on work effort, while decreasing the level of transfer pay-
ments has a positive effect. Therefore, raising net taxes by increasing the
marginal tax rate has a direct negative effect on the unemployment rate,
whereas raising net taxes by decreasing the level of transfer payments has a
direct positive effect, :

The value of assets of the previous period (4, .,) has a positive
effect on consumption and a negative effect on work effort. Much of the
variance of A, is due to the variance of CG,_,. the variable measuring
capital gains or losses on corporate stocks held by the household sector,
Consequently, much of the effect of 4, _, on the household sector is reflect-
ing the effect of C'G,_,. Since 4,_, has a negative effect on work effort, this
means that an increase in stock prices in period # — I has a direct nepative
effect on the unemployment rate in period ¢

The five main decision variables of the firm sector are its price,
production, investment, employment demand, and wage rate. The important
variables affecting this sector are: the price of imports, the bond rate, the
investment tax credit, the level of sales, the amounts of excess labor and
capital on hand, the variable measuring labor market tightness (), the
labor constraint variable, and lagged values of the price level, the wage rate,
production, and the stock of inventories.

The bond rate has a contractionary effect on the firm sector, An
increase in the bond rate causes the firm sector to raise its price, thus lower-
ing sales. Lower sales lead the firm sector to decrease its production, invest-
ment, and employment demand. In a similar manner, a decrease in the
investment tax credit has a contractionary effect on the firm sector, since
it causes the firm sector to raise its price. The same also holds true for an
increase in the price of imports.

With respect to the various stock variables in the firm secior,
the stock of inventories of the previous period has a negative effect on current
production; the amount of ¢xcess capital on hand at the end of the previous
period has a negative effect on current investment. and the amount of excess
labor on hand at the end of the previous period has a negative effect on the
current number of jobs and hours paid per job.

Labor market conditions have two main effects on the firm
sector. One is that JF has a direct positive effect on the wage rate that the
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firm sector sets. The other effect is through the labor constraint variable,
ZJ,. If the firm sector does not get in a period as much labor as it expected
that it would at the wage rate that it set, then it raises its price and contracts.
In this case the firm and household sectors are assumed to interact a number
of times within the quarter, with the effect in the end being that the price and
wage rate are raised enough so that the final employment demand from the
firm sector is equal to the amount that the household sector is willing to
supply. These interactions are assumed to be captured in the model through
the specification of simultaneous equations,

Regarding the relationship between the price level and the wage
rate, the current price level has a positive effect on the current wage rate. but
not vice versa, The wage rate instead affects the price level with a lag of one
quarter. As discussed in Chapter Five, the inclusion of the wage rate in the
price equation is designed to pick up expectational effects, whereas the inclu-
sion of the price level in the wage rate equation is more designed to reflect
the assumption that the firm and household sectors bargain over the real
wage.

The two main links between the household and firm sectors are
through the price level and wage rate, and through the hours and labor
constraint variables. The firm sector sets the price level and the wage rate,
and the household sector responds negatively to the former and positively
to the latter. The firm sector constrains the household sector through the
hours constraint variable, and the household sector constrains the firm sector
through the labor constraint variable. In theory, when the hours constraint
is binding, the labor constraint should not be, and vice versa. This is not
quite true in the empirical model, however, because of the approximations
that have been used.

Since the bill rate is implicitly determined in the model, all sectors
contribute to its determination. The bill rate results from equating the aggre-
gate constrained demand for funds to the aggregate constrained supply.
The effect of the financial sector on the firm and household sectors is assumed
to be reflected in the loan constraint variable. The net effect of the loan con-
straint variable is to make the model more nonlinear in the bill rate when
the loan constraint is binding than it otherwise would be.

9.3 THE RESPONSE OF THE MODEL
TO CHANGES IN VARIOUS EXOGENOUS
VARIABLES

The analysis in this section is based on the results of a number of experiments.
Each experiment corresponds to changing the value of at least one exogenous
variable, The effects of fifteen exogenous variables are examined, the vari-
ables being exports, the price of imports, and the thirteen government
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variables with a T beside them in Table 7-1. Two perieds were used for the
experiments, a period begirning in 19691 and a period beginning in 19711
19691 is af or near the top of an expansion, and 19711 is at or near the boftom
of a contraction.

The experiments were performed as follows, Consider the period
beginning in 19691, The model was first simulated (dynamically) beginning
in 19691 for ten quarters using the actual values of the exogenous variables.
The predicted values of the endogenous variables from this simulation were
recorded. Other simulations were then run for the ten quarters using different
values of the exogenous variables, and the predicted values of the endoge-
nous variables from these simulations were compared to the predicted values
from the base simulation. When a value of an exogenous variable was
changed, it was changed for the entire ten quarters, not for just the first
quarter,

Most of the experiments corresponded to changing the value of
only one exogenous variable. The individual effects of fourteen of the fifteen
exogenous variables were examined in this way. Both positive and negative
changes were considered for the two perieds, which resulted in 58 experi-
ments. The other experiments corresponded to changing more than one
exogenous variable at a time.

A Decrease in XG.., of 1.25/PG, .,
—No Change in VBG..,

_ It will be useful to examine the results of five experiments in
detail and then to examine the other results in a more summary fashion. The
results for the first experiment are presented in Table 9-1. This experiment
is for the second period and corresponds to decreasing government purchases
of goods by 1.25 billion dollars (5.0 billion dollars at an annual rate) in each
quarter from the level that actually prevailed in that quarter. This was accom-
phished by decreasing XG,, ;. government purchases of goods in real terms
in quarter ¢ + 7, by 1.25[PG,,; (i=0,1,...,9), where PG,,; is the actual
value of the price deflator for government purchases of goods in quarter
t -+ I. Since PG, ., is generally rising over time, this procedure means that the
changes in XG,,; are generally getting smaller over time. Because PG, is
an endogenous variable, this procedure is not quite equivalent to decreasing
government purchases by 1.25 billion dollars each quarter, but it is quite
close. (Note that the actual values of PG, ; were used for the deflation, not
the predicted values.)

Results for 46 variables are presented in Table 9-1. The figure
" for each variable and time period in the table is the difference between the
predicted value of the variable that resulted from the simulation with XG,
changed and the predicted value of the variable that resulted from the base
simulation.



The Properties of the Model 169

Consider the results for quarter ¢ first. The fact that no variable
except X, was changed for this experiment means that any surplus that
the government ran because of the decrease in XG, resulted in a change in
either bank reserves (BR,) or bank borrowing (BORR,). The saving of the
government (SAVG,) increased by 0.69 billion dollars in quarter 7, which
took the form of a decrease in BR, of 0.40 billion dollars and an increase in
BORR, if 0.29 billion dollars. The decrease in XG, led to a decrease in ¥, of
1.40 billion dollars (in real terms) and a decrease in GNP, of 1.37 tillion
dollars (in current doliar terms). The unemployment rate increased by 0.13
percentage points.

The bill rate rose by 0.81 percentage points. Loosely speaking,
the bill rate rose because of the funds taken out of economy by the increased
saving of the government. The increase in the bill rate is the reason for the
increase in bank borrowing. The increase in the bill rate also caused the
bond rate and mortgage rate to increase. The increase in the bond rate then
resulted in the price level being higher. The decrease in XG, thus resulted in
an initial increase in the price level because of the higher interest rates that the
decrease caused.

Although government expenditures on goods decreased by
roughly 1.25 billion dollars in quarter ¢, the saving of the government only
increased by 0.62 billion dollars. Much of this discrepancy of 0.56 can be
explained by the 0.41 billion dollar decrease in net tax collections (TA4X,)
that occurred in quarter ¢ as a result of the contraction in the economy,
The 0.41 figure includes a 0.05 increase in unemployment insurance benefits
(TPU,) that resulted from the increase in unemployment. The rest of the
discrepancy can be explained by the other endogenous changes in government
spending that occur when the economy changes. The endogenous variables

~ that are relevant in explaining the rest of the discrepancy are INTG,, WGC,,
WGM,, and PG,. INTG,, the interest paid by the government, for example,
increased by 0.09 billion dollars as a result of the higher bill and bond rates.

The contraction of the firm sector in quarter ¢ took the form, in
addition to a higher price level and a lower level of production, of a decrease
in investment (JNV,) of 0.04 hillion dollars in real terms, a decrease in the
number of jobs (JOBF,) of 129 thousand, a decrease in the average number
of hours paid per job for the quarter (/{PF,) of 0.68 hours, and a decrease
in the wage rate (WF,) of 0.013 points. The positive effect that the higher
price level had on the wage rate was offset by the negative effect of fewer
worker hours needed. The fact that the number of jobs and hours paid per
job decreased meant that the hours constraint on the household sector
became more restrictive. The hours constraint was already binding in quarter
t because the quarter (19701} is at or near the bottom of a contraction. The
level of profits of the firm sector was lower by 0.31 billion dollars, and its
cash flow was lower by 0.78 billion dollars.



Table 9-1. Detailed Experimental Results: A Decrease in XG.., of 1.25/PC....
No Change in VBG.., (t.-15711 [bottom of contraction])

Fguation No. Change

in Table 2-2  in: t r+1 P42 P+ 3 t| 4 £ 8 t-1 6 t =7 t| 8 t19
10. Y —1.40 -2.44 —2.75 —2.75 ~2.30 —1.88 —1.63 -~ 1.59 —1.79 —2.07
9. PF 1,280 171 0.041 8.056 0.186 0.285 -0.256 0.206 0.120 -{.114

GNP —1.37 —2.86 —3.57 —3.78 345 317 2,84 ~2.74 —2.93 —3.39

83. 100- UR (.13 0.34 0.40 0.35 (.25 0.13 0.06 0.07 0.43 0.23
68. SAVG 0.69 —0.25 —0.41 —0.31 —0.10 0.17 0.44 0.47 0.35 0.08
70, RABILL 0.8 0.09 -0.67 £.22 £.21 —0.61 0.11 0.84 1.07 1.11
1. (oY —{16 —(.23 —0.19 —0.13 —{L06 0.02 0.00 —0.07 —0.18 —0.28
2, CN 0.08 0,14 0.17 019 018 —0.16 —0.15 —0.14 —{0.13 0.13
46. cD —{.39 —0.82 (.68 — .70 —0.60 —0.42 —0.37 (.42 —0.46 —0.54
47. IH 0.00 —0.09 - 0.28 0.19 Q.06 0.06 0.07 0.09 —0.02 - 0.13
5. TLF, —2. —4. —5. —5. -5, -3 —12. 1. -1 —1.
6, TLF, —20, —37. - 130. 21t 268. --311. —328. — 308, —284. 264,
7. MOON —3. —138. — 106, —159. —197. — 2140, —204. 187. —167. —152.
8. DDH —1.96 —2.0F —1.34 0.87 0.43 -0.24 —1.15 —2.35 —3.70 -—-4.35
11. INV —0.04 —0.18 —0.32 - (.45 —0.5t —{1.49 —0.44 —0.38 —{(.35 —0.36
12, JORF —129, —305. —564. 663. 669. 620, —565. — 538, 552 - 602.
13 HPF —0.68 — 113 —L.i6 —1.01 00,67 —{.37 —0.19 —0.14 —(1.20 —0.20
14, HPFO — 1,1 —1.90 —2.08 - 1.85 1.22 -0.69 —0.37 —0.27 .42 -0.63
15. WF -0.013 -0.072 -0.166 —0.276 —0.387 - 3.492 —{.583 —0.6A% —0.745 —43,834

16. DDF —0.24 -0.26 -~ 17 —0.07 0.04 0.13 0.08 —0.02 0.18 0.28
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172 A Model of Macroeconomic Activity

The household sector suffered a capital loss (CG,) of 44.01 billion
dollars in quarter ¢ as a result of the higher bond rate and lower cash flow
of the firm sector. The consumption expenditures of the household sector
(CS,, CN,, CD,) decreased as a result of the higher price level, lower wage
rate, higher interest rates, and more restrictive hours constraint. Housing
investment (/H,) did not change in quarter ¢ because there are no contempor-
aneous right-hand side variables in the equation explaining housing invest-
ment. The labor force of men 25-54 (TLF,,) decreased by 2 thousand, the
labor force of all persons 16 and over except men 25-54 (TLF,,) decreased
by 20 thousand, and the number of moonlighters (MOON,) decreased by
3 thousand. A higher mortgage rate has a positive effect on the labor force of
all persons 16 and over except men 25-54, but this effect was more than
offset by the various negative effects, The taxable income of the household
sector { YH,) fell by 0.43 billion dollars, but the net effect of all the factors
on the household sector with respect to its saving behavior was to have the
amount saved (54 VH,} increase by 0.13 billion dollars.

The lower levels of consumption and plant and equipment
investment meant that the level of sales (X,) was lower. The level of sales
decreased by 1.42 billion dollars in real terms. Since production fell by only
1.40 billien dollars in real terms, this means that inventory investment
(¥, — V,_.;) rose by the difference (0.02 billion dollars in real terms).

Demand deposits and carrency of the household sector (DDH,)
decreased by 1.96 billion doilars in quarter 7, and demand deposits and cur-
rency of the firm sector (DDF,} decreased by 0.24 billion dollars. These
decreases were caused by the higher bill rate, the lower income of the house-
hold sector, and the lower sales of the firm sector. The financial sector,
having fewer demand deposits, made fewer loans. LBVBB, decreased by
1.50 billion dellars. The loans of the firm sector (LF,) actually increased by
0.39 billion dollars to finance in part its decreased cash flow. The liabilities
of the foreign sector also increased since SA VR, decreased by (.20. (From
Equation 66 in Table 2-2, a decrease in $4 V'R, implies a decrease of the same
amount in SECR,, the value of “all other” securities held by the foreign
sector.) This discrepancy of 2.09 (1.50 + 0.39 + 0.20) must, from Equation
70 in Table 2-2, be offset by the household sector. This was in fact the case
since A, decreased by 2.08 less than did CG,. (The difference of 0.01 is due to
rounding.) In other words, had it not been for capital losses, 4, would have
increased by 2.08. The 2.08 figure takes the form of a [.96 decrease in demand
deposits and currency of the household sector and a 0.13 increase in the
saving of the household sector. (The difference of 0.01 is due to rounding.)

The results for the other time periods in Table 9-1 are fairly
self-explanatory. The bill rate began to fall in quarter ¢ + 2 and the price
level began to fall in quarter # + 3 as a result of the more sluggish economy.
The government actually began to run a deficit as early as quarter 1+ 1 as
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a result of the contractionary effects. There are some cycling effects evident
in Table 9-1. The change in Y is at its smallest, for example, aside from.in
quarter ¢, in quarter ¢ + 7, where it is — 1.59. The change in the unemploy-
ment rate is 0.07 in gvarter ¢ -+ 7, and it then rises to a value of 0.23 in
quarter 1 + 9.

An Increase in FBG,., of 1.256—No Change in XG...

The results for the second experiment are presented in Table 9-2.
This experiment corresponds to increasing the value of government securi-
ties outstanding (¥ BG) by 1.25 billion dollars in each quarter from the value
that actually prevailed in that quarter.

The increase in VBG, in quarter ¢ caused a contraction of the
economy. Y, decreased by 0.70 billion dollars (in real terms), the nnemploy-
ment rate increased by 0.07, and the bill rate increased by 1.96 percentage
points. The increase in the bill rate led to an increase in the bond rate of
0.98 percentage points, which is the reason for the higher price level in
quarter . The saving of the government increased by 0.16 billion dollars.
The economy absorbed the 1.25 increase in VBG, and the 0.16 increase in
the saving of the government in quarter # by 4 0,71 decrease in bank reserves
and a 0.70 increase in bank borrowing.

The bill rate increased more in quarter ¢ in the second experi-
ment than it did in the first {1.96 versus 0.81). The overall economy, however,
contracted less in the second experiment than it did in the first. In the first
experiment the government took funds out of the economy through the
decrease in its expenditures.on goods. 1n the second expertment the govern-
ment took funds out of the economy through a direct sale of securities.
There is no theoretical reason why the economy should contract less in the
sccond case than in the first, but as an empirical proposition this is the case,
at Jeast as reflected in the coefficient estimates of the present model.

The contractionary effects in Table 9-2 are similar to the effects
in Table 9-1, only smaller. The price level began to fall in quarter ¢ + 3 as
a result of the more sluggish economy. The wage rate increased in guarter 7.
In this case, unlike the case for the first experiment, the positive effect of a
higher price level outweighed the negative effect of a looser labor market.
The wage rate then began to fall in quarter ¢+ 1. The labor force of all
others 16 and over rose slightly in quarter ¢, contrary to the case in the first
experiment. This means that the positive effect of a higher mortgage rate
outweighed the negative effect of a more restrictive hours constraint.

There is also evidence of cycling in Table 9-2. The production
of the firm sector is actually greater in quarters ¢ + 4 through ¢+ 8 than it
otherwise would have been. The contraction in quarter # induced a moderate
decrease in the bill rate in quarters 7 + 1 through r 4 4, which can be con-
sidered (in a loose sense) as leading to a reversal of the contraction in quarter



Table 9-2. Detailed Experimental Results: An Increase in VBG.,: of 1.25.
No Change in XG..:. (r 19711 [bottom of contraction])

Equation No. Change

in Table 2-2  in: t t i1 f+2 £i-3 4 t4-5 i+ 6 t+7 £1 8 19
10. Y —0.70 —1.48 —1.09 —0.59 0.18 0.52 0.55 0.37 0.06 —0.20
9, PF 0.555 0.191 —0.004 —0.067 —0.147 —0.160 -0.069 —{.021 0.051 0.045
GNP 0.10 —1.52 —1.50 —0.94 —0.02 0.33 0.56 0.44 0.13 —{.22
83. 160- UR Q.07 0.27 0.20 6.08 —0.06 —0.15 —0.17 —~0.1f —0.05 0.02
68. SAVG 0.16 —1.15% 0.76 ~{,33 0.12 0.36 0.44 0.28 0.10 -0.13
70. RBILL 1.96 —0.40 ~-1.39 1.69 —1.09 —-0.21 0.43 0.82 0.71 0.39

L. sy —0.31 —0.32 -0.15 - (.04 0.04 0.08 0.04 —0.02 --0.09 0.12

2. N —0,04 —{Q.10 —0.05 0.04 —0.01 0.01 0.02 .00 —0.01 —0.01
46, ch —0.41 —0.74 0.07 —-0.10 0.06 0.21 0.17 0.06 —0.,01 0.08
47. 1d 0.00 --0.15 —0.43 0.11 0.30 0.16 0.14 0.12 —0.01 —0.05

3. TLF, -3 —4, 4. —4. 3 -1, 0. I I -0.

6. TLF; L3 52 —57. -99. —102. 94, —70. —38, —22. -8,

7. MOOGN —5. —21, 56. —78. —76. —351. —21. 2. 10. 8.

8. DbDH —3.43 -1.87 0.13 .06 1.51 1.32 0.32 —0.44 —1.11 —1.12
11, NV —0.02 —0.10 0.17 —019 —0.16 —0.05 0.02 0.08 0.08 0.04
12. JOBF —63, 207. —282. —246. —127. —10. 51 60. 32 —18.
13, HPF —0.34 —0.69 —0.44 —0.13 0.26 0.40 0.37 0.24 0.06 0.07
14. HPFO —0.56 1.17 —0.78 —0.25 0.48 0.76 0.72 0.48 Q.13 —0.14
15. WF 0018 —0.011 —0.057 —0.096 —0.1153 —0.1F7 —0.104 —0.0%0 —0.080 —(.081

I6. DDF —(.44 -0.32 —0.08 0.08 0.8 .21 0.1t 0.02 -0.08 —0.11
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¢t + 4. By quarter ¢ + 9 production was again slightly below what it otherwise
.would have been.

A Decrease in XG.,. of 1.25/PG..: and a

Decrease in VBG,.; of 1.25

The results of the third experiment are presented in Table 9-3.
This experiment is a combination of the first two, namely an experiment in
which the value of the government purchases of goods is decreased by 1.25
billion dollars (in current dollars) ir combination with a decrease in the value
of government securities of [.25 billion dollars. The government, in other
words, is off-setting its initial decrease in expenditures on goods with a
decrease of the same amount in its outstanding securities.

A decrease in XG has a negative effect on the economy, and a
decrease in VBG has a positive effect. The net result of these two effects in
Table 9-3 is negative. This is what one would expect from the results for
the first two experiments, where the negative effect of a decrease in XG was
greater than the negative effect of an increase in FBG. The production of
the firm sector decreased in quarter ¢ by 0.50 billion dollars (in real terms) in
Table 9-3. This decrease is close to the difference between the two decreases
‘in Tables 91 and 9-2 (—1.40 and — 0.70). The bill rate decreased by 0.69
percentage peints in quarter 7 in Table 9-3. This is again what one would
expect from the results for the first two experiments, where the positive
effect on the bill rate of a decrease in X, was less than the positive effect of
an increase in VBG,. Each number in Table 9-3 in fact roughly equal to the
difference between the respective number in Table 9-1 and the respective
number in Table 9-2. The results in Fable 9-3 definitely show that the net
effect of a decrease in government expenditures on goods in combination
with an equal decrease in the value of securities outstanding is contractionary.

A Decrease in XG.., of 1.25/PG,.,

—VBG,+, Changed so as to Keep DDB, .,

Unchanged

The results for the fourth experiment are presented in Table 9-4.
This experiment is the same as the first experiment except that VBG,, ; is
now adjusted each quarter so as to keep the value of demand deposits and
currency of the fipancial sector (DDB,.,} unchanged. Keeping DDB, .
unchanged in this context means keeping its predicted value in quarter
r+i(i=0,1,...,9) equal to its predicted value in quarter ¢ + 7 in the base
simulation. It does nor mean, for example, keeping the predicted value of
DDB, ., equal to the predicted value of DDB,,,_;.

The contractionary effects in Table 9-4 are less than they are in
Table 9-1. By quarter ¢ + 9 the production of the firm sector is virtually
the same as it would have been without the changes. In order to keep DDB, .,
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unchanged, the government had to buy securities each quarter. By quarter
t + 9 the value of VBG was 6.31 billion dollars lower than it otherwise would
have been.

The values of VBG in quarters ¢ and 7 + | are —0.62 and —1.02
billion dollars, respectively. These values are less in absolute value than the
value of —1.25 used for the results in Table 9-3, Consequently, the economy
contracted more in the first two quarters in Table 94 than it did in Table
0-3. After quarter t + 1, however, the economy contracted less in Table 9-4
as the government continued to decrease VBG. In quarter ¢, the decrease in
government purchases of goods of 1.25 billion dollars is accounted for by
a 0.60 increase in SAVG,, a 0.02 decrease in BORR,, and a 0.62 decrease in
VBG,. (These numbers add to 1.24 rather than to 1.25 because of rounding.)
In this case BR, did none of the adjusting because DD B, was unchanged.

The results in Table 9-4 thus indicate that a pelicy of decreasing
government purchases of goods while keeping the money supply (DDB)
unchanged is initially contractionary. The lower interest rates that this policy
induces eventually bring the economy out of the contraction, but not for the
first few quarters. ‘

A Decrease in XG..: of 1.25/PG,.,

—VBG,.; Changed so as to Keep RBILL.., Unchanged

The results for the fifth experiment are presented in Table 9-5.
This experiment differs from the fourth experiment in that the predicted
value of RBILL, ., rather than of DDA, ., is kept unchanged from its pre-
dicted value in the base simulation (/ =0, 1, ..., 9).

The results in Table 9-3 are more contractionary than the results
in Table 9-4. The decreases in ¥BG needed in Table 9-5 to keep RBILL
unchanged are much Jess than the decreases needed in Table 9-4 to keep
D DB unchanged. The bill rate is always lower in Table 9-4, and so keeping
the bill rate unchanged in Table 9-5 leads to more coniraction in Table 9-3
than in Table 94,

The results for the first five quarters are more contractionary in
Table 9-1. where V'BG was not changed, than they are in Table 9-5. This is
not, however, generally the case after quarter ¢ + 4, The policy in Table 9-5
does not allow any expansionary effects from a lower bill rate, whereas the
policy in Table 9-1 does.

A Comparison of Results for 26

Experiments

Summary results for 26 experiments are presented in Table 9-6.
Results for six variables (Y, PF, GNP, UR, S4VG, and RBILL) and three
quarters {7, 7 + 1, and ¢ + 9) are presented in the table for cach experiment.



Table 9-3. Detailed Experimental Results: A Decrease in XG... of 1.25/PG.., and a
Decrease in VFBG..; of 1.25. (+=19711 [bottom of contraction])

Eguation No. Change

in Table 22 in: f t-+1 r4 2 [ 3 t+4 -5 I ) t+7 r+8 t+9
10. Y —0.50 (.67 —1.57 —2.16 —2.70 ~-2.58 —2.25 — .91 —173 174
9, PF ~0.419 0.021 0.049 0.046 0.003 —0.128 —0.239 —-0.223 —0.198 --0.180
GNP —1.47 0.91 —1.90 —2.81 3.66 —3.73 —3.60 —3.17 --2.95 - 3.03
83. 100-UR 0.03 002 0.20 0.29 0.36 0.34 0.25 0,17 0.15 0.18
68, SAVG 0.49 1.22 0.36 0.00 ~0.38 —0.24 -0.12 0.22 032 0.28
70. RBILL —0.69 1.1% 1.39 1.02 -0 —0.58 0.54 - 0.12 0.33 0.82
i. s 0.23 0.12 —0.04 —0.11 ~0.13 —(.08 —0.01 —0.01 006 - -0.12
2. CN 0.00 —0.02 —0.12 —0.14 -0.17 —0.18 Q.17 —0.15 -0.13 —0.12
46, b 0.14 0.06 —0.67 —0.55 0.73 —0.71 —0.55 —(.44 044 - 0.43
47. IH 0.00 0.09 0.23 —0.15 —0.37 —0.12 090 - —0.00 0.04 —0.04
5. TLF 2. I 0. 1. 2. —2. -2, —1, -1 0.
6. TLF, —25 —91. —35. -81L. —140, —201. o257 —279, —268. —255.
7. MOON 3. 12. —30. — 64, 167, —154. —187. —197. - 183, —16l.
8. DDH 2.44 —0.24 —1.73 - 2.30 —2.31 —1.60 1.09 —1.52 --2.35 —3.14
11, INV —0.01 —0.06 -0.11 —.24 0.34 —(.45 -0.48 —0.48 0.43 (.39
12 JOBF —46. —11L —234, 390. —350. —639. 650. —612, -3573. —561.
13. HFF —0.24 -0.31 0.69 —0.90 --1.06 —0.87 —0.60 —0.34 -0.20. - 018
14 HPFO —0.40 —.52 —1.24 - 1.66 —1.91 —E.6l I.14 (.69 - —0.43 —0.38
I5. W —.036 —0.054 0.095 —0.161 —~0.254 - 0.363 —0.474 —-0.574 —0.603 0.749

16. DDF .32 0.07 -0.11 . =019 —0.19 -0:10 0.01 0.1 —0.06 —0.14
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RMORT
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INTG
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¥

CF
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SAVH
A

DDEB
LBVEB
SAVR
TAX
EMPL
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VBG

—(L03%
—0.09
0.69
). 26
—0.65
-0.19
47383
-0.05
0.01
—0.13
0.50
-0.51
0.01
—579
1.03
0.49
-0.5¢
—0.31
45.08
2.76
1.99
—0.00
0.97
—49,
25.
-1.25

—0.04
0.05
—0.69
0.43
0.63
-(.36
-102.10
—{.12
-0.00
—0.02
-0.03
—(.58
—0.0%
0.15
—0.35
0.61
—0.45
—0.69
—33.04
—0.17
0.28
—0.16
—0.04
—100.
9.
—1.25

—0.07
.05
--0.05
0.49
0.10
0.47
41.04
—(L13
0.08
0.03
—0.33
—1.47
—0.10
—0.77
—0.56
0.59
—0.92
—0.03
—12.53
—1.84
—1.03
—.17
—0.86
—204.
168.
—1.25

—0.11
0.05
0.01
0.36
Q.07
.05
3.90

-0, 16
Q.11
0.05

—0.46

— 191

—0.25

—1.16

—0.55
0.48

—1.47
0.17

—7.90

--2.49

—1.67

—0.21

—1.22

—326.
245.

—1.25

~ 013
.03
0.05

~0.01
0.0t
0.06
7.55

—0.23
0.13
0.04

—0.46

—2.39

—0.32

—1.43

—0.53
0.29

—2.06
0.49
0.15

- 250

—2.06

—0.30

—1.64

—442.
301.

—1.25

—.15
—0.01
0.19
0,21
0.14
-(.01
18.13
—.21
0.14
—0.0]
—0.32
—2.20
—0.37
—1.3
—0.02
—0.28
—2.42
—0.06
17.56
- 1.76
—1.66
—0.26
—1.71
—485.
282.
—1.25

—L16
—0.04
0.15
—0.20
—0.16
—0.12
5.18
—0.21
0.10
-0.,03
Q.19
- 1.96
-0.29
—1.06
0.16
—0.93
—2.57
—0.38
2179
- 1.08
—1.tl
—0.25
—1.58
—463.
204,
--1.25

—0.16
- .03
—0.06
0.05
0.01
0.10
—10.77
—0.21
0.06
—0.03
—0.25
—1.72
—0.19
—0.4%9
0.39
—1.68
- 2.54
—0.71
10.75
—1.51
1.33
—0.25
£.27
—413.
134.
—1.25

—0.16
—0.06
-0.10
0.13
0.04
0.01
—2.56
—{.20
0.05
—0.03
—0.40
—L6d
—0.09
—0.17
0.49
-2.47
—2.56
.79
8.23
2.41
-~ .91
0.25
~1.16
-390,
121.
-1.25

—0.17
— .08
—0.09
0.28
0.07
0.03
-3.10
.20
0.06
0.00
—{.53
—1.70
—0.04
—0.12
0.43
—3.20
—2.66
—0.65
5.28
—3.28
—2.51
—0.28
—119
—399.
145,
—1.25
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Table 9-4. Detailed Experimental Results: A Decrease in XG.., of 1.25/PG,...
VBG,+, Changed So as to Keep DDB..; Unchanged (1= 19711 [bottom of contraction])

Equation No,  Change
in Table 2-2  in: { 141 142 43 r+4 £+ 5 t+6 £+ 7 t+8 t-+ 9
10, Y —1.00 —1.40 —1.53 —1.51 —1.31 —1.10 —0.86 —0.56 —0.25 - 0.03
9. PF —0.033 —0.083 —0.147 —0.213 —0.279 (3,348 —-0.412 —0.469 - 0.513 —{0.563
GNP —1.41 —2.01 —2.30 —2.43 —2.33 —21.22 —2.07 —1.34 —1.58 -1.40
83. 106-UR 0.08 0.17 0.20 017 0.12 0.06 0.02 —0.02 —0.06 —0.08
68, SAVG 0.60 0.36 0.30 0.34 043 0.54 0.67 0.83 0.98 P10
0. RBILL —0.06 —0.16 --0.37 —0.65 —0.57 —0.34 —0.26 —-0.41 —0.29 —0.42
1. cs 0.01 0.03 0.06 0.10 0.i4 0.19 0.24 0.28 0.33 .38
2. CN ~{3.03 —0.07 0.10 —0.10 ~0.10 —0.08 —0.07 - 0.05 —0.02 —0.00
46, oh —0.15 —0.28 —0.32 —0.30 —0.25° —0.18 -0.09 0.01 0.09 0.14
47. I 0.00 —0.01 0.00 0.03 0.09 6.10 0.09 0.12 0.15 (.15
5. TLF, —0. -1 —0. —0. 1. 2, 3. 5. 6. 1.
6. TLF, —22, —03. —107. —146. —177. —193. —208. - 205, —196. ~182.
7. MOON —1. —25. —60. —90. —108. -5 - 111, —100.. —82. —68.
8. PDH —0.01 —0.04 —0.07 —0.10 —0.14 —0.17 —0.20 - (.23 —0.25 —{.26
11, INV —0.03 —0.12 —0.19 —0.27 —0.29 —-028 - 0.25 —0.20 —0.15 =009
12. JOBF —92, —228, —328. —372. - 376. —355. —319. =271, - 213, —155.
13. HPF —0.48 -~ .64 —0.63 —0.54 —0.38 —0.22 0.07 0.08 0.21 0.28
14. HPFO —(L.79 —1.09 —1.13 -0.99 —0.69 - (.41 —0.14 0.16 0.44 0.58
15. WF —0.023 —0.070 —0.134 —0.205 —0.278 —0.348 ~--0.415 —0.475 —-0.527 —0.573
16. DDF 0.01 0.04 0.07 0.10 0.14 0.17 .20 0.23 0.25 0.26
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17,

19.
20,
22,
23.
4.
25.
26,
45.
48,
51
52,
53,
53
58.

ot
62,

63.
67,
81.
82,

—0.05
—0.00

0.08
—0.06
—0.08
—0.05

2,63
0,12

0.07
~0.02

—-1.22
—017
—1.12
—0.65
0.56
—0.91
—0.12
1.56
0.0
—{0.06
0.14
—0.93
—204.
144,
—1.02

—0.06
~0.01
a.11
—0.13
—012
--0.08
3.34
—-0.13
0.07
—0.03
4.0
~1.30
—0.23
—1.10
—0.44
0.50
-1.25
-0.24
6.69
0.0
-{0.14
-0.15
-1.04
—268.

161.-

—1.40

—0.07
—0.02
010
—0.24
—0.13
—0.12
577
—0.14
0.06
~-0.05
a0
-1.30
—-0.22
--1.05
- {.28
0.3t
—1.43
- 0.41
12.08
0.0
—0.26

—1.50
-~0.38
15.38
0.0
—0.23
~0.16
- 1.00
-268.
92.
—2.24

—(L0%
-0.05
011
-G 13
—0.19
-0.17
2.1t
—0.14
0.02
—0.07
0.0
—-0.99
—0.11
—0.80
—0.11
—0.25
—1.52
—0.70
16.82
0.0
—0.16
—0.14
—0.92
—240.
44,
—2.70

-0,10
007
0.10
—0.10
—0.20
—0.19
0.76
—{.14
—{.00
—0.08
0.0
—0.80
-—0.06
—0.70
—0.11
—0.49
—1.50
—0.80
16.81
0.0
—.0.14
—0.13
—0.83
—208,
3.
—3.35

—0.10
- 0.08
0.09
—0.15
— (.23
—0.20
1.48
—0.13
-—0.02
—0.08
0.0
—~0.55
0.00
—0.55
(09
--0.70
w1 44
(.94
17.37
0.0
0.21
-0.11
- Q.71
—171.
30.
4,23

—0.10
-0.09
0.08

—0.11

—0.22

—0.22

—b.41

—~0.12
0.03

—~0.08
0.0

—0.31
0.06

—0.39

- 0.07

- (.87

-~ 1.38

- 1.08

14.90
0.0
0.18

—0.08
0.58

--132.

- 59,

-35.17
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Table 9-5. Detailed Experimental Results: A Decrease in XG... of 1.25/PC....
VBG, .. Changed So as to Keep REILL,.; Unchanged (r - 19711 [bottom of contraction])

Equation No, Change

in Tuble 2-2  in: t [N t+2 t43 1+ 4 t+5 ti6 t+7 t+ 8 t+9
H). Y —1.03 - 1,54 —1.85 2.07 —2.16 2.23 —2.24 —2.14 —1.97 —1.81
q, PF —0.006 -~ 0.049 —0.039 ~0.0601 0.082 —-0.103 -0.127 -0.155 —0.186 —.222
GNP —1.41 —2.08 —2.51 —2.87 —3.08 3.25 —3.38 —3.37 —3.29 —3.23
83, 100-UR 0.09 0.19 0.25 0.25 0.25 0.23 0.22 0.21 0.20 0.20
68, SAVG 0.61 (.32 0.17 .09 R F] S 0.02 —(.02 0.04 013 0.19
76, RBILL 0.00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
i. s —0.00 —.02 0.03 —0.04 —0.06 —0.07 - (.09 —0.11 0.13 —0.14
2. N - 0,03 —.08 ~0.12 014 —815 —0.16 0.17 —0.15 —0. 13 —0.10
46. CcD —(,18 —{.36 -0.47 —0.53 —0.58 —0.61 —0.62 -—-0.54 0.45 —0.40
47, H 0.00 —{3.02 —0.03 0.05 —.06 —0.06 0.07 —0.07 - 3,07 —0.07
5 TLF, -1. —1. 2. -2, -2, -2. -2, 2. 2. —I
6. TLF; 22, -0l - 104, - 147, — 189, —226. ~255, — 269, — 271 —268.
7. MOON —1. — 26, 66. — 104, —[35. [39, - 177, — 87 182 — 167,
. DDH —0.18 047 —.82 —1.14 —1.46 —1.79 2.1l —2.37 —2.62 —2.79
1. INV —0.03 -.13 -0.21 —0.31 —0.38 0.41 —-044 - 0.44 —0.43 —0.41
12, - JOBF —95. - 245, —373. —461. —526. 574, 609. —625. —62E, — 603,
13. HPF —0.50 -~(,71 —0.78 —0.78 —0.73 0.67 —{},58 .45 —0.30 —0.19
14, HPFC —0.81 -1.20 —1.39 —1.43 —1.33 w123 110 -—0.90 —0.64 —0.40
15, WK —0.022 —0,069 —0.135 —0.214 —0.301 0.395 —0.493 —0.591 —{.688 0.783

16, DDF (.01 -0.02 —0.04 (.05 0.00 - (.03 - 0.09 —0.10 —0.11 --0.12
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—0.02
0.01
0.01
0.00
0.00

0.00

—4.57
—0.10
" 0.03
—0.00
-0.03
~1.05
0.02
—~051
0.58
0.43
—047
—0.05
—4.44
—0.19
—0.15
—0.az2
—0.64
—95.
72,
—0.58

—.06
0.01
0.03

-~ 0,00

-~ 0.00

~0.00
2.37

—0.15
0.09

—8.15
- 1.60
—0.25

.06
—0.44

045
—1.35
—0.07
— 170
—0.86
—0.71
—0.18
—1.11
—308.

202,
—0.95

—0.08
0.01
(.02

—0.01

—0.060

—B.00
3.73

—016
0.10
.00

—0.22

- 1.80

—0.27

—E06

—0.28
0.20

—1.67

..... 012
2.24

19

—0.98

—0.20

—1.22

357,
208.
-0.97

—0.09 011
0.00 — (.01
0.01 0.00

- (.01 0,00

—0.00 -0.0f

—0.01 0.0t
298 2.14

—0.20 0.20
0.09 0.09
.00 0.00
0.28 —0.34

--1.90 —1.99
0.26 —0.24

~0.97 —0.89

- 011 0.00

—0.20 ~0).68

—1.93 -2.17

—0.14 —19
3.39 7.67

—1i.52 -1 .87

—h25 -1.53

—.25 —0.26

13 -1.3%

—391. —413,
200. i86.

—0.92 —0.83

—0.12
—0.03
—0.01
0.00
0.01

- —D.01

1.6%
—0.21
0.08
0.00
—0.39
- 2,03
—0.21
0.78
0.1
1.24
—32.38
—(1.26
942
—2.21
—1.82
—0.27
—1.40
—432.
174,
—0.76

—{.12
- Q.05
—0.00
- QL0
—0.01
—0.01
1.71
—.21
0.08
0.00
--0.42
- 1.96
.18
—{.61
0.27
—1.89
—2.55
—0.41
10.97
- 247
—2.08
—(.26
—1.38
—433,
167,
0,79

0.12
—0,07
- 0.01

G.00
—0.01
—0.0n

1.60
-{1.20

0.07

0.00
—0.46
--0.13
~0.36

0.45
—2.62
—2.70
—0.58

12.24
~—2.73

-0.12
0.10
~—0.00
—0.01
—0.01
—0.01
1.0R
—0.20
.07
0.00
0.47
—1.73
008
—0.23
0.51
—3.35
278
—0.64
12.85
-9
—2.47
—~0.27
—1.30
—438.
168.
— 106
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Table 9-6, Summary Results for 26 Experiments
At == 19711 (bottom of contraction)}
B: r = 19691 (top of expansion)
AY 100- APF AGNP

t 141 149 t t+1 t+9 t £+ 1 t+9

1. A. XG: —1.25/PG ~1.40 244 207 0.280 0171 —0.114 —131 —2.86 —3.39

2. B. XG: —1.25/PC —1.20 —198 —198 0,119 0.103 0373 —1.26 —225 -3.45

3. A, XG: +1.25/PG 1.47 2.49 203 - 0.348  —0.155 0,080 1.33 2.96 3.29

4. B. XG: +1.25/PG 1.23 1.89 2,17 —0.148 0.014 0.329 1.24 2.34 .64

5. AL VBG: +1.25 070 148 0320 0.555 8.191 0.045 010 —152 —0.22

6. B, VBG: +1.25 —0.33  —1.10 —0.09 0.275 0.183 0.020 009  -1.04 —0.11

7. A, VBG: —1.25 1.97 1.98 0.36 —0.83¢ —0.118 —0.084 —0.14 2.27 0.38

8. B. VBG: -1.25 0.51 1.15 0.16 ~-0.432  --0.158 —0.043 —0.17 1.10 016

9. A. f.and 7. —0.50 —0467 —1.73 —0.421 0.022 —0.181 —1.47 —051 3.02

10. A. 1., with DDE unchanged ~100 —~140 —0.02 0033 —0.083 —0.566 14l =201 —1.40
I1. A. L. with BR-BORR unchanged —1.01 —145 —049 —0023 0059 -0.483 —1.41 204 - 1.90
12. A. 1. with RBILL unchanged ~103  —1.54 181 -0.006 —0.019 —0.222 14l —208 324
13. A. 3.and S. 0.61 0.8 1.83 0331  —0.039 0.130 1.46 i.14 3.07
14. A, dy: +125/ VH —0.70 215 -1.99 0.552 0679 0.234 0.10 —149 -2.5]
15, A, YG: ~1.25 —0.88 —244 —178 0.496 0497 —0.135 —0.21 247 =297
16 A, dy: £125/a -1.08 -242 1.94 0.423 0405  —0.112 0.68 —105 —1389
17, A, dy: 1 1.25/7F ~0.64 193 —183 0494 0617 0.267 0.08 133 —222
18. A. 17. and PTAXCR: —1.0 -0.80 246 -2.63 0.716 0.971 0.806 027 —13 221
19. A. DEP: - 1.25 —0.36 —1.04 092 0.288 0.324 0.234 0.06 --0.72 —091
20. A. CURK: +1.25 -0.60 —124 -0.19 0.471 0.148 0.040 008 —1.29 022
21. A, RD: +2.0 —043 —08 010 0,341 0.098 0.018 006 —093 -—0.12
22, A. EX: —1.25/PEX -0.63 —0.17 0.00 —0.405 0525 0516 —1.44 108 0.92
23. A, PIM: +1.0% —0.15 —036 —040 0.133 0.8t 0.309 0.08 —0.08 0.13
24. A, JOBGC: —1.25/b —0.28 —0.87 -—1.02 0.243 0.286  0.130 ~118 183 —2.52
25 A der +1.25/c —042 —1.21 —1.03 0.323 0.362 0.147 005 —037 —1.26
26. A. dg: +1.25/c —0.88 —241 —176 0.493 0450 —-0.127 ~0.20 215 292

Notes: g = PCD CD+ PCN-CN } PCS-CS—1.25

b= WGC HPGC

o TZET. A LTBCN 11 SHDEM
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At = 1971 (bottom of contraction}
8: 1 = 19691 (top of expansion}

100-AUR ASAVG ARBILL

t S R ' t+1 r+9 ¢ 41 £+9
L. A, XG: —1.25/PG 043 034 023 069  —025 0.08 081 009 1.1
2. B. XG: —125/PG 0.13 037 012 0.71 0.12 0.27 160 149 0.3
3. A XG: +1.25/PG —0.13 —037 —029 —0.72 0.35  —0.08 —061 009 —0.83
4. B. XG: -+1.25/PG —0.14 038 —027 —0.73 001 —0.08 ~148 —105 028
5. A. VBG: +1.25 007 027 002 0.16 —1.15 —0.13 196 —040  0.39
6. B. VBG: +1.25 0.04 022 002 008 071 —0.06 324 084 015
7. A. VBG: —1.25 ~0.11 —037 006 —0.26 173 0.21 —~106 165 0.8
8. B. ¥BG: —1.25 —007 027 —0.04 —0.17 0.88 - 0.07 ~279 —030 001
9. A. l.and 7, _ 003 002 018 0.49 1,23 0.29 —069 120 083
10. A, 1. with DDB unchanged 008 017 —0.08 0.60 036 110 —006 016 —044
11. A. L. with BR-BORR unchanged 008 018 001 0.61 0.35 0.88 —0.04 —010 —033
12. A. 1. with RBILL unchanged 009 019 020 0.61 032 0.19 000 000 000
13. A. 3. and 5. ~0.04 —005 —0.27 —0582  —105 —0.21 095 070 —0.56
14, A dy: +1.25/YH 007 033 014 1.40 0.20 0.27 195 165 186
15. A. YG: —1.25 0.09 037 020 124 012 0.16 168 0.8 1.65
16. A. dy: +1.25/a 009 031 010 104 —012 0.15 135 066 127
17 AL dy: 4+ 1.25(wF . 0.07 0.31 0.25 1.23 0.23 0.26 1.66 1.49 1.85
18. A. 17, and PTAXCR: —1.0 008 038 . 0.28 1.46 0.24 0.27 205 180 226
19. A. DEP: —1.25 004 017 014 0.66 0.04 0.10 - 082 062 078
20. A. CURR: 125 006 023 002 0.14  —097 0.1 1.55 038 032
21, A. RD: +20 005 016 0.0l 010  —071 0.6 101 —031 048
22. A. EX: —1.25/PEX 0.04 003 -0.02 -074 =022 013 —0.68 077 --0.34
23, A. PIM: +1.0% 001 004 —00I 009  -0.05 0.05 009 —002 012
24. A. JOBGC: —1.25/b 078 08  0.79 0.74 0.22 0.11 081 079 070
25. A, ds: 1 1.25)c 0.04 020 0.5 0.76 0.05 0.14 094 070 088
26. A. dg: +125/c 009 036 020 123 —0.13 015 166 086  1.66

S8L  [3PORY 8y1 JO S31343d0Ly 944

Notes: a==PCD-CD + PCN-CN+PCS-C5 —1.25
b= WGC-HPGC
¢ = WFF-(HPFN + | SHPF(O)- JOBF



186 A Model of Macroeconomic Activity

The first four experiments are designed to explore possible
. asymmetrical effects between positive and negative changes in government
“spending and between changes in government spending during contractions
and expansions. The first experiment is the same one analyzed in Table 9-1.
The second experiment is the same as the first except that it is for the period
beginning in 19691 (the top of an expansion). The third experiment is the
same as the first, and the fourth experiment is the same as the second, except
that government spending was increased rather than decreased for the third
and fourth experiments.

The next four experiments in Table 9-6 are designed to explore
the same asymmetrical effects for changes in government securities out-
standing. The fifth experiment is the same one analyzed in Table 9-2. The
sixth experiment is the same as the fifth except that it is for the period begin-
ning in 19691, The seventh is the same as the fifth, and the eighth is the same
as the sixth, except that the value of securities was decreased rather than
increased for the seventh and eighth experiments.

* Comparing the first and second experiments in Table 9-6, it can
be seen that the bill rate rose much more in the first two guarters in the second
experiment. Similarly, the bill rate rose much more in the first two quarters in
the sixth experiment than it did in the fifth. These results say that taking funds
out of the economy at the top of an expansion leads to a larger increase in the
bill rate than is the case when funds are taken out at the bottom of a contrac-
tion. The contraction in production in the first two quarters is greater for the
experiments done at the bottom of the contraction (1 versus 2 and 5 versus 6).

The price level increased more in the first quarter and had then
decreased less by quarter ¢ + 9 for the experiments done at the bottom of
the contraction. The reason for this is that at the top of an expansion the
labor constraint is binding on the firm sector. When the economy contracts,
the labor constraint becomes less binding, which has a negative effect on the
price that the firm sector sets. There is no similar effect at the bottom of a
contraction because the labor constraint is not binding {or, given the approxi-
mation used, at least not binding very much). The negative effect on the
price level of the government contracting the economy is thus greater at the
top of an expansion than it is at the bottom of a contraction.

Comparing experiments 3 with 4 and 7 with 8 leads to similar
conclusions about asymmetries than the ones just made for experiments I,
2, 5, and 6. Putting funds into the economy at the top of an expansion {experi-
ments 4 and 8) leads to a larger drop in the bill rate than is the case when
funds are put in at the bottom of a contraction (experiments 3 and 7). The
expansion in production for the first two quarters is greater for the changes
made at the bottom of the contraction, and, for experiments 3 versus 4, the
price level falls less initially and then rises more for the changes made at the
top of the expansion.
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The main asymmetries regarding positive and negative changes
in the government’s actions accur with respect to the effects on the bill rate.
Consider experiments 5 and 7. The increase of 1.25 in VBG resulted in an
increase in the bill rate in quarter v of 1.96 percentage points, whereas the
decrease of 1.25 in VBG resulted in a decrease in the bill rate of only 1.06
© percentage points. (For experiments 6 versus 8, the increase was 3.24 and the
decrease was 2.79.) For experiments 1 and 3. the decrease in X' resulted in
an increase in the bill rate in quarter ¢ of 0.81 percentage points, whereas the
increase in XG resulted in a decrease in the bill rate of .61 percentage points.
{For experiments 2 versus 4, the increase was 1.60 and the decrease was
1.48.} In other words, the initial increase in the bill rate that results from a
contractionary government action is somewhat larger in absolute value than
the initial decrease in the bill rate that results from the opposite expansionary
action. This phenomenon is more apparent for changes in VBG than for
changes in XG.

Other asymmetries regarding positive and negative changes in
the government’s actions are quite small. One of the larger asymmetries
occurs for changes in VBG, where the initial increase in preduction from a
decrease in VBG is greater in absolute value than the initial decrease in
production from an increase in VBG.

The asymmetries that have just been described were also evident
for the other government actions considered here. Because of this, the remain-
ing experiments presented in Table 9-6 are only for contractionary govern-
ment actions (with the exception of experiment 13) and are only for the
period beginning at the bottom of the contraction.

Experiments 9, 10, and 12 in Table 9-6 are the same cnes analyzed
in Tables 9-3, 9-4, and 9-3, respectively. Experiment 13 is the same as
experiment 9 except that XG and ¥ BG were increased rather than decreased.
Experiment 13 corresponds to the government’s increasing expenditures
and financing the initial increase by issuing securities. This action resulted
in an expansion of the economy, just as the reverse of this action in experi-
ment 9 resulted in a contraction.

Experiment 11 is the same as experiment 10 except that the level
of nonborrowed reserves (BR — BORR) is kept unchanged rather than the
level of demand deposits and currency of the financial sector (DPB). The
results for experiments 10 and LI are quite similar, although keeping
BR — BORR unchanged in experiment 1[ is slightly more contractionary
than is keeping D DB unchanged in experiment 10,

Although the differences between experiments 10 and Il are
quite small, it is instructive to examine why experiment 11 is slightly more
contractionary than is experiment 10, The reason for this has to do with
the positive effect of the bill rate on BORR. The detailed results for experi-
ment 10 are presented in Table 9—4. It can be seen from this table that keeping
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DDB unchanged required a decrease in VBG. In this experiment BR was
unchanged because DDRB was unchanged, but BORR decreased because of
the lower bill rate. Now, in experiment 11, where 2R — BORR was kept
unchanged; the decrease in VBG had to be larger than in experiment 10 to
allow the bill rate to rise enough (relative to the rate in experiment 10} to
nullify the decrease in BORR in experiment 10. (A decrease in VBG has,
other things being equal, a positive effect on the bill rate,} Consequently,
experiment 11 is slightly more contractionary than is experiment 10 because
of the slightly higher bill rate in experiment 11 than in experiment 10,

Experiments 14 and 15 compare the effects of increasing taxes
by increasing the personal fax rate (ds) to the effects of increasing taxes by
decreasing the level of transfer payments (¥YG). YG was decreased (perman-
ently) by 1.25 billion dollars in experiment 15, and d was increased for each
period in experiment 14 by enough to correspond, other things being equal,
to an increase in taxes of roughly 1.25 billion dollars. For each quarter
t, dy, was increased by 1.25/ YH,, where YH, is the actual value of taxable
income that existed in quarter ¢. Both tax changes in experiments 14 and 15
had similar effects on the economy, even for quarter r. This may seem sur-
prising at first because no constraints were placed on d; and ¥G in the
estimation work for them to have similar effects. The effects of YG are
captured through the nonlabor income variable, and the effects of 4, are
captured through a four quarter average of the marginal tax rate lagged one
quarter. Nothing like disposable personal income, for example, is used in
the consumption equations, which would have constrained the tax effects to be
similar.

The reason for the similar effects s, of course, that both actions
involve the government’s attempt to take 1.25 billion dollars in funds out of
the economy. Notice that for the first quarter the decrease in production
that occurred in each experiment is virtually the same as the decrease that
occurred in experiment 5, where the government took funds out of the
economy by selling securities,

The main difference between experiments 14 and 15 is that the
decrease in ¥ in experiment 15 resulted in a larger increase in the unem-
ployment rate. In quarter ¢t + 9 the unemployment rate was 0.20 larger in
experiment 15, but only 0.14 larger in experiment 14, This is true even though
production in quarter ¢ + 9 is slightly larger in experiment 15 than it is in
experiment 14, The reason for this result is, as explained in the previous
section, that a decrease in Y& has a positive effect on the labor force, whereas
an increase in d; has a negative effect.

The level of saving of the government in quarter ¢ (SAVG,) is
greater in experiments 14 and 15 than it is in experiment 1. The reason for
this is that there is less tax leakage in experiments 14 and 15 than there is in
experiment I. The tax leakage is less in part because corporate profits are
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not affected as much in experiments 14 and 15 as they are in experiment 1.
The decrease in XG in experiment 1 leads to a larger drop in sales and pro-
duction of the firm sector than does the increase in d; and the decrease in ¥G
in experiments 14 and 15, The larger decrease in production in experiment 1
means a larger decrease in the profits of the firm sector, which in turn means
a larger decrease in taxes paid by the firm sector. The tax leakage is also,
of course, less in experiments 14 and 15 because of the direct changes in d;
and YG. The larger values of SAVG, in experiments 14 and 15 compared to
the value in experiment 1 result in the bill rate in quarter ¢ being higher in
experiments 14 and 15 than in experiment | {an increase in RBILL, of 1.93
and 1.68 in experiments 14 and 13, respectively, compared to an increase of
0.81 in experiment 1).

Although the bill rate is higher in quarter 7 in experiments 14 and
15 than it is in experiment 1, the decreases in production and GNP are less.
An increase in taxes is thus less contractionary in the short run than is an
equal decrease in expenditures on goods of the government. The laiter
policy has a direct effect on the sales of the firm sector, whereas the former
policy does not, and the net result of this effect and others in the maodel is
to lead to an increase in taxes being less contractionary in the short run than
is an equal decrease in expenditures on goods.

In experiment 16 the indirect business tax rate (¢,) was increased
each quarter to correspond to an increase in indirect business taxes, other
things being equal, of roughly 1.25 billion dollars. A similar procedure was
followed in experiment 17 for the profit tax rate, Both experiments had a
contractionary effect on the economy. The contractionary effect was somewhat
larger for the increase in the indirect business tax rate because it has a direct
negative effect on consumption (through the price deflators). The indirect
business tax rate alse has a negative effect on the labor force (again through
the price deflators), which is the reason for the smaller increase in the un-
employment rate in quarter r -+ 9 in experiment 16 even though production
in quarter # + 9 is lower.

Experiment 18 is the same as experiment 17 except that the invest-
ment tax credit variable (DTAXCR) was decreased by 1.0. A decrease in
DTAXCR of 1.0 corresponds roughly to an Increase in profit taxes of 1.25
billion dollars. Experiment 18 thus assumes that the increase in &), the
effective profit tax rate, results from a decrease in the investment tax credit.
Experiment I8 is more contractionary than is experiment 17. This is because
a decrease in DTAXCR has a positive effect on the price set by the firm sector.
A higher price level has, other things being equal, a contractionary effect on
the economy because, among other things, of the negative reaction of the
household sector to higher prices.

In experiment 19 the depreciation of the firm sector (DEP) was
decreased by 1.25 billion dollars each quarter. This experiment corresponds
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to the case in which the government changes the depreciation laws so as to
lead to 1.25 billion dellars less depreciation being taken each quarter by the
firm sector than would otherwise be the case. The effects of this change are
contractionary and are about half of the size of the contractionary effects in
experiment 17. In experiment 17 the government’s policy is to increase
corporate taxes by 1.25 billion dollars. In experiment 19 the government’s
policy is to decrease depreciation by 1.25 billion dollars. With a profit tax
rate of about 50 percent, a decrease in depreciation of 1.25 billion dofllars
corresponds to an increase in taxes by about half of this amount. Therefore.
one would expect the contractionary effects in experiment 19 to be about
half the size of the contractionary effects in experiment 17, which is the case.

In experiment 20 the CURR variable was increased by 1.25
billion dollars each quarter. CURR is the value of currency cutstanding less
the value of demand deposits of the government sector. Demand deposits and
currency are aggregated together in the model, so that, for example, DDH
and D OF include the currency holdings of the househeld and firm sectors.
An increase in CURR corresponds to either a switch cut of demand de-
posits into currency or a decrease in the value of demand deposits of the
government sector. From Equation 69 in Table 2-2 it can be seen that an
increase in CURR must result in either an increase in bank borrowing, a de-
crease in bank reserves, or a decrease in the saving of the government.
The increase in CURR had a contractionary effect on the economy. The con-
traction was not, however, quite as severe as the contraction that resufted
in experiment 5 from an increase in VBG of 1.25 billion dollars. This is
because an increase in CURR, other things being equal, results in a de-
crease by the same amount in the value of demand deposits of the financial
sector (see Equation 62 in Table 2-2). A decrease in the demand deposits
of the financial sector means that required reserves are less. An increase in
CURR thus takes fewer funds out of the system, other things being equal, than
does an equivalent increase in FBG, which explains the less contractionary
effects in experiment 20,

Increases in the reserve requirement ratio, g,, and the gold and
foreign exchange holdings of the government sector, GFXG, have the same
effect as an equal increase in VBG, and so there is no need to examine the
effects of these variables separately. In experiment 21 the discount rate was
increased (permanently) by 2.0 percentage points. This action had a contrac-
tionary effect on the economy. The bill rate rose in quarter ¢ by 1.01
percentage points. Although not shown in the table, bank borrowing de-
creased by 0.34 billion dollars in quarter ¢.

In experiment 22 the value of exports in real terms (EX) was
decreased each quarter by an amount that corresponded to a decrease in the
current dollar value of exports of roughly 1.25 billion dollars. The contrac-
tion that this action had on the economy was much less than the contraction
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in experiment 1 that resulted from the same dollar value decrease in govern-
ment purchases of goods. The bill rate actually decreased by 0.68 percentage
points in quarter ¢ in experiment 22, whereas it rose by 0.81 percentage
points in quarter ¢ in experiment 1. The reason for the smaller contraction
in experiment 22 is the following.

From Equation 65 in Table 2-2 it can be seen that a decrease in
exports causes, other things being equal, an increase in the saving of the
foreign sector. Since the demand deposits of the foreign sector (DDR) and
the gold and foreign exchange holdings of the government sector (GFXG)
are exogenous, an increase in the saving of the foreign sector must result,
from Equation 66 in Table 2-2, in an equal increase in the value of securities
held by the foreign sector (SECR). Consequently, a decrease in exports
results in there being more loanable funds in the system than otherwise,
which leads to a decrease in the bill rate and smaller contractionary effects.
The results in experiment 22 are actually fairly close, at least for quarter ¢,
to the results in experiment 9, where the value of government purchases of
goods was decreased in conjunction with an equal decrease in the value of
government securities outstanding.

In experiment 23 the price of imports was increased by 1.0
percent. This led to a higher price level being set by the firm sector and to
slight contractionary effects overall. The decrease in production of the firm
sector in quarter 7 + 9 is 0.40 billion dollars, which is about 0.21 percent of
the level of production. The increase in the price set by the firm sector in
quarter 7 ++ 9 is 0.309, which is about 0.24 percent of the price level.

In experiment 24 the number of civilian jobs in the government
sector was decreased by an amount that corresponded to a decrease in
government expenditures on labor of roughly 1.25 billion dollars. This
resulted, as expected, in a contraction in the economy. The negative effect
on the production of the firm sector was less than in experiment 1 (remember
that Y is production of the firm sector, not real GNP) but the effect on the
unemployment rate was greater. The effect on the unemployment rate is less
in experiment | because the firm sector cushions some of the negative effect
of lower sales on jobs. When the sales of the firm sector decrease, the firm
sector cushions some of the effect on production by letting inventories
increase, It then cushions some of the effect of lower production on jobs by
decreasing hours paid per job and by holding more excess labor. In experi-
ment 24 there are no leakages into inventories, hours paid per job, or excess
labor, and so the effect on the unemployment rate is greater. The leakages
wear off after a while, other things being equal, but the effects for the first
few quarters are quite pronounced.

The level of saving of the government {54 V'G) is greater in experi-
ment 24 than it is in experiment 1 for all the quarters. The higher level of
saving in experiment 24 leads to a higher bill rate in quarter ¢ + I (and a few
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quarters after that), which in turn leads to a high price level for quarters
t + 1 and beyond. The price level had in fact not yet begun to fall by quarter
!+ 9 in experiment 24, The fewer jobs in the economy had no effect on the
price level through the labor constraint variable because the labor constraint
was not binding on the firm sector in quarter 1. _

SAVG is greater in experiment 24 because the tax leakage is less.
The tax leakage is less because corporate profits are not affected as much in
experiment 24 as they are in experiment 1. The decrease in XG in experiment
1 leads to a larger drop in sales and production of the firm sector than does
the decrease in JOBGC in experiment 24, The larger decrease in profits of the
firm sector in experiment 1 means a larger decrease in taxes paid by the firm
sector. This larger decrease in profit taxes in experiment 1 is somewhat offsetin
experiment 24 by a larger decrease in personal income taxes due to the larger
decrease in employment. This offset is not complete, however, because the
marginal personal income tax rate is less than the profit tax rate. Consequent-
ly, there is less tax leakage in experiment 24 and thus a higher level of saving
of the government. The government takes more money out of the systern in
experiment 24 than it does in experiment 1.

In experiment 25 the employer social security tax rate (ds} was
increased each quarter to correspond to an increase in employer social
security taxes, other things being equal, of roughly 1.25 billion dollars. A
similar procedure was followed in experiment 26 for the employee social
security tax rate (dy). Both experiments had contractionary effects on the
economy. The effects of increasing d. are about half the size of the effects
of increasing dg. Employer social security taxes are deducted from corporate
profits (Equation 52 in Table 2-2), whereas employee social security taxes
are not tax deductable, and so with a corporate tax rate of about 50 percent,
an increase in ds takes out of the system only about half as much money as
does an equal increase in dy.

This completes the discussion of the experiments. As mentioned
in section 9.1, the experiments are useful in pointing out the various asym-
metries in the model, the various tax leakages that occur when a policy is
changed, and the consequences of the fact that the model is closed with
respect to the flows of funds. The experiments that were designed to explore
possible asymmetries in the model do show that the quantitative impact of
a government policy action is different depending on what the state of the
economy is at the time that the action is taken. Many of the experimental
results also show the importance of knowing how a change in government
expenditures is financed.

A decrease in XG, for example, with no change in ¥BG, has a
contractionary effect on the economy, while a decrease in VFBG, with no
change in XG, has an expansionary effect. The net result of a decrease in
both XG and VBG thus depends on the size of the two decreases. An equal
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initial decrease in both variables is contractionary in the model. A decrease
in XG matched by a sufficient decrease in ¥BG to keep the money supply
{D DB} unchanged is also contractionary for the first few quarters. Another
result of interest along this line is that a decrease in XG, with no change in
VBG, is more contractionary than is an equal decrease in exports. A decrease
in exports, with no other changes in the exogenous variables, results in there
being more loanable funds in the system than otherwise, which by itself is
expansionary.

Regarding tax policy versus expenditure policy, the quantitative
properties of the model are such that a decrease in government expenditures
is more contractionary in the short run than is an equal increase in taxes.
Also, an increase in net taxes through an increase in the personal income
tax rate {d) has a less contractionary effect on the unemployment rate than
does an equal increase in net taxes through a decrease in the level of transfer

. payments ( YG) because of the opposite effects that these two variables have
on the labor force. Regarding government expenditures on goods versus
government expenditures on [abor, the former has less of an effect on aggre-
gate employment in the short run because of the cushion that the firm sector
provides in the short run between changes in sales and changes in jobs.

The results in Tables 9-1 through 9-5 definitely show that the
maodel cycles somewhat after a shock is inflicted upon it. Speaking loosely,
the bill rate is one of the main factors that dampens contractionary and
expansionary effects. It should be noted that none of the cycling effects in
Tables 9-1 through 9-3 are due to stochastic shocks. As explained in Chapter
Three, 2ll the simulations performed in this study were based on the proce-
dure of setting all error terms in the mode! equal to zero.

The experimental results in this section are quite consistent with
the results of analyzing the properties of the theoretical model in Chapter
Six of Volume I. The same conclusions about the effects of changing XG,
VBG (VBILLG in the theoretical model), 4. XG, and JOBGC (HPG in the
theoretical model) are reached here, for example, as were reached from
examining the results in Table 6-6 in Volume 1. In some cases the timing of
the effects is somewhat different in the two models because of the recursive
nature of the theoretical model, but the results by period ¢ + 2 in the theoreti-
cal model are quite consistent with the results here. A detailed comparison
of the results in Table 6-6 in Volume I with the results in Tables 9-1 through
9-6 here is left as an exercise for the reader.

Before concluding this section, mention should be made of a few
experiments of a long run nature that were performed to see how the model
behaved when simulated for a long time. These experiments were as follows.
A dynamic simulation for the 19541-197411 period (82 quarters) was first
run, using the actual values of the exogenous variables. Then a second
simulation was run that differed from the first only in that the value of one
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exogenous variable was changed in 19541, the first quarter of the period,
_The values of this exogenous variable for the other quarters were left un-
changed from their historical values. The predictions of the endogenous
variables from these two simulations were then compared to see how much
the one period shock changed the predictions after a number of quarters
had elapsed.

The differences were small for these experiments after the first
few quarters, but there was no evidence from any of the experiments that
the differences were converging to any particular number for each variable
by the end of 82 quarters. The model is not stable in the sense of returning
exactly to the original solution path after a one-period shock has been
inflicted on it. There is. of course, no reason in the present context to expect
the model to be stable in this sense, since no long run constraints of this
nature were imposed on the model.

9.4 THE PROPERTIES OF THE MODEL
THAT RELATE TO FIVE ISSUES IN
MACROECONOMICS

At the end of section 1.1 the properties of the model that relate to five issues
in macroeconomics were discussed. These five issues are: (1) the relationship
between the unemployment rate and the rate of inflation, (2} the relationship
between aggregate demand and the rate of inflation, (3) the relationship be-
tween real output and the unemployment rate, (4) the relationship between
aggregate demand and the money supply, and (3) the effectiveness of monetary
policy and fiscal policy. The discussion in section 1.1 will not be repeated
here, but a few further comments on these issues will be made.

Each of the first four issues concerns the relationship between
two endogenous variables in the model. For any moderate to large scale
model, one would not expect to be able to pick two endogenous variables
from the model at random and have the relationship between the two varia-
bles be stable over time. One would not expect a plot of one variable against
the other to show the points lying on some simple curve. The first four issues
concern particular pairs of endogenous variables, and so the question is
whether these pairs are in some way special and reveal, contrary to what
one would expect in general, stable relationships.

It should be clear from the results in this chapter and from
previous discussion of the model that there is no reason to expect stable
relationships to exist between any of the above pairs of variables. See in
particular the discussion at the end of section 1.1 of the many diverse factors
that affect each of the variables. There are important questions in any model
regarding stable relationships, but these are questions that concern the
stability of the relationships specified in the stochastic equations, not ques-
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tions regarding the stability of particular pairs of variables (unless, of course,
a stochastic equation has only one right-hand side explanatory variable).

It seems to me that too much of the discussion and work in
macroeconomics has focused on the relationships between particular pairs
of endogenous variables and that macroeconomics would be better served
if more realization were given to the fact that the economy is not likely to
be structured in such a way as to lead to stable relationships between very
many pairs of endogenous variables,

Regarding the issue of the effectiveness of monetary policy and
fiscal policy. it is clear from the results in this chapter that both XG (and
other fiscal policy variables) and VBG have important effects. It is also true,
of course, that one policy variable can be used to offset the effects of the
other. Given the ability of the Federal Reserve to act more quickly than
the Administration and the Congress in the United States, this means that
the Federal Reserve through its control of VBG can offset the effects of
changes in XG that the Administration and the Congress bring about.

Assume, for example, in the context of the present maodel, that
the Federal Reserve desires to achieve a given value of Y in quarter 1, and
assume also that the model is deterministic. Then given XG, and the other
exogenous variables in the model except VBG,, one can consider the 83
equation model to be a model in which FB(, is endogenous and Y, is exo-
genous. Taking the value of Y, to be the target value, one can then solve
the model for VBG, and the other 82 endogenous variables {(providing that
the model can be solved for the particular value of ¥, chosen). The solution
value of VBG, is the value that achieves the target. In this deterministic con-
text it is thus possible for the Federal Reserve to achieve any level of ¥

" that results in a sofution of the model. The solution may, of course, corres-
pond to a very high or a very low value of the bill rate, and the Federal Re-
serve must be willing to accept any value of the bill rate, however extreme,
if it is to be assured of achieving its target. The model thus shows clearly
the power of the Federal Reserve to influence the economy, something which
is generally much less evident in models that are not closed with respect to
the flows of funds in the system.,

In a stochastic framework it is generally not possible, of course,
to achieve a given target value exactly, but this does not change the thrust
of the above discussion, Even in a stochastic world the Federal Reserve has
more power than the Administration and the Congress if it puts no bounds
on acceptable values of the bill rate.

It should finally be noted that the properties of the empirical
model that relate to the five issues discussed in this section and at the end of
section 1.1 are also true of the properties of the theoretical model. The reader
is again referred to the discussion in Chapter Six in Volume 1.






Chapter Ten

Some Optimal Control
Results

101 INTRODUCTION

Some results of obtaining optimal contrels for the empirical model are pre-
sented in this chapter. It is now computationally feasible, as discussed in the
next section, to obtain optimal controls for a model of the present size. Solving
optimal control problems for a model is useful in the sense that one may gain
insights into the properties of the model that one would not otherwise have
obtained. It is also useful in allowing one to compare the historical record of
the economy with the record that would have been achieved had some parti-
cular objective function been maximized instead.

in section 10.3 the results of solving six control problems are pre-
sented. Two problems are solved for the period of the Eisenhower Administra-
tions, two for the period of the Kennedy-Johnson Administrations, and two
for the period of the Nixon-Ford Administrations. The objective function for
each problem targets, for each quarter, a given level of real output and a zero
rate of inflation. The two problems for each period differ in the relative weights
attached to the two targets. X and ¥ BG are used as the control variables for
each problem.

The most important property of the model that is revealed from the
work in this chapter is that the cost of increasing output (in terms of additional
inflation generated) is generally much less than the cost of lowering the rate
of inflation {in terms of lower output). The optima tend to correspond to the
output targets being more closely met than the inflation targets. This property,
if true of the real world, has important policy implications,

The optimal control problems that the government is assumed to
be solving in this chapter should not be confused with the eptimal control
problems that the individual behavioral units are assumed to be solving in
making their decisions. The government should be considered to be solving
its control problem subject to the restriction that each behavioral unit in the

197
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economy takes as given the control values chosen by the government and
solves its own control problem on the basis of these and other relevant
‘values.

10.2 THE. COMPUTATION OF THE OPTIMAL CONTROLS

The procedure that was used to solve the optimal control problems for the
model is described in Fair [20]. This procedure is briefly as follows. Consider
the model as represented by the equation system in (3.1) in Chapter Three:

=1,...,C
¢g(}’1z: cons Yoo Xipeoaos Xyps ﬁg) =U g (g =1,..., T)). (3.1}

Assume that the objective function, A, to be maximized is:

W:h(yil’ e Ve e ¥ats oo Vet X s Xips e e Xyps oo xh’?‘)' (30]}

Assume, finally, without loss of generality, that x,,(t =1. ..., T)is the only
control variable. Now, given a set of estimates of the 8, vectors and given
values of the x; (i =1, ..., ¥), the model in (3.1) can be solved numerically
forthe v, (i = 1,..., (), after, say, all of the error terms have been set equal to
zero,

Once the model has been selved for all T periods, the value of W
in {10.1) can be computed. If lagged endogenecus variables are included
among the x;, variables, they are merely updated in the usual way in the course
of solving the model. Given a different set of values of the control variable,
the model can be resolved and a new value of W computed. W can thus be
considered to be an implicit function of the T control values:

W=y(xs, .00, 207) (10.2}

The optimal control problem set up in the above way is simply a
standard nonlinear maximization problem, the problem of finding the T
values of x,,(t =1, 2, ..., T for which ¥ is at a maximum. Consequently,
the maximization algorithms that were discussed in section 3.4 and that
were used in the computation of the FIML estimates can be used to solve
optimal control problems as well. All that one needs to do s to combine one
of the algorithm programs with-a program that solves the model. When using
the maximization algorithms for this purpose, each function evaluation corres-
ponds to salving the model once for T periods and then computing the value
of W. If derivatives are needed for a particular algorithm, they can be com-
puted numerically. Analytic derivatives are generally not available for this
purpose because it is generally not possible to write the function  in (10.2)
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in analytic form. If there are two control variables, say xy, and x,,. then W
in (10.2) is merely a function of both x;, and x, (¢ =1,2, ..., T).

The results in [20] indicate that it is possible to solve quite large
control problems when they are set up in the above way. As mentioned in
section 3.4, in one case a preblem of 239 parameters was solved (four control
variables for 60 periods, less one value that was known because the control
variable entered the model with a lag of one period). Although the discussion
so far has been in terms of solving deterministic control problems, some
suggestions are also presented in [20] on how the above way of setting up the
control problem might be used to solve stochastic control problems through
the use of stochastic simulation. No attempt was made in this study, however,
to solve any stochastic control problems.

The three control periods censidered are 19531H-19601V (30 quar-
ters), 1961119681V (32 quarters), and 1969I-19751 (25 quarters). The first
period covers all the quarters of the two Eisenhower Administrations except
for the first two quarters of the first Administration; the second peried covers
all of the quarters of the Kennedy-Johnson and Johnson Administrations; and
the third period covers all of the quarters of the first Nixon Administration
and the first nine quarters of the Nixon-Ford Administration. The first twe
quarters of the first Eisenhower Administration were not incloded in the first
period because of a lack of enough earlier data.

The basic objective function that was used targets a given level of
real output and a zero rate of inflation for each quarter. It is easiest to con-
sider the objective function to be a loss function that is to be minimized. This
loss function is:

#

i [ / },*Y’ /?w +(%APF1)-2] .7 >0, (10.3)

where ¥¥ = target level of Y,

wa* 2
/Y,—}f;*/-’-_ (‘Y* ‘) if ¥, <Y}
B - " ¥
t

Y*
' 0 if Y, = Y*

PF,
YAPF, = (PF -

[

4
) — 1, (percentage change in PF, at an annual rate).

The loss function penalizes rates of inflation that are both above
and below the target value of zero, but it only penalizes values of Y, that are
below the target. A straight quadratic function in {10.3) would also penalize
values of ¥, that are above the target. There is nothing in the present way of
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solving control problems that requires that the objective function be quadratic,
and the specification in (10.3) seems more reasonable than a straight quadratic
specification. There is also nothing in the present way of solving control
problems that requires that the objective function be a sum over separate
time periods, although the function in {10.3) is.

The target values for real output were computed as follows. Four
quarters were first chosen as benchmark quarters: 19531V, 19571, 19651V,
and 19731V, The unemployment rates in these four quarters were 3.7, 4.0, 4.1,
and 4.7 percent, respectively. The four quarters are quarters in which there
were high levels of economic activity. One may question whether the level of
economic activity in 19731V was as high as the levels in the other three bench-
mark quarters, but for present purposes it is assumed to be so.

The target value of output in each of these quarters was taken to
be the actual value. The target values for the other quarters were then taken to
lie on straight lines between the four benchmark values. The line between
19531V and 19571 was extended backward to get a value for 1953111, and the
line between 1965IV and 19731V was extended forward to get values for
1974E-19750, The target values are presented in Tables 101, 10-2, and 10-3,
below. There are 20 quarters in the 193311119751 period in which the actual
value of output is greater than the target value.

Two variables of the government were used as control variables,
XG and VBG. In order to lessen computational costs, it turned out to be
convenient to have FBG be adjusted each quarter so as to achieve a given
target level of the bill rate. The target bill rate series is a series that has a posi-
tive trend between 193311 and 19701V and then is flat {at 6.3 percent) from
19711 on. The values for the series between 195311 and 19701V were taken to
be the predicted values from the regression of log RBILL, on a constant and
t for the 19521-1970IV period. This is the same regression that is used in the
construction of RBILLY in the model. (See Equation 79 in Table 2-2.)

The treatment of VBG in this way means that monetary policy is
assumed to be accommodating in the sense of always achieving the given target
level of the bill rate each quarter regardless of the value of XG chosen. Al-
though XG is the only fiscal policy variable used, the following resulis would
not be changed very much if more than one variable were used. Given that the
objective function targets only real output and the rate of inflation, adding,
say. a tax rate variable such as d, as a control variable would have little effect
on decreasing the loss from the minimum loss that can be achieved by using
XG alone. The fiscal policy variables are collinear in this sense.

As mentioned above, only deterministic control problems have
been solved here. A standard procedure in solving deterministic control
problems with a stochastic model is to set all the error terms in the model
equal to their expected values, usually zero. An alternative procedure. how-
ever, is to set the error terms equal to their historic values, i.c., to their esti-
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mated values in the sample period, and this is the procedure followed here.
Setting the error terms equal to their historic values means that when the
model is solved using the actual values of the exogenous variables, the solu-
tion values of the endogenous variables are just the actual values.

In order to justify the procedure of setting the error terms equal to
their historic values, consider how an administration would behave in practice
if it could only solve deterministic control problems. Since an administration
has plenty of time each quarter to reoptimize, it could solve a series of control
problems, one each quarter, where each problem would be based on setting
the future error terms equal to zero. The solution of each problem would result
‘in optimal paths of the control variables, but only the values of the control
variables for the first quarter for each problem would actually be carried out.
As the administration reoptimized each quarter, it would adjust to the errors
of the previous quarter by using in its solution the actual values of the endo-
genous variables of the previous quarter. _

If more computer time had been available for this project, a series
of control problems could have been solved for each of the three periods
considered. All the problems would have been based on setting the future
error terms equal to zero. The first problem would start in the first quarter
and would take as given all the values of the endogenous variables up to, but
not including, the first quarter. The optimal values of the endogenous and
control variables for the first quarter that result from solving this problem
would be recorded.

The second problem would start in the second quarter, would use
as the first quarter value of each control variable the optimal value just
recorded, and would use as the first quarter value of each endogencus variable
the optimal value just recorded plus the historic value of the error term that
pertained to the particular variable in question. The optimal values of the
endogenous and control variables for the second quarter that result from
solving the second problem would be recorded. This procedure would be
repeated for the remaining problems. The recorded series of each control
variable would then be taken to be the optimal series. These are series that
an administration could have computed had it had the present model at its
disposal and had it known all of the values of the noncontrolled exogenous
variables.

Since it was not feasible to solve a series of problems for each of
the three periods considered, some approximation to the set of solutions that
would result from such an exercise had to be made. The procedure of setting
the error terms equal to their historic values before solving assumes that
an administration has more knowledge than it actually has. An administration
clearly does not know all future values of the error terms. The procedure
of setting the error terms equal to their expected values before solving {and
solving only once), on the other hand, assumes that an administration has less
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knowledge than it actually has because it can continually adjust to past error
terms by reoptimizing each quarter. The procedure of setting the error terms
‘equal to their historic values was chosen on the grounds that it seemed likely
to lead to a set of optimal values that more closely approximates the preferred
set. -

The control problems were solved using the gradient algorithm
mentioned in section 3.4. The gradient algorithm turned out to be cheaper
to use and more adept at decreasing the value of the loss function than was
Powell's no-derivative algorithm. This is in contrast to the case for the FIML
problem, where Powell’s no-derivative algorithm worked better. All deriva-
tives for the gradient algorithm were obtained numerically. For the first period
of 30 quarters, there are 60 values to determine altogether, 30 for XG and 30
for VBG. The values for ¥BG are, however, quite easy to compute, since they
are merely the ones necessary, given the values for XG, to have the bill rate
be equal to its target value each quarter. For purposes of solving the control
problems, VBG is effectively an endogenous variable and the bill rate is an
exogenous variable. This means that there are really only the 30 values of
XG that the algorithm has to determine for the first period. For the second
period there are 32 values of XG to determine, and for the third period there
are 25 values to determine.

For the algorithm the starting values of X were not taken to be
the historic values, as is commonly done. Instead, the values of XG that led

-to the output target’s being met exactly were used as starting values. These
‘values were obtained by treating ¥ as an exogenous variable (the values of
this variable being equal to the target values) and XG as an endogenous
variable and solving the model. For all three periods, the values of XG that
led to the output target’s being met exactly resulted in a smaller value of loss
than did the historic values of XG and so were better starting points,

It was mentioned in section 3.5 that the time needed to solve the
model once for an 82-quarter period is about ten seconds. This is for the
version of the model in which the bill rate is taken to be endogenous. When
the bill rate is taken to be exogenous, as for the work in this chapter, the
model is somewhat easier t¢ solve, The time needed to solve the model once
for the 30-quarter period considered in this chapter, for example, is about
two seconds. rather than about four seconds for the endogenous bill rate
case.

The gradient algorithm converged in about five iterations for each
problem. Each iteration corresponded to about 50 function evaluations—i.e.,
50 solutions of the model for the 30-, 32-, or 25-quarter period. The gradient
algorithm thus required about 250 function evaluations to converge, which
at roughly two seconds per function evaluation is about eight minutes of
computer timie on the IBM 370-158 at Yale. It should be stressed that there
is no guarantee that the algorithm actually found the true optimum in each
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case. Cost considerations prevented very much experimentation to see if the
true optima had been found.

10.3 THE RESULTS

The results of solving the six control problems are presented in Tables 101,
10-2, and 10-3. For the first problem for each period a value of y in (10.3)
of 1.0 was used, and for the second problem for each period a value of y of
0.1 was used. y is the weight attached to the output target in the loss function.
The weight attached to the output target is thus ten times greater for the
first problem than for the second.

The following is a brief summary of the results in the three tables:

Table 10-1 (Sum of Y* over all 30 quarters = 3076.0)
Optimal for Optimal for

Actual p =1 y=0.1
1. Sum of Y over all 30 quarters 2995.6 3071.3 3028.0
2. Average rate of inflation over the
30 quarters (annual rate) 1.929% 2.03% 1.92%
3. Average unemployment rate over
the 30 quarters 5.07 4.68 5.01

Table 10-2 (Sum of Y* over all 32 quarters = 4443.9)

1. Sum of ¥ over all 32 quarters 4328.2 4438.1 4379.4
2. Average rate of inflation aver the

32 quarters {(annual rate) 1.949% 2.13% 2.04%
3. Average unemployment rate over

the 32 quarters 4.86 4.87 5.16

Table 10-3 (Sum of Y* over all 25 quarters = 4507.7)

1. Sum of ¥ over all 25 quarters 4363.5 4482.8 4365.1
2. Average rate of inflation over the

25 quarters (annual rate) 5.97% 6.22% 6.04 %,
3. Average unemployment rate over

the 25 quarters 522 4.70 5.35

The summary results for Table 10-1 show that for y = 0.1 the
optimal average rate of inflation over the 30 quarters is the same as the actual
rate. The optimal amount of output for the 30 quarters is, however, larger
than the actual amount, and the optimal average unemployment rate is lower



Table 10-1. Control Results for the Eisenhower Administrations
Actual Values Optimal Values for y = 1.0 Optimal Values for y = 0.1

100 100 Target 100 100 100 100

Quarter ¥ %UAPF UR RBILL RBILL Y* AXG AVBG ¥ YMAPF UR AXG AVBG ¥ APF UR
195310 91.4 14 28 20 16 §9.2 —-16 —0.7 89.9 0.2 31 —1.8 —08 89.7 01 31
v 90.0 ol 37 15 16 90.0 04 03 90.1 05 440 —-04 06 £9.3 04 4.2
19541 89.0 48 53 11 1.7 90.9 1.6 0.7 90.6 59 31 0.7 0.1 89.3 58 54
11 38.9 03 58 08 17 %1.7 23 1.7 9i.6 i3 51 1.4 10 %00 1.7 %46

111 90.1 14 60 09 17 92.5 1.8 2.4 924 23 53 0.9 1.6 20.6 22 58

13% 92.3 20 54 19 1.8 934 1.0 27 934 30 51 0.2 1.9 91.5 2.8 56
19351 95.5 06 47 1.3 1.8 94.2 —0.3 2.8 94.4 1.1 51 1.0 1.9 a2.5 1.0 56
1 97.3 —00 44 16 18 951 0.3 31 952 00 53 —10 2.3 933 —00 58

1 98.9 30 42 19 19 96.0 —0.8 35 95.8 27 54 — 1.4 2.6 94.1 26 58

v 999 41 42 23 19 969 —0.8 3.7 96.7 34 57 —1.3 2.8 95,1 3.3 6.0
19561 99.3 31 41 24 20 97.7 0.5 4.7 97.5 25 52 —0.0 3.7 96.1 24 56
1n 99.5 26 42 26 20 98.6 0.2 5.1 98.3 20 5.0 —0.2 40 969 1.8 53

11 99,3 39 42 26 20 99.6 0.6 57 98.9 34 46 0.1 4.4 977 3.2 49

v 100.8 3% 41 31 21 1005 —0.6 5.2 968 30 45 —1.1 39 98.5 29 48
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Notes: AXG == difference between the optimal and actual values of XG.
AVBG = difference between the optimal and actual values of VBG.
For both problems the optimal bill rate series is the target RBILL series.
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Table 10-2. Control Results for the Kennedy-Johnson Administrations

Actual Values Optimal Values for y = 1.0 Qptimal Values for v = 0.1

160 100 Target 100 100 - 100 100

Quarter ¥ YAPF UR RBILL RRILL Y* AXG AVBG Y APF UR AXG AVBG ¥ %“APF UR
19611 107.3 07 68 24 29 1189 10.3 52 1188 1.5 53 99 50 1184 15 54
1T 109.9 07 70 23 30 1201 38 43 1199 1.7 46 3.0 3.8 1189 16 48
1 1120 —0.5 68 23 30 1213 3.5 39 121t Q4 4.8 2.6 34 H97? 63 51
v 114.3 20 62 25 31 122.5 2.8 3.5 1222 27 50 1.8 24 1206 26 54
19621 1161 85 56 27 31 1237 3.3 40 1235 11 47 2.5 28 1212 1.0 52
1L 118.0 1.3 55 27 32 1249 3.2 47 1247 20 47 24 34 1234 19 5.1
Hi1 119.2 02 56 29 33 1262 33 5.7 1260 09 48 a7 42 1247 08 51
v 1206 1.1 55 28 33 1275 2.8 61 1272 18 48 2.0 44 1257 1.7 5.1
19631 121.3 09 58 29 34 1287 34 7.0 1285 15 52 2.7 52 1269 14 355
i 1224 280 57 29 35 1300 34 7.9 1288 27 50 2.7 59 1282 26 53
111 1245 0.4 55 33 35 1313 2.4 8.1 131,11 08 49 1.8 68 1295 07 52
v 126.3 1.7 - 56 15 36 1326 2.1 82 1324 20 351 13 60 1307 19 54
19641 128.4 14 55 35 37 13440 1.1 7.8 1337 1.7 0.4 55 1318 16 36
11 130.2 14 33 35 38 1353 1.2 8.0 1350 1.7 51 0.5 56 1331 1.6 535
HI 131.8 1.9 50 35 38 1366 1.0 3.1 1364 20 5.1 0.5 58 1345 19 54
v 132.5 1.3 50 37 39 1380 1.9 89 1378 1.8 30 1.4 6.6 1361 1.5 52
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Table 10-3. Contrei Results for the Nixon-Ford Admihistrations

Actual Values Optimal Values for y == 1.0 Optimal Values for y == 0.1

100 100 Target 100 100 100 100

Quarter Y Y APF URRBILLRBILL Y* AXG AVBG Y YUAPF UR AXG AVRG ¥ YUAPF UR
19691 162.5 41 34 61 55 161.5 -2 - 1.0 1615 3.8 35 ~1.0 —-09 1616 18 33
1f 163.2 44 35 62 56 1629 -04 12 1628 42 36 1.2 —17 {620 4.1 37

T 163.8 47 36 10 57 1644 —0.0 1.6 1642 43 3.7 —1.1 =27 1629 4.1 39

v 162.9 44 36 73 58 1659 1.9 —09 1655 44 33 0.8 —246 163.8 4.1 3.6
19701 161.9 45 42 13 39 1674 33 0.3 162.0 49 33 1.8 2.1 165.0 45 38
I i61.9 45 48 a8 60 (689 148 11 1685 30 34 18 20 661 4.7 39

I 163.2 3.2 52 64 62 1705 2.6 0.6 1698 36 37 03 35 1666 34 44

v 161.2 7.2 58 54 63 1720 56 26 170 79 42 32 25 1674 7.7 4%
19711 t6s5.6 36 60 39 63 1736 2.1 17 1730 48 4.5 02 37 1694 47 52
1T 166.8 44 359 42 63 1751 4.3 29 1748 4.8 48 27 =29 17la 47 54

Hi 167.8 26 60 51 63 1767 4.5 37 1764 30 49 22 17134 30 54

v 170.6 04 60 42 63 783 3.4 4.6 1719 4 5.1 19 —16 1749 {4 55
19721 173.6 53 38 34 63. 1799 3.3 6.5 1794 6.7 53 2.1 —0.f 1766 0.6 57
1f 177.5 B7 57 37 63 1816 2.7 8.1 . 181.2 26 5.5 1.7 1.4 1787 25 58

HI 180.2 22 56 42 63 {81z 3.0 107 1829 29 356 1.9 3.8 1803 19 59

1v 184.0 30 53 49 63 1849 1.7 12.6 1843 34 56 0.4 53 1817 34 6.0
19731 188.7 33 350 56 63 1B6S —0.4 132 1852 35 57 —2.1 54 1826 14 6.1
1 189.6 57 49 66 63 1882 1.3 159 1878 55 57 -0.8 7.4 1834 54 6.2

i 190.5 54 48 84 63 [899 0.9 17,1 189.0 47 5.5 —2.3 7.4 1830 45 6.1

v 1917 @5 47 75 63 1917 —0.3 18.1 1894 43 33 -54 60 1807 9.0 64
19741 1878 145 51 16 63 1934 18 227 1902 141 54 2.6 78 1784 138 6.8
11 1869 155 51 831 63 1951 16 252 I19E3 150 4.8 —3.1 84 1777 145 6.5

il 1859 130 55 831 63 199 5.1 285 1932 127 4.4 - 0.6 113 1799 121 64

1% 1810 133 6.6 7.3 63 1987 10.6 W6 1959 134 49 6.8 212 1853 130 63

19751 1747 1O 83 59 63 2005 15.1 479 1991 16 55 13.8 M7 1921 113 64
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than the actual average rate. The optimal output series is smoother than the
actual output series, which, because of the nonlinearities in the model, allows
more output to be produced on average with the same average rate of inflation.

For y = 1.0 in Table 10-1, the optimum corresponds to more out-
put, but also to a higher average rate of inflation. Comparing the two sets of
optimal results in Table 10-1, it can be seen that the optimum for y = 1.0
corresponds to 43.3 hillion dollars more in cutput being produced over the
30 quarters and to a higher average rate of inflation of 0.11 percent per year.
The difference between the optimal average unemployment rates over the 30
quarters is 0.33 percentage points.

The summary results for Table 10-2 show that both optima corres-
pond to more output and more inflation than actoally existed. Comparing the
two sets of optimal results, it can be seen that the optimum for y = [.Q corres-
ponds to 58.7 billion dollars more in output over the 32 quarters, to a higher
average rate of inflation of 0.09 percent per year. and to a lower average un-
employment rate of 0.29 percentage points. It is interesting to note that the
average unemployment rate for both optima are higher than the actual rate,
even though both optima correspond. to more output being produced. There
are two main reasons for this. The first is that the bill rates that were targeted
for the two runs are generally larger than the actual bill rates. Interest rates
have a positive effect on the work effort of the household sector; in particular
the mortgage rate has a positive effect on the labor force participation of all
persons 16 and over except men 25-54. The higher interest rates for the op-
timal runs thus cause the labor force to be larger than otherwise, which in
turn causes the unemployment rate to be larger than otherwise.

The other main reason for the higher unemployment rates for the
optimal runs is that the optima correspond to higher real wages. When the
economy expands in the model, the money wage rate, WF, rises faster initially
than does the price level. The real wage thus increases initially, which has a
positive effect on the labor force and thus on the unemployment rate. It was
mentioned in section 1.1 and in Chapter Nine that there are many factors that
have an effect on the unemployment rate, and the resuits in Table 10-2 pro-
vide a good example of how the unemployment rate can be higher in one run
than in another even though real output is also higher.

The summary results for Table 10-3 show that the optimal values
for y = 0.1 are close to the actual values. The optimal value of output over
the 25 quarters is only 1.6 billion dollars higher than the actual value. 1t is
again the case that the optimal average unemployment rate is larger than the
actual rate even though the optimal value of output is greater than the actual
value. Comparing the two sets of optimal results, the optimum for v = 1.0
corresponds to 117.7 billion deliars more in output over the 25 quarters, to
a higher average rate of inflation of 0.18 percent per year, and to a lower
average unemployment rate of 0.65 percentage points.
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An important feature of the results in the three tables is that for
y = 1.0 the optimal output series correspond closely to the target series. In
Table 101, for example, the difference between the sum of Y* and the sum
of the optimal output values over the 30 quarters is only 4.7 billion dollars,
In Tables [0-2 and 16-3 the respective differences are 7.8 and 24.9 billion
dollars. Since the starting values used for XG corresponded to the output
targets being achieved exactly, this closeness may be due merely to a failure
on the part of the algorithm to find the true optima. This, however, did not
appear to be the case from some experimentation that was carried out to see
if the true optima had been attained.

What these and other results show is that the model has the
property that output can be increased to some reasonable target value (from
a lower value) without having too sertous an affect on the rate of inflation. It
15 not, however, generally possible to decrease the rate of inflation to, say,
zero percent (from a higher rate) without having serious effects on the level of
output. Consequently, when a loss function like (10.3) is minimized, with equal
weights attached to the output and inflation targets, the optimum tends to
. correspond more closely to the output target being achieved than it does to
the inflation target being achieved. Even when the weight on the output target
is only one-tenth of the weight on the inflation target, it is still the case that
the inflation target of zero percent is not close to being achieved.

It is possible to use the results in Tables 10-1, 10-2, and 10-3 to
examine the question of the “trade-off”” between, say. the rate of inflation and
the level of output. One must be very careful in doing this, however, because
of the many diverse factors that affect both variables. It was argued in section
9.4 that there is no reason to expect there 1o be a stable relationship between
the rate of inflation and the level of ocutput, and this holds true whether the
values of the policy variables are historic or optimal values. The trade-off
that one observes in tables like 10-1, 10-2, and 10-3 for one control period
and ong set of problems may not hold true for other control periods and other
sets of problems.

Comparing the two sets of optimal results in Table 10-1 shows
thata yearly gain of output of 5.8 billion dollars (43.3 + 7.5 years) is achieved
at a cost of an extra 0.11 percent inflation per year. In Table 10-2 the yearly
gain is 7.3 billion dollars (38.7 + § years) at a cost of 0.09 percent inflation
per year, and in Table [0.3 the yearly gain is 18.8 billion dollars (117.7 + 6.25
years) at a cost of 0.18 percent inflation per year. These figures show, as already
mentioned, that the trade-off in the three tables is such that it is costly in
terms of lost output to lower the rate of inflation, or, the other way around,
that it is not costly in terms of extra inflation to increase the level of output.

1t should be stressed again, however, that these figures should not
necessarily be extrapolated to other periods. Because of the nonlinearities in
the maodel, the figures in particular should not be extrapolated to situations in
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which the two sets of optimal results that are compared correspond to much
larger differences in the state of the economy than the differences in the
current three tables.

It is ﬁnaily of interest to note that the optimal values for v = 0.1
in the three tables correspond more closely to the actual values than do the
aptimal values for y = 1.0. One possible conclusion from this fact is that the
people who were responsible for controlling the economy weighted inflation
more heavily than output in their loss functions. This would be true, however,
only if the people believed that the trade-offs between inflation and output
were similar to those in the present model and they had targets for inflation
and output that were similar to the targets in the loss function (10.3).






Chapter Eleven

Conclusion

The model is summarized in section 1.1, and sa it will not be summarized
again here. This chapter instead contains a brief discussion of possible future
research topics on the model and some closing remarks.

It should be clear that this study has been restricted in important
ways by the use of a relatively slow computer and by a relatively smail
c¢omputer budget. It would definitely be of interest in future work to do more
experimentation in trying to obtain true FIML estimates. It might also be of
interest, as discussed in section 3.6, to try to obtain FDYN estimates of the
model and see how these estimates compare and perform relative to the
FIML and TSLS estimates. Finally, it might be of interest with more com-
puter resources to do further experimenting on obtaining optimal controls
for the model. All three of these problems are similar (and expensive} in that
they involve solving fairly large nonlinear maximization problems by the
use of algorithms like the ones discussed in section 3.4

There are a number of areas in which one might consider trying
to improve the specification of the model. Some suggestions are presented
in section 5.3, for example, on possible alternative ways of accounting for
the hours constraint on the household sector and the labor constraint on
the firm sector. The approach taken in this study regarding these two con-
straints does not necessarily use all the information on the labor market
that is available, There may also be other approaches than the one taken in
this study for trying to pick up loan constraint effects on the household and
firm sectors.

The model could be disaggregated in a number of ways. Possible
variables to disaggregate include the labor force variables, the consumption
and investment variables, and the asset and liability variables, The division
of the model into sectors and the closed nature of the model with respect to
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the flows of funds should enabie this type of disaggregation te be carried out
without any major changes in the basic structure of the model.

It is also possible within the basic structure of the model to con-
sider alternative lag structures for the stochastic equations and alternative
functional forms. The stochastic equations are clearly only approximations
to the way that the decision variables are actually determined, and experi-
menting with alternative lag structures, alternative functional forms, and
even alternative variables that are designed to pick up expectational effects
is certainly within the spirit of the model,

One of the most important questions about the current version of
the model is whether the properties of the model reported in the last chapter
regarding the “trade-off” between inflation and output are true of the real
world. The model does have the characteristic that it is generally possible
to achieve a fairly high level of output without causing very much additional
inflation. In ihe price equation (Equation 9 in Table 2-3), PF, is not very
sensitive to recent changes in economic activity, especially if these changes
are from a low level of activity. Whether this is also true of the real world is
perhaps unclear, but from the experimentation done in this study it does not
appear possible to pick up in the data very strong effects of the level of
economic activity on the price level. Since this is such an important question
for pelicy purposes, however, more experimentation should be done to see
if the actual effects are stronger than the effects currently in the model.

Another important question about the current version of the
model is whether the predictive accuracy of the model regarding the bill
rate can be improved by the use of other estimation techniques or by slight
changes in the specification of some of the equations. Some of the predictions
of the bill rate in Chapter Eight are quite wide of the mark, and one would
hope in the future fo be able to improve upon this performance. As discussed
in section 8.4, it may be that truer FIML estimates or FDDYN estimates
will lead to better predictions. Given the key role that the bill rate plays in
the model, this is certainly an important area for future work.

This completes the discussion of possible future research topics
on the model, and I would like to conclude this study on a personal note. It
seems to me that a long run goal of macroeconometric mode! building cught
to be the development of models that when used in a nonsubjective way for
policy purposes, via the computation of optimal controls, result, on average,
in better policies (i.e., result, on average, in a larger value of the objective
function) than any other approaches. Numerical methods and computer
technology have now advanced to the point where computational problems
no longer appear to be a serious constraint to the attainment of this goal.
It now appears feasible to obtain full information estimates and optimal
controls for almost any model. Although this study was hindered somewhat
by a slow computer and a tight computer budget, in an actual policy making
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situation the cost of a few hours of computer time to estimate a model and
compute optimal controls for it is trivial compared to the billions of 1958
dollars that might be saved from the implementation of better policies. The
remaining constraints to the attainment of the above goal are, it seems to me,
the quality of the data and the accuracy of the specifications of the equa-
tions. Some would argue, however, that this goal will never be achieved
because the structure of the economy is not stable enough to allow models
to be used in mechanical ways. My work in these two volumes is based on
the premise that this argument is not true, and my primary aim has been to
try to make some contribution toward the development of more accurate
models,






Appendix A

Some Results for the
Alternative Technology

The purpose of this appendix is to show that the two technologies discussed
in section 5.2 lead to similar results. The first technology is represented by
Equations (5.1} and (3.2), and the second technology is represented by
Equations (5.3) and (5.4). The measurement of excess capital and excess
labor for both technologies is described in section 5.2. Both technologies lead
to estimates of the capital stock {K7), of the minimum amount of capital
needed to produce the output of the period (KM/IN,), of the physical depre-
ciation of the capital stock during the period (denoted here as DEPK), and
of the number of worker hours required to produce the output of the period
(M HY).

© DEPK, for the first technology is simply 6,K}_ . DEPK, for the
second technology can be obtained as INV, — (K7 — K7_,), where INV,
is gross investment for period ¢ and KF — K7, is net investment. As dis-
cussed in section 5.2, K is obtained for this technology by summing past
values of gross investment back to the age of the oldest machine in existence
(m, in section 5.2). Two sets of estimates of M,H™ were obtained for the
second technology, one for values of ZH/A and &, of [18894.4 and 0.005204,
respectively, and one for values of gH/Z and &, of 121927.8 and 0.005602,
respectively,

The results of estimating the investment equation for the two
technologies are presented in Table A-1. The estimates for the first technology
are the same as the ones presented in Table 2-3. The estimates are TSLS
estimates for the 19541-197411 period. The equations for the two technologies
differ only in the values used for K2 ,, KMIN,.,, and DEPK, As can be
seen in the table, the results for the two technologies are close, with the
results for the first technology being slightly better,

The results of estimating the employment and hours equations
for the two technolgies are presented in Tables A-2 and A-3. The estimates

217



218 A Modef of Macroeconomic Activity

Table A-1. Estimates of the Investment Equation for
the Two Technologies
(The top set of estimates is for the alternative

technology)
Dw R
—0.000469 +0.0236
{0.39) {0.69) 1.86 0.567
INV, — INV,_; = —000256(K7 ; — KMIN, ) = 0027T2(Y, — ¥, 1) 1.89  0.579
(0.80) (@.7%)
00797 i0.0257 - 0.0566
(3.20) (1.18) (2.68)
+0.0782(Y, -7 — Yi_2) — 0.0241(Y,_; — Y3} -+ 0.0558(Y, -5 — Y, 4)
(3.11) 1.09 (2.52}
—0.0115 —1.07 +4+-0.498
(Lon (3.87) (1.68)
—0.0155(INV,_, — DEPK,) — 1.04 D704, + 0.509 0711,
©.82) (3.74) (1.75)

Table A-3. Estimates of the Hours Equation for the
Two Technologies

{The top set of estimates is for the alternative
technology)

B DW R?

1.90 —0.345 —0.195 193 0374
(4.35%4.26) (1.80)
log HPF, — log HPF,.; = 142 — 0.269 log HPF,_, —0.221 196 0345
(4.15)(4.15) (2.06)
—0.0427
(2.97)
—0.0438(log JOBF,_, — log M., HM )
(2.70

—0.000377 -+ 0.138
(4.26) (4.28)

—0.000253¢ — 0.162(log ¥, — log Y,_1)
4.20) {5.22)

for the first technology are also the same as the ones presented in Table 2-3,
and both sets of estimates are TSLS estimates for the 19541-197411 period.
The equations for the two technologies differ only in the values used for
M, BY . The values used for M, ,HM , for the second technology are the
ones based on values of gH/1 and 8, of 118894.4 and 0.005204.



Table A—2. Estimates of the Employment Equation for the Two Technologies

(The top set of estimates is for the alternative technology)

F; DW R?
—0.181 —0.0292 0.340 1.95 0715
(1.4 (1.38) (3.28)
log JOBF, — log JOBF,_; — —0.489 — 0.0780(log JOBF,_, — log M,_ [ FI},) 0.307 1.96 0.737
(2.86) (285 2.92)

40.0000293 +0.211
1.07 (3.5%)

£0.0000971¢ + 0.215(log ¥, — log ¥.1)
2.97) (3.67)

+0.195
4.27)
+0.172{og ¥,-, ~log ¥,_2)
(3.84)

+0.0810 —0.0109
(1.88) (2.54)
10.0725(log Y., — log Y._;) — 0.00945 D593,
(1.79) (2.22)

+0.00142
(0.34)
+0.00196 D594,
(0.49)
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The results for the ewo technologies are again close, with the
results for the first technology being slightly better for the employment
equation in Table A-2 and slightly worse for the hours equation in Table
A-3. When the alternative values of gH/1 and 8, were used for the second
technology, the results were little changed. The estimate for the coefficient
of the excess labor variable was —0.0298 in the employment equation
(versus —0.0292 in Table A-2) and —0.0431 in the hours equation (versus
~~0.0427 in Table A-3.)

It appears to be fairly clear from the results in Tables A-1, A-2,
and A-3 that the properties of the model would be little changed regardless
of which technology was used. The first technology is computationally
easier to work with, since it does not require keeping track of as many past
values of investment, and this is the primary reason for its use in this study.



Appendix B

The Forecasting Model
Used for Comparison
Purposes

The forecasting model was estimated through 197411 for the comparisons in
Chapter Eight. The notation for the model is presented in Table B-1, and the
model is presented in Table B-2. The same techniques were used to estimate
the model for the work in this study that were used in Fair [14] and that have
been used all along to reestimate the model each quarter. One of the tech-
niques described in Fair and Jaffee [24] for estimating markets in disequili-
brium is used to estimate the monthly housing starts sector. The two stage
least squares technique described in Fair [22] for estimating simultaneous
equations models with lagged endogenous variables and first order serially
correlated errors is used to estimate the equations in the money GNP sector
and Equation (9.12). The other equations in the model are estimated by ordin-
ary least squares under the assumption of first order serial correlation of the
error terms.

Strikes were handled in [14] by excluding the strike observations
from the estimation periods. For the work in this study, however, no observa-
tions have been excluded from the estimation periods, and strikes have been
handled by adding dummy variables to the equations most affected by the
strikes. This was done to allow the models to be simulated over a longer
period than would have been possible with gaps in the estimation period.
For the forecasting model, four dummy variables were added to the equation
explaining consumer durable expenditures (CD)); two to the equation
explaining plant and equipment investment (/F,); three to the equation
explaining inventory investment (¥, — ¥,_,); five to the equation explaining
imports (JMP,); and two to the equation explaining employment (M,). These
are the same dummy variables that were added to the corresponding equa-
tions in the empirical model.

For the sake of completeness, the results of estimating the
inventory, import, and price equations are presented in Table B-2, even
though these equations are not used for the comparisons in Chapter Eight.
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These equations are (6.15), {7.3), and (10.7). Since the forecasting model is
described in detail elsewhere, no further discussion of it will be presented
here. '

Table B-1. The List of Variables in the Forecasting
Model in Alphabetic Order by Sector

The Monthly Housing Starts Sector
+ DHFE3, = Three-month moving average of the flow of advances from the Federal Home
Loan Bank to Savings and Loan Associations in millions of dollars
+DSF6, = Six-month moving average of private deposit flows into Savings and Loan
Associations and Mutual Savings Banks in millions of dollars
HS, = Private nonfarm housing starts in thousands of units
+RM, = FHA mortgage rate series on new homes in units of 100
W, = Number of working days in month ¢
T+/ARM,f = [see Equation (8.21) in [14]]
FlARM,\ = [see Equation (8.22) in [14]]

‘Fhe Money GNP Sector
€ D, = Consumption expenditures for durable goods, S44R
N, = Consumption expenditures for nondurable goods, SA4AR
CS, = Consumption expenditures for services, S44AR
tEX, = Exports of goods and services, SAAR
$G, = Government expenditures plus farm residential fixed investment, SAAR
GNP, == Gross National Product, S44R
HE&Q, = Quarterly nonfarm housing starts, seasonally adiusted at quarterly rates in
thousands of units
IH, — Nonfarm residential fixed investment, S4A4AR
IMP, = Imports of goods and services, SA4AR
IP, = Nonresidential fixed investment, SA4R
tMOOD, — Michigan Survey Research Center index of consumer sentiment in units of
100
+PE2, = Two-quarter-ahead expectation of plant and equipment investment, SA4R
¥, - ¥;_; = Change in total business inventories, SAAR

[

The Price Sector and the Employment and Labor Force Sector
t4F, = Level of the armed forces in thousands
B, = Difference between the establishment employment data and household survey
employment data, scasonally adjusted in thousands of workers
E, = Total civilian employment, seasonally adjusted in thousands of workers
1GG, = Government output, SA44R
GNPR, = Gross National Product, seasonally adjusted at annual rates in billions of
1958 doliars
tGNPR* = Potential GNP, seasonally adjusted at annual rates in billions of 1958 dollars
LF;, = Level of the labor force of males 2554, scasonally adjusted in thousands
LF,, = Level of the fabor force of all others 16 and over, seasonally adjusted in
thousands
M, = Private nonfarm employment, seasonally adjusted in thousands of workers
FMA, = Agricultural employment, seasonally adjusted in thousands of workers
+MCG, = Civilian government employment, seasonally adjusted in thousands of
workers
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M, H, = Worker hour requirements in the private nonfarm sector, seasonally adjusted
in thousands of worker hours per week
+P,, = Noninstitutional popufation of males 25-54 in thousands
1P, = Noninstitutional population of all others 16 and over in thousands
P D, = Private output deflator, seasonally adjusted in units of 100
LR, = Civilian ynemployment rate, seasonally adjusted
¥, = Private nonfarm output, seasonally adjusted at annual rates in billions of

1958 dollars

t YA, = Agricultural output, seasonally adjusted at annual rates in billions of 1958
dollars '

+ ¥, = Government output, seasonally adjusted at annual rates in billions of 1958
dollars

Notes: 1 Exogenous variable.
SAAR: Seasonally adjusted at annual rates in billions of current dollars.
The following dummy variables are also used in the model: D593, D5%4,, D&,
Dedd,, D651, D652, D691, D692, D693, D704, D711, D14, D721,
(See Tabie 21 for a list of these variables.)



B-2. The List of Equations in the Forecasting Model by Sector

Table

Notes: 1. Absolute values of the f-statistics are in parentheses.
2. DWW = Durbin-Watson statistic.
3. R* = coefficient of determination. )
4. f = estimate of the first order serial correlation coefficient for the equation. “1.0” means the coefficient was

constrained to be one.

5. When g # 0, DW and R? are computed using the estimates of the transformed residuals.
6. logs are natural logs. .
7. a, = production function ceefficient obtained from peak-to-peak interpolations.

Eguation

Number

in [14] F; DWW R?
The Monthly Housing Starts Sector
1
{8.23) HS, =114.4 | V7T, — 0.0191 X HS;+ 2.98: — 0.151RM, _, 0.921 2.54 0.874
(2.14)  (3.93)  (1.27) "=t (1.55)  (1.65) (31.85)
—0.104/ARM,/
(0.94)
(8.24) HS, = 41 .4 -+ 1 91 W, + 0.000760¢ + 0.0258 DSF6,_, 0.661 2.16 0.880
' (1.58)y (3.78) {0.on (8.08) (11.86)

+0.0137DHF3,_; + 0.0109RM, ., — 0.104/ ARM,/
(1.91) {0.25) 0.94)
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The Money GNP Sector

(3.3) CD, = --38.5 + D.1DSGNP; -+ 0.0820MOOD; ., + 0:229MO0D:_; 0.783 1.96 0.997
(4.53) (30.82) (1.31) 3.23) (10.83)
—2.47D644, + 2.12D631, — 6.03D704, + 1480711,
(1.50) (1.29 (3.65) (0.90)
3.7 CN, = 0.0380GNP, + 0.876CN,_, - 0.000662MO0D; _» 0.140 2.02 0.999
(2.55) (14.05) ©0.03) (1.07)
@3.110) S, = 0.0121GNP, + 0.979CS,_, — 0.0145MO0D; _; --0.269 1.87 0.9999
(2.05) (44.24) @32 (2.41)
4.4) P, = ~7.98 + 0.0727GNP, + 0521 PE2, ~ 3.33D704, . 0.862 1.88 0.999
(3.23) (10.09 (6.12) (3.51) (14.66)
—1.79D711,
(1.87)
(3.5) I1H, — —17.2 1 O02BIGNP, 4+ 00235HSQ, + 00291 HSQ, 0.897 217 0.995
(5.15) (8.8% (7.03) (8.70) (15.31)
FO.MMHSO, -2
(@.18)
(6.15) Vi— Vey = —59.6 + 0.471(CDs_; + CNy—y) — 0310V, 0.925 2.00 0.622
(G.11) (4.13) (3.81) (20.94)
—0.0140(CDs—y + CNe—y — €D, — CN,) —7.32D593;
(0.10) (2.42)
—2,14D594, -+ 3.83D601,
051 a2n
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Table B-2. (continued)

Eguation
Number
in [14]} B bw R
a.n IMP, = 0. 146GNP, — 2.21 D651, + 0.78 D632, — 496 DGO, 1.0 Q.55 0.989
{6.83) (0.93) (0.33) (1.98)
+2.230692, — 0.34D693, — 446 D714, + 3.04D721,
(0.77) ©.13) (1.88) (1.29%
Income
Identity GNP, = CD+ CN, + CS,+ IP.+IH, + V, — V,_y, — IMP,
+EX, 4+ G;
The Price Sector
{10.5) GAP2, = GNPRF — GNPR,_, — (GNP, — GNP._;)
1 20
(10.7) PD,—PD,_, =220 00285 3 2 GAP2 141 0.937 2.54 0.784
(2.38) (1.13) i=1 (23.14)
GNP, — GG,
(10.8) GNPR, =100 TTEDL + Y6,
(10.9) Y, = GNPR, - Y4, ¥G,

The Employment and Labor Force Sector

1
(9.2) MH =— Y,
Qe
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(9.8) log M, — log M,.., = —0.416 - 0.000106, 0.400 1.92 0.737

(347 (33D (3.75)
—0.113log M,_, —log M;_.H,_1)
(3.44)
+0.0814(log Y- — log ¥:2)
(1.92)
4-0.288¢log ¥, — log Y,_1)
(7.89)
—0.00192D593, — 0.000782 0594,
©.55) 0.23)
(9.10) D, = —11353 — 7111 + 0,321 M, 0.624 2.04 0.930
(161 (6.10) (8.55) (6.87)
9.9) £ — M, + MA, -+ MCG, — D,
(@.11) L; L 0.991 - 0.000349¢ 0.810 2.13 0.542
o (234.04)  (6.64) : (11.89)
©.12) LFa _ 0233 - 0.000827¢ + 0.315 B AF 0.912 211 0.987
Pa  (376) (6.48) (2.79) Prc + Po; (19.14)
4 UR =1 B
(9.14) = [FTTLF, - AR,
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