
An Analysis of the Accuracy of Four 
Macroeconometric Models 

I. Introduction 

There is currently in macroeconomics a considerable difference of 
opinion as to what the t,ruc structure of the ccotromy is like. One way 
in which this difference manifests itself is in the wide variety of 
macroeconometric models that are in existence. One might have 
thought at the beginning of large-scale model construction in the 
early 1ONs ttrat by the late 1970s the debate would be over fairly 
minor specification issues. This is, of course, not the case, as any 
casual glance at a number of models will reveal. There is also little sign 
that, the range of differences is narrowing. 
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One reason for this lack of agreement is the difficulty of testing and 
comparing alternative models. Models differ, among other things, in 
the number and types of variables that are taken to be exogenous, and 
it is difficult to compare models with different degrees of exogeneity. 
In a recent study (Fair 197&z), however, I have proposed a method 
fix estimating the uncertainty of a forecast from an econometric 
model that does allow comparisons across models to be made, and the 
primary purpose of. this paper is to use this method to compare the 
accuracy of four models. The four models are (1) Sargent’s (1976) 
classical macroeconometric model; (2) Sims’s (1977) six-equation un- 
constrained wctor autoregression model; (3) a “naive” model in 
which each variable is regressed on a constant, a time trend, and its 
first eight lagged values; and (4) my model (Fair 1974, 1976, 197%). 

A secondary purpose of this paper is to discuss the estimation of 
Sargent’s model. Sargent made a few econometric mistakes in his 
empirical work, and these mistakes must be corrected before his 
model can be compared with the others. A rational expectations 
model like Sargent’s poses some interesting econometric issues, and 
one way in which this kind of model can be estimated is proposed and 
used in this paper. 

It should be stressed at the outset that the results of the present 
comparison are highly tentative and must be interpreted with consid- 
erable caution. First of all, Sargent’s model itself is quite tentative, and 
an advocate of this model is likely to want to work more on its 
specification before rendering a final judgment about its accuracy. A 
second and related point is that an advocate of Sargent’s or Sims’s 
model may want to use at least slightly different data to estimate and 
analyze the model from what have been used in the present study. 
Also, the procedure that has been used t,o estimate Sargent’s model is 
not the only procedure that one might try, and an advocate of this 
model may want to experiment with other estimation procedures. 
Finally, the method that is used to compare the models rests on one 
fairly strong assumption, and it is an open question whether the 
present results arc sensitive to this assumption. Even given these 
caveats, however, the results in this paper should convey some infer- 
mation about the relative accuracy of the models, and at the least it is 
hoped that this study will provide an example of how models can be 
tested and compared in the future. 

Sargent’s model is discussed in Section II, and the other three 
models arc discussed in Section III. The method and its applicaion to 
the four models are described in Section IV, and the results are 
presented and discussed in Section V. Section Vl contains a summary 
of the main conclusions of this study. 
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II. Sargent’s Model 

The following discussion relies heavily on the material in tables 1-3. 
The model as Sargent estimated it is presented in table 1. The main 
econometric mistake that Sargent made was to include variables in the 
regression to obtain E,_,P, and in the first-stage regressions of the 
two-stage least squares (2SLS) technique that are not in the model. A 
related problem is that equation (5~) is not identified unless one 
assumes that the err”r terms in equations (4) and (5~) are uncorre- 
lated. If this assumption is made, then R, can be treated as predet.er- 
mined in the estimation of equation (SC). Sargent did not treat Rt as 
predetermined in this case, and although he shuuld not have been 
able to estimate the equation by PSLS, he did not encounter any 
difficulties because he used m”re variables in the first stage regression 
for R, than he should have. 

One way of dealing with the above problems would be to expand 
the model t” include nwre variables. For those who are interested in 
this kind of model, this would be interesting future work. The aim of 
this paper, however, is to examine the accuracy of the current version, 
and so 1 have chosen not t” expand the model. I have instead con- 
centrated on obtaining estimates under the assumption that the 
model as presented in table 1 is correctly specified. 

The procedure that is proposed in this paper for estimating Sar- 
gent’s model is presented in table 2. It is briefly as f”ll”ws. First, the 

GABLE I 

Sancarr’s !vhDEL AS OnKxv*,.r.u EsTnmTr” 

Equation LHS 
K”rnk!er VXidlk RHS Variables 



variables that Sargent used in the first-stage regressions that are not 
in the model were excluded from consideration. Second, the error 
terms in equations (4) and (SC) were assumed to be uncrn-related and 
R, was taken to be predetermined in the estimation of equation (5). 
Third, in place of using the filters f6r equations (3) and (SC), the 
equations were estimated under the assumption of first- and second- 
order serial correlation of the error terms. Sargent’s use of the filters 
is equivalent to constraining the first- and second-order serial corre- 
lation coef.ficients to be particular numbers, and so the approach 
taken in this study is less restrictive than Sargent’s approach. 

The most interesting and difficult question about the estimation of 
Sargent’s model, and of rational expectations models in general, is 
how to treat a variable like E,_,P,. The first assumption that must be 
made in the present case is what people know at the beginning of 
period t about the values of the two exogenous variables, m, and po&. 
For present purposes. each of these variables was regressed OR a 
constant, a time trend, and its first eight lagged values; and the 
predicted values from these regressions, denoted 6, and fit, were 
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assumed to bc what people expect the values to be. Given these 
predicted values for each period, the model was then estimated by the 
iterative procedure outlined in paint iv in table 2. This procedure 
constrains I?_@, to be the value of_& predicted by the model when mt 
and popt are replaced by vii, and @&. This is the value that would be 
computed at the beginning of period t by someone who knew the 
model and had as expectations form, and pop, the predicted values +Q 
and fit. (Note that the predicted value of p1 - E,_g, in the Un, and 
n& equations is always zero in this case.) Within the context of this 
iterative procedure, the 2SLS technique was used for all but equation 
(4), which requires only the ordinary least squares (OLS) technique.’ 

The data that were used to estimate Sargent’s model were taken 
from the data base for my model. The matching of the variables in 
Sargent’s model to those in mine is presented at the bottom of table 2. 
The data are explained in Fair (1976, 1978b). There are at least some 
minor differences between the data used in this study and the data 
that Sargent used; and, as mentioned in the Introduction, in future 
work with Sargent’s model one may want to use slightly different data 
than were used here. 

The basic sample period that was used to estimate the model was 
1954111-19771V, although for the application of the method below 
the model was estimated over 35 other sample periods as well. 
Coefficient estimates for the basic sample period and for two of the 
others are presented in table 3, along with Sargent’s original esti- 
mates. One of the other two sample periods (1954111-19681V) is the 
shortest of the periods, and the other (1954111-1973111) is the period 
that most closely matches the period that Sargent used (195lI- 
1973111). 

It is an unfortunate characteristic of macroeconometric models that 
their coefficient estimates can change substantially as the sample pe- 

’ With I-especr co the assumption of first- and second-order serial correlation in eqq 
(3) and (5c). see Fair (1973) for a discussion afthc use of the *SLY technique under this 
asmqxion. In the initial stages of the es&nation work for Sargenr’s model, I tried 
substituting the LIVE (“limited information instrumental variables”) technique of 
Brundy and Jorgenson (1971) (or, in the cake ofeqq. [31 and [5c], the LIVER [“limited 
information instrumental variables with autoregresrive errors”] technique in Fair 
119721) For the PSI.3 technique within the context of the above iteratire procedure. 
Since the model was being used to solve for Et-&, (with 6, and & replacing m, and 

pop$, it seemed reasonable to use the model also to solve for the instnrmental rariables 
(with the actual values of m, and p@ used). This attempt Failed, however. Some of the 
estimates after one iteration were completely unreasonable, and there was no evidence 
after a Few irerations that the procedure was converging. A similar failure occurred 
when an attempt was made to estimate the model by the full-information maximum 
likelihood (FIMLI technique using the method described in Chow and Fair (1973). 
Akhough the present attempts failed, it may he with more diligence chat one can 
ohtain LIVE and FILL estimates for Sargent‘s model within the context of the above 
iterative procedure. This is clearly a possible area for future work on the model. 





LHS variable y,: 
clrigid (19511- 
lY73111) 

1954111-19681" 

1954III-1973111 

1954IIIL1977IV 

IAS variable R,: 
Original (1951I- 

1973111) 
1954111-19681" 

1954IW1973111 

1954111-1Y771V 

LRS variable ??I( - p,: 

Original (1951I- 
1973111) 

1954133-3973111 

1954111~19771v 

.35 BOO9 1.09 24 -.24 -.I4 -.02 1.20 -.36 .OO964 
W) (4.5) (3.5) (1.0) (1.0) C.5) (.I) 
4.23 .0103 1.29 -.25 -.57 .03 -.33 .94 .OO653 
(1.22) @.99) (4.88) (1.11, (2.62) C.15) (1.63) (6.10) $3, 
5.85 .0092 .98 -.I9 -.41 -.09 -.25 1.07 -.I4 .00724 
(1.39) (4.91, (3.33) C.85) (1.83) C.40) (1.25) (8.23) 
4.95 .0076 1.14 -.23 -.44 -.I3 -.22 1.14 ":J$ .00735 
(1.40, (4.51) (4.68) (1.19) (2.36) ~72) (1.24) (9.80) (1.51) 

1 t Rt-1 R,., R,-, Rt.4 

.15 .0034 1.52 -.77 .44 -.24 ,158 
(1.8) (2.0) (13.1) (3.7) (2.4) (2.1) 
.07 .sm35 1.77 -.70 .30 -.O3 ,127 

(1.03) (1.32) '1;:;~' (2.96) (1.24) C.23) 
.I7 .0047 -30 .49 -.2O ,159 

(‘:$I (2.03) '1;::";' (4.19) 
.0055 

(2;;;) (1.76) 
-.85 c -26 ,165 

(2.76) (2.43) (14.76) (4.93) (3.24) (2.65) 

-.22 .OO"3 -.,X,6" -.0059 -.""91 45 .lR .I9 1.60 -.64 .005fil 
(2.6) (2.1) C.5) (1.2) (1.7) (3:3) ( 1.Y) (2.3) 
5.15 .0147 -.O101 -.0162 -.0072 .I2 .04 .06 1.02 -.04 .00541 
(2.19) L8Y) (1.44, (2.26) 07) 07) C.37) C.49) (7.35) (31) 
2.85 .OO26 -.0097 -.0078 -.0025 .48 -.06 .03 .80 .51 .00671 
(1.73) C.72) (1.91) (1.28) (.3? (3.14) C.50) C.26) (6.60) (1.24) 
-4.33 -.0127 -.0075 -.0045 .0090 1.39 -53 .26 .58 .15 .01075 
(3.99) (6.!?6) (1.04, f.43) 05) (5.10, (1.74) (1.18, (3.66) (.98) 
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riod changes, and this is clearly true of a number of the coefficient 
estimates in Sargent’s model. Two of the key coefficients in the model 
are the coefficients for the pt - E,_,p, term in the Un, and cfr 
equations, and the estimates of these fwo coefficients are not particu- 
larly stable. For the WC, equation, the estimate for the basic sample 
period is of the wrong expected sign, and the estimates for the other 
two periods are not significant. For the raft equation, the estimates for 
all three periods are of the wrong expected sign, although in this case 
not even Sargent’s original estimate was significant. The coefficient 
estimates for the Un, and nfr equations are affected by the entire 
model, sinceE,_& is generated from the model, and what the present 
results seem to suggest to advocates of Sargent’s model is that more 
work on the overall model is needed before one can hope to get good 
estimates of the pt - E,_,p, coefficients. 

III. The Other Three Models 

The variables and data that were used for Sims’s model are presented 
in table 4. For the estimation of this model, each of the six variables 
was regressed on a constant, a time trend, three seasonal dummy 
variables (although the data are seasonally adjusted), and the first 
four lagged values of each of the six variables. This meant that there 
were 29 coefficients to estimate in each equation. The naive model has 
already been described in the Introduction. Each variable is simply 
regressed on a constant, a time trend, and its first eight lagged values. 
My model is described elsewhere (Fair 1974, 1976, 1978b), and no 
discussion of it will be presented here. 

The sample periods that were used for these three models were the 
same as those used for Sargent’s model except for slight differences in 
the beginning quarters. The beginning quarters were 19541 for Sims’s 
model and for my model and 195411 for the naive model. The data 
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base began in 19521, and slightly different beginning quarters had to 
be used for the models because of different lag lengths. 

IV. The Method and Its Application 

The method that is proposed in Fair (1978a) for estimating the 
uncertainty of a forecast from a model accounts for the four main 
sources of uncertainty: uncertainty due to (1) the error terms, (2) the 
coefficient estimates, (3) the exogenous variable forecasts, and (4) the 
possible misspecification of the model. It also accounts for the fact 
that the variances of. forecast errors are not constant across time. 
Because the method accounts for all four sources of uncertainty, it 
can be used to make comparisons across models. 

Since the method is discussed in detail in Fair (1978a), it will be only 
briefly described here. The uncertainty from the error terms and 
coefficient estimates is estimated by means of stochastic simulation. 
Given estimates of the relevant variance-covariance matrices, this is a 
fairly straightforward procedure. The uncertainty from the exoge- 
now variable forecasts is also estimated bv means of stochastic simu- 
lation, although what is first required in &is case is an estimate of the 
uncertainty of the exogenous variable forecasts themselves. The pro- 
ccdure that, was followed in this study for the 60 exogenous variables 
in my model and the two exogenous variables in Sargent’s model was 
to regress each variable on a constant, a time trend, and its first eight 
lagged values and then to take the estimated standard error from this 
regression as the estimate of the uncertainty attached to forecasting 
the change in this variable for each quarter. 

Estimating the uncertainty from the possible misspecification of the 
model is the most difficult and costly part of the method, and it also 
rests on one fairly strong assumption. This part of the method re- 
quires successive reestimation and stochastic simulation of the model. 
It is based on a comparison of estimated variances computed by 
means of stochastic simulation with estimated variances computed 
from outside-sample forecast errors. The strong assumption is that 
the model is misspecified in such a way that, for each variable and 
length of forecast, the expected value of the difference between the 
two estimates of the variance is constant across time. This part of the 
method accounts for misspccilication effects, if any, that are not 
already reflected in the variances that are estimated by means of 
stochastic simulation. 

The results of applying the method to the four models are pre- 
sented in table 5. The results in table 5 for the naive model and for my 
model are the same as those in Fair (1978~). Since the same procedure 
was followed for Sargent’s and Sims’s models as was followed for these 



MODEL II 

Real GNP: 
Naive: 

n .61 
b, c .67 
d I."9 

SZWgelIt: 

;1c 
.8P 
.98 

-3 d' L.3" 

i; 
Sims: 

:c 
& 

.64 .88 
1.30 

Fair: 

; .65 .67 

: .74 .80 
GNP deiia,or: 

Naive: 
a .20 
b, c 24 
d .45 

Sargrmt: 
z 1.32 1.02 

zl 2.00 1.58 

III 

1.02 
1.13 
1.93 

1.35 
I.59 
2.23 

.91 
1.32 
2.29 

.R8 

.Y5 
1.09 
1.23 

.36 

.45 

.94 

1.34 
1.8" 
2.20 
2.95 

1.34 
1.53 
2.72 

1.72 
2.05 
3.00 

1.07 
1.64 
3.04 

1.03 
1.19 
1.37 
1.54 

.53 

.7n 
1.53 

1.67 
2.29 
2.75 
4.00 

I 

1.64 
1.90 
3.45 

1.91 
2.39 
3.72 

1.29 
2.13 
4.04 

1.15 
1.38 
1.63 
1.96 

.71 
1.00 
2.25 

1.84 
2.62 
3.13 
4.70 

II 

I.??4 
2.20 
4.01 

1.94 2.01 2.03 
2.38 2.50 2.59 
4.32 4.58 4.74 

2.09 2.19 2.27 2.38 
2.64 2.86 3.04 3.25 
4.23 4.61 4.93 5.10 

1.53 1.72 1.93 2.12 
2.72 3.23 3.68 4.02 
5.26 6.24 7.13 7.79 

1.25 1.30 1.35 1.34 
1.49 L.59 1.66 1.6Y 
1.76 1.94 2.04 2.08 
2.27 2.51 2.48 2.27 

.YO 
1.36 
3.12 

2.05 
3.03 
3.56 
5.54 

1.08 1.24 1.37 
1.73 2.10 2.48 
4.05 5.10 6.20 

2.24 2.46 2.71 
3.36 3.71 4.15 
3.92 4.29 4.73 
6.20 7.32 8.53 

2.04 2.03 
2.64 2.68 

2.45 2.51 
3.49 3.79 

2.25 2.33 
4.32 4.58 

1.36 
1.77 
2.15 

1.40 
l.8, 
2.18 

1.49 
2.84 

2.95 
4.58 
5.17 

1.58 
3.18 

3.15 
5.06 
5.54 

2.04 2.04 
2.74 2.77 

2.62 
4.11 

2.67 
4.37 

2.35 2.36 
4.73 4.91 

1.43 
1.82 
2.22 

1.44 1.47 
1.84 1.88 
2.30 2.34 

1.65 
3.52 

3.33 
5.54 
5.92 

1.71 
3.85 

3.43 
5.94 
6.28 

2.03 
2.rll 

2.69 
4.61 

2.72 
4.83 

2.77 
5.09 

2.35 2.33 2.36 
5.03 5.14 5.25 

1.46 
1.88 
2.36 

1.76 I.80 
4.17 4.48 

3.52 
ft.33 
6.68 

3.59 3.72 
6.69 7.09 
7.00 7.38 

2.03 
2.84 

2.03 
2.87 

1.43 
1.94 
2.43 

1.83 
4.8" 



Sims: 
a .22 xl 
b, c 28 .42 
d .50 .77 

.42 
63 

1.34 

42 
.5R 

36 
.RU 

2.07 

.70 .84 

64 
1.1Y 
1.75 

65 
1.28 
L.88 

1.26 
2.86 

I.30 I.% 1.42 1.49 
3.12 3.39 3.66 3.92 

65 66 .67 .6R 
1.44 1.5” 1.57 1.63 
2.09 2.23 2.35 2.43 

Fair: 
a 28 35 
b .31 .47 
c .44 .67 
d .a 93 

“Ml,pl”p~~*,L 
ra,c: 

Naive: 
fz .28 .55 
b, c 29 .58 
d 36 .74 

.51 .55 
33 23 

65 
1.37 
1.98 

.4i 

.71 
34 1.04 1.21 1.36 

L.37 IA7 2.33 2.74 

.77 
,114 

1.12 

34 
1.04 
1.48 

1.02 1.08 
1.17 1.27 
1.73 1.91 

Sargent: 
-I ;, 26 .55 .78 1.01 1.05 
i c 28 .58 85 I .“5 1.16 1.22 
r d .42 .83 1.23 1.57 1.7F l.n2 

1.12 1.14 
1.54 I .40 
2.07 2.19 

1.08 1.09 
1.26 1.31 
1.88 1.88 

69 .75 
1.16 1.28 
1.96 2.23 

1.15 
I .44 

1.16 
1.48 

1.16 
1.52 

1.16 1.15 1.15 1.16 
1.55 1.59 L.63 1.66 

1.13 
1.37 

I.16 
1.45 

1.2” 1.22 1.24 I .25 1.27 
I.54 1.62 1.69 1.75 1.81 

Sims: 

zc 
ci 

21 28 35 .48 
.44 .85 

.82 
1.38 

.87 
1 .A8 

.4Y 

.5Y 
1.19 

.49 
.6R 

1.3” 
Fair: 

a 27 .45 .57 .A 
h .36 .58 .7fi .92 

:, 36 35 .6” .R” .77 .80 .95 82 

.5ti .63 
A4 1.01 

1.45 1.64 

.90 .91 .90 .89 30 
1.55 1.61 1 .ti5 1.68 1.71 

.82 
1.28 
I .% 

.71 .77 A” .R2 
1.03 1.12 1.16 1.23 
1.08 1.17 1.24 1.31 

.85 .83 .77 .71 

35 
1.34 
1.41 

20 
1.38 
1.47 

1.10 1.15 
1.72 1.93 
3.30 3.70 

I .22 
2.12 

1.2R 
2.34 

1.33 
2.51 

1.40 1.45 1.49 I.51 
2.73 2.96 3.1Y 3.42 

241 
1.03 
1.95 



Sims: 

i, 
d 

Fair: 
n 
b 

6 
Wage mte: 

Naive: 

I, 
& 

Sims: 
n 
Q, c 
d 

Fair: 

5 
i 

.6Y 

.92 
1.37 

.x3 
91 
.91 

1.29 

.3n 
36 
.63 

.47 
63 
1.23 

.6n 

.7" 

.67 

.65 

36 
1.19 
1.53 

I .“4 
1.31 
1.33 
2.16 

.4O 

.A8 

.84 

.6P 

.YO 
2.20 

.77 

.y3 

.!Fl 
1.06 

1.02 
1.56 
2.29 

1.29 
1.63 
1.69 
2.95 

.48 

.%I 
1.04 

.71 
I .OR 
3.02 

.88 
1.12 
1.16 
1.45 

1.17 
1.9 
3.29 

1.47 
1.87 
1.98 
3.75 

.x3 
75 

1.26 

.77 
1.23 
3.71 

39 
1.34 
1.35 
2.01 

1.29 1.46 1.5A 1.71 1.82 
2.33 2.72 3.08 3.44 3.80 
4.18 5.23 6.07 6.79 

1.62 1.76 I.84 1.92 
2.13 2.36 2.56 2.79 
2.34 2.68 3.06 3.45 
4.62 5.50 6.49 7.50 

1.98 2.03 
2.96 3.16 
3.79 4.14 

.5Y 61 .67 
86 .97 1.15 
1.41 1.56 I.81 

.72 .7ti 
1.29 1.46 
2.04 ,.. 

.a2 .92 .95 1.02 
1.35 1.50 1.65 I.U5 
4.26 4.70 5.12 5.69 

1.10 
2.05 

.96 I.01 1.03 1.05 
I.52 1.65 1.76 1.82 
1.53 1.66 I.80 1.94 
2.53 3.07 3.59 4.16 

1.07 
1.94 
2.08 

.81 
1.64 

1.15 
2.25 

1.10 
2.04 
2.2" 

19Rl 

I” 1 

2.“” 
4.57 

2.11 
3.35 
4.51 

2.09 
4.93 

II 

2.15 
5.28 

2.13 2.17 2.19 
3.55 3.72 3.94 
4.88 5.28 5.63 

.R5 
1.81 

1.17 
2.42 

.RR 
1.99 

1.22 
2.59 

.91 
2.19 

1.26 
2.75 

1.07 
2.27 
2.40 

.95 
2.39 

1.3" 
2.95 

1.04 
2.45 
2.61 

2.31 
6.05 

2.23 
4.15 
5.97 

,548 
2.59 

1.34 
3.12 

1.05 
2.51 
2.69 
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other two models, little further discussion of the calculations for these 
models are needed here. The basic forecast period was 1978II- 
198IIV, and for the misspecification calculations the first of the 35 
sample periods ended in 1968IV and the last ended in 197711. 

A few p&m about the estimation of the variance-covariance ma- 
trices for Sargent’s model should be noted. First, for the estimation of 
these matrices for the coefficient estimates, no account was taken of 
the fact that E,-,,& is estimated along with the coefficients. In other 
words, for purposes of estimating the matrices, the E,_,p, series was 
treated as if it were known with certainty. With respect to the esti- 
mates of the first- and second-order serial correlation coefficients in 
equations (3) and (5c), on the other hand, the correlation between 
these estimates and the other coefficient estimates in the equation was 
taken into account in the estimation of the variance-covariance ma- 
trices. The procedure that was followed in this case is analogous to the 
procedure that was followed in my model for those equations in which 
the first-order serial correlation coefficient was estimated (see Fair 
1978a). It should be noted, finally, that for the estimation of the 
variance-covariance matrix of the error terms for Sargent’s model the 
error term in equation (4) was assumed to be uncorrelated with the 
other four error terms in the model. 

The number of trials used for each of the a, b, and c rows in table 5 
was 2,000 for the Sargent, Sims, and naive models and 1,000 for my 
model. For each of the 35 stochastic simulations that were needed in 
the computation of the&row values, the number of trials was 500 for 
the Sargent, Sims, and naive models and 100 for my model. The 
results in table 5 arc based on a total of 77,000 solutions of the models. 
For the a-, b-, and c-row calculations, each solution is a dynamic 
simulation of the model over the 15 quarters, 1978IIL198lIV; and 
for the d-row calculations, each solution is a dynamic simulation of the 
model over differing R-quarter periods.’ 

2 At the risk of being pedantic, it should perhaps be nored what iszeant by a dynamic 
simulation for Sargent’s model. Firsxthe values of m,,pop,, ni,, andpap, for all t are taken 
to be exogenous. where ni, and pop, are static predictions from the wo regressions 
mentioned above. (It would not b-e appropliate to take for 6, and p$, rhe dynamic 
predictions from the two regressions because of the exogeneity of m, and pop, rhem- 
selves.) Given these values, the model is first solved for the initial quarter of the 
prediction period, say quarterl, using& and&G in place afm, and@+,. This produces 
a value for E,.,p,, namely, the predicted value ofp, from this solution. (The termp, - 
E,-,p, in the Un, and nf, equations does not play any role in these calculations because its 
sobsion value in this case is always zero.) The model is then solved again for quarrer 1 
using this value far E,_,p, and tie actual values of ml and pop. This completes the 
predictions for quarter 1. The model is next solved for quarter I+ 1 using the (second) 
predicted values of the lagged endogenous variables for period t and &+, andp@tAI in 
place of m,, and pops+,_ This produces a value for I?‘&+,. The model is then solved 
again fir quaver-t+ 1 using this value for&$,+, and the actual values of ml+, and@&+,. 
This process continues through the end of the predicr,ion period. It should finally be 



Real GNP:* 
Naiw 
Sargent 
Sims 
Fair 

GNP deliator:* 
Naive 
Sarrent 

Fair 
Unemployment 

EU.Z:+ 
Naive 
sargrnt 
Sims 
Fair 

Money supply:’ 
Give 
Sims 
Fair 

Wage raw* 
Naive 
Sims 
Fair 

1.11 1.96 2.76 3.51 4.09 4.42 4.70 4.9, 
1.31 2.26 3.04 3.77 4.27 4.59 4.8Y 5.00 
1.42 2.54 3s 4.79 6.34 7.79 9.36 IO.% 
.79 1.26 1.63 2.12 2.5Y 2.97 3.24 3.52 

.47 .98 1.59 2.36 3.26 4.23 5.35 6.52 
2.89 4.93 7.02 8.81 10.58 12.22 14.05 15.87 

.54 .YO l.53 2.39 3.36 4.56 5.90 7.42 

.5O .Y3 1.43 1.97 2.49 2.95 3.43 3.83 

.36 .75 1.13 

.&I .87 1.30 

.47 .91 1.36 

.36 .6O .75 

1.41 1.71 2.10 
1.47 1.95 3.05 
1.34 2.12 2.93 

.67 .1)4 1.21 
1.33 2.37 3.32 

.7R 1.25 1.71 

1.49 1.73 
1.66 1.87 
1.46 1.64 

.86 .79 

2.52 2.89 
4.40 5.80 
3.81 4.i4 

1.47 1.71 
4.15 4.91 
2.31 2.89 

1.89 2.03 2.14 
1.94 2.01 2.0” 
1.89 2.31 2.74 
.79 .77 .77 

3.23 3.64 
7.41 Y.04 
5.72 6.82 

2.01 
5.60 
3.49 

2.4” 
6.37 
4.06 

4.09 
10.82 
7.97 

2.83 
7.36 
4.65 

The method that I have proposed is meant to replace the tra- 
ditional way of estimating the accuracy of a model by computing root 
mean squared errors (RMSEs). Computing RMSEs does not account 
for the fact that the variances of forecast errors vary across rime, and 
it does not account for the uncertainty due to the exogenous variable 
forecasts. Since computing RMSEs is such a wide-spread procedure, 
however, 1 have for purposes of this study also computed RMSEs for 
the four models. These results are presented in table 6. They are 
based on the same 35 sets of estimates and sample periods that were 
used for the d-row calculations in table 5. The forecasts upon which 
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these results are based are all outside-sample forecasts and use the 
actual values of all the exogenous variables. 

V. The Results 

In order to simplify the discussion, it will be useful to concentrate on 
the 4- and S-quarter-ahead results in table 5. For real GNP, the 
estimated standard errors of the 4-quarter-ahead forecast, taking into 
account all four sources of uncertainty, are (in percentages) 3.45 for 
the naive model, 3.72 for Sargent’s model, 4.04 for Sims’s model, and 
1.96 for my model. The corresponding 8-quarter-ahead errors are 
4.74,5.10, 7.79, and 2.27. For the GNP deflator, the 4-quarter-ahead 
errors are 2.25,4.70, 2.07, and 1.87; and the A-quarter-ahead errors 
are 6.20, 8.53, 6.26, and 3.48. For the unemployment rate, the 4- 
quarter-ahead errors are (in percentage points) 1.48, 1.57, 1.30, and 
0.82; and the R-quarter-ahead errors are 2.19, 1.88, 2.23, and 0.71. 
The results for these three variables thus show that my model is the 
most accurate for all three. For the unemployment rate, the other 
three models are about the same. For real GNP, the naive model and 
Sargent’s model are about the same and are better than Sims’s model. 
For the GNP deflator, the naive model and Sims’s model are about the 
same and are better than Sargent’s model. Sargent’s and Sims’s mod- 
els are thus either about the same or not as good as the naive model. 

For the money supply, the naive model is better than my model and 
Sims’s model, and Sims’s model is slightly better than mine. The 
8-quarter-ahead errors are 3.70 percent for the naive model, 6.79 for 
Sims’s model, and 7.50 for my model. (The money supply is exoge- 
nous in Sargent’s model.) For the nominal wage rate, the naive 
model is better than my model and Sims’s model, and my model is 
better than Sims’s. The 8-quarter-ahead errors are 2.04 for the naive 
model, 5.69 for Sims’s model, and 4.16 for my model. (The wage rate 
is not a variable in Sargent’s model.) The naive model is thus better 
than both Sims’s model and my model for the money supply and the 
nominal wage rate. 

The same qualitative conclusions emerge from the RMSE results in 
table 6, except that my model is now more accurate than Sims’s model 
with respect to the money supply. This difference is explained in part 
by the fact that the calculations in table 6 do not take into account the 
uncertainty from the exogenous variable forecasts, whereas those in 
table 5 do. There are no exogenous variables in Sims’s model, unlike 
in my model, and so any comparison of the two models that does not 
take into account the exogenous variable uncertainty is likely to be 
biased in favor of my model. 
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The a-, b-, c-, and d-row comparisons in table 5 are self-explanatory, 
and so no discussion of these results is needed here.” One can deter- 
mine from these comparisons how much of the total error is due to 
each of the four sources, which may be useful information regarding 
possible future work on the models. 

One further set of results should be mentioned, which has to do 
with the treatment of degrees of freedom. No corrections for degrees 
of freedom were made for the results in table 5: the estimated vari- 
ances and covariances that were used for the stochastic simulations 
were based on division of the appropriate sums of squares and cross 
products by the number of observations, not the number of obser- 
vations less the number of coefficients estimated. This was done in 
part because, as is discussed in Fair (1978a), there are no obvious 
corrections to make for my model. In particular, when estimating the 
variance-covariance matrix of the error terms for my model, there are 
no obvious corrections to make for the off-diagonal terms because in 
general the number of coefficients estimated per equation differs 
across equations. This is also true of Sargent’s model. 

For Sargent’s model, the naive model, and my model, the number 
of coefficients per equation is fairly small relative to the number of 
observations, and so whether or not une corrects for degrees of 
freedom is not likely to make much difference to the results. This is 
not necessarily true of’Sims’s model, however, where there are 29 
coefficients per equation. (The number of observations ranges from 
60 for the shortest sample period used to 96 for the longest.) To 
examine the sensitivity of the results to the treatment of degrees of 
freedom, the results for the naive model and Sims’s model were 
redone with the corrections made. (The corrections are obvious for 
these two models.) 

With respect to the effect of these corrections on the results in table 
5, one would expect them to lead to larger a,- and b-row values because 
the stochastic simulations are now based on larger estimated variances 
and covariances. Also, one would expect the d-row values to be some- 
what smaller, for the following reason. First, the differences between 

J One point abour the C-row calculations for Sargent’s model should be noted. If. as 
was assumed for the present calculations, the uncertainty attached to forecasting m, is 
the same as that attached to forecasting &, then the predicted values of I&. nq,, and?, 
are unaffected by this uncertainty. In other words, if in the stochastic simulations the 
draws fer the m< and 6, errors are the same, then “r_$, and the “second” predicted 
value ofp, are affected in the same way, and so these draws have no effect on the real 
variables. Only the predictions ofp, are affected by the uncertainty in forecasting the 
money supply. Also, the uncertainty attached to forecasting pop, is so small as to be 
negligible. which means that there is in effect no exogenous variable uncermintg in 
forecasting the real variables in Sargent’s model. Consequently, the b and c rows in labk 
5 for real GNP and the unemploynent rate have not been listed xpamely for Sargent‘s 
model. 
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the d- and h-row values are based on the differences between vari- 
ances estimated from outside-sample errors and variances estimated 
by stochastic simulation. The former are affected by the corrections 
only to the extent that the forecast means are affected, which in 
practice is very little. The latter, however, are affected as the b-row 
values in table 5 are (since they are merely b-row values for a different 
sample period). Therefore, the net effect of the corrections on the 
differences between the d- and b-row values in table 5 is expected to be 
negative. Second, the b-row values in table 5 are based on a larger 
sample period than are the b-row values used in estimating the 
above-mentioned differences, and so the corrections affect the 
former less than the latter. This means that the differences are nega- 
tively affected more than the b-row values in table 5 are positively 
affected, and so the net effect on the d-row values is at least slightly 
negative. 

The results of the corrections were as expected, although, as will be 
discussed, one problem did arise for Sims’s model. For the naive 
model, the effects were small and in the expected directions. To cite 
two examples, the H-quarter-ahead values fix real GNP were 2.15, 
2.75, and 4.69, compared with 2.03, 2.59. and 4.74 in table 5, and the 
S-quarter-ahead values for the GNP deflator were 1.43, 2.63, and 
6.11, compared with 1.3?,2.48, and 6.20 in table 5. For Sims’s model, 
the effects were larger than they were fbr the naive model and in the 
expected directions. The problem that arose pertains to the 7. and 
8-quarter-ahead results. For these two horizons, the variances esti- 
mated by stochastic simulation for a few of the sample periods were 
quite large compared with the variances computed from the outside- 
sample errors, and these few observations had a large effect on the 
averages of the estimated differences. (The 7. and R-quarter-ahead 
resulrs are based on only 29 and 28 observarions, respectively, and so 
a few outliers can dominate the results.) This led in the present case to 
quite small d-row values for some variables for the two horizons. This 
problem appeared to be much less important for the other horizons. 
Again, to cite two examples, the 4.quarter-ahead values for real GNP 
were 1.54, 2.61, and 3.17, compared with 1.29. 2.13, and 4.04 in table 
5, and the 4.quarter-ahead values for the GNP dcflatrn- were 0.68, 
1.07, and 1.78, compared with 0.56, 0.88, and 2.07 in table 5: It 
should finally be noted that the corrections had little effect on the 
RMSF‘ I-auks in table 6 since, as noted above, they had little effect on 
the forecast means. 



The main results ofthis study are easy to summarize. Sargent’s model 
and Sims’s model are no more accurate than the naive model, and for 
some variables they are less accurate. My model is nmre accurate than 
the other models for real GNP, the GNP deflator, and the unem- 
ployment rate. It is less accurate than the naive model for the money 
supply and the nominal wage rate, and it is slightly less accurate than 
Sims’s model for the money supply. 

The tentative nature of the results in this paper has been men- 
tioned in the Introduction, and this point should again he stressed. 
Clearly, advocates of Sargent’s and Sims’s models are likely to want to 
work more on the models before reaching a final judgment about 
their accuracy. In addition, ant’ may want to try other estimation 
techniques for Sargent’s model than the one used in this study. Fi- 
nally, there appear to be some small sample problems associated with 
Sims’s model wit,h respect to the results in table 5, and more obser- 
vations are needed before much confidence can be placed on the 
resuhs. Nevertheless, the present results do indicate that Sargent’s 
and Sims’s models are not very accurate, and so the present prognosis 
for these two models is not encouraging. 
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