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Estimated Tradeoffs Between Unemployment
and Inflation

Kay C. Fair

An important question in macroeconomics is the size of the tradeoff
between unemployment and inflation. T have been asked by the organizers
of this symposium to consider this question, and so this is yet another pa-
per on the tradeoff issue. Given an econometric model of price and wage
behavior, it is straightforward to compute the tradeoff. The key problem is
finding the model that best approximates the unknown structure, and this
problem is the focus of this paper.

Three models of price and wage behavior are considered. The first,
Maodel 1, is the one contained in my macroeconomic model of the United
States (Fair, 1984). The second, Model 2, is one that is closer to what might
be considered the standard model in the literature. The third, Model 3, is
one in which there is no long-run tradeoff between unemplovment and
inflation. Model 3 is Model 2 with a certain restriction on the coefficients.

The paper is organized as follows. Some methodological issues are dis-
cussed first. The models are then presented, estimated, and tested. The
unemployment-inflation tradeoffs implied by each model are then pre-
sented, and the final section contains a general evaluation of the results
and a discussion of their consequences for macroeconomic policy and
research.

Some methodology

It will be useful to present a few of my views about macroeconomic re-
search before launching into the specification of the equations. The first
issue concerns how much information one expects to get out of macro
time series data. Consider, for example, the question of which demand var-
iable to use in a price or wage equation. My experience is that macro data
are not capable of discriminating among many different measures of
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demand. Similar results are obtained using such variables as the overall
unemployment rate, the unemployment rate of married men, various
weighted unemployment rates, various output gaps, and various nonlin-
ear functions of these variables.! It is also difficult to discriminate among
alternative lag distributions for the explanatory variables, a point made by
Griliches (1968) many years ago and one that still seems valid.

If one feels, as I do, that macro data contain a fairly limited amount of
information, the obvious procedure to follow in econometric work is to
keep the specifications simple. If the data cannot discriminate among al-
ternative detailed specifications, there is no sense in making detailed speci-
fications in the first place. One should also avoid making strong inferences
from results that are sensitive to alternative specifications among which
the data may not be able to discriminate. This is an obvious point, but it is
perhaps worth emphasizing. In particular, note that one should be wary
about making strong conclusions regarding the validity of a model’s long-
run properties. This is because long-run properties are likely to be sensitive
to alternative lag distributions, which are in turn likely to be difficult to
discriminate among,

The approach of keeping macro specifications fairly simple is at odds
with the approach of Robert Gordon and George Perry, two of the leading
figures in the field of price and wage behavior. Gordon’s specifications are
characterized by the use of high-order polynomial distributed lags with
long lag lengths, the use of detailed dummy variables, and considerable
work in the construction of many of the explanatory variables. One reason
that Gordon's specifications change so much from year to year is probably
that they are too detailed to be supported by the data. New data seem to
imply a change in specification when in fact no specification for a given
year is really supported.? Perry’s specifications are also usually somewhat
involved, especially with respect to the choice of the demand variable and
the use of dummy variables.* It will be clear in what follows that my speci-
fications are simpler than those of Gordon and Perry, and one should keep
in mind my reason for this difference.

Another view I have about macroeconomic research is that there have
been too few attempts {0 test one model against another. One reason there

1. See, for example, the discussion in Fair (1978}, pp. 176-80, and in Fair (1984), p. 128-29,
2. A minor but ilfustrative example of Gordon's changing specifications concerns the use
of dummy variables for the Nixon control period. In Gordon {(1980) one dummy variable is
used, which is (.67 for 197L:ITE1972:0V, ~ 1.0 for 1974:11-1975:1, and 0.0 otherwise. In Gor-
don and King (1982) two variables are used. One is 0.8 for 1971:11-1972:11 and 0.0 otherwise,
and the other is 0.4 for 1974:I0 and 1975:L, 1.6 for 1974:111 and 1974:1V, and 0.0 otherwise.
3. See, for example, the specifications in Perry (1980},
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is currently so much disagreement in macroeconomics is probably that
there has been so little testing of alternative specifications. I developed a
few vears ago a method for testing alternative models (Fair [1980]), and
this is the method that 1 have used in this paper to compare the three
models of price and wage behavior. One of the premises upon which this
method is based is that all models are at least somewhat misspecified. An
important feature of the method is that it accounts for the effects of mis-
specification in making the comparisons across models.

Finally, my approach in examining macroeconomic issues is to specify
and estimate structural equations. A few years ago this was standard oper-
ating procedure, but it is now somewhat out of fashion. Some have turmed
to vector autoregressive equations, while others have turned to reduced
. form equations. In his recent work, for example, Gordon has switched to
estimating reduced form price equations. The reduced form approach ig-
nores potentially important restrictions on the reduced form coefficients,
and in this sense it is inefficient. Also, it is not possible in Gordon’s recent
work to know whether a variable that is added to the reduced form price
equation belongs in the structural price equation, in the structural wage
equation, or in both. Important questions about the wage-price process are
simply left unanswered when only reduced form equations are estimated.
For example, one important question with respect to a particular set of
structural wage and price equations is whether the implied behavior of the
real wage is sensible, and this question cannot be answered by the reduced
form approach. Real wage behavior is considered below.

The three models

Model 1

Model 1 is the model of price and wage behavior in my U.S. model. The
following is a brief discussion of it. A more complete discussion is con-
tained in Fair (1984). Firms in the theoretical model are assumed to set
prices and wages in a profit-maximizing context. They have some monop-
oly power in the short run in their price- and wage-setting behavior. Rais-
ing their prices above prices charged by other firms does not result in an
immexdiate loss of all their customers, and lowering their prices below
prices charged by other firms does not result in an immediate gain of every-
one else’s customers. There is, however, a tendency for high-price firms to
lose customers over time and for low-price firms to gain customers. Similar
statements hold for wages. Firms expect that the future prices and wages

4. See, for example, Gordon {1980) and Gordon and King (1982).
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of other firms are in part a function of their own past prices and wages.
Since a firm’s market share is a function of its price relative to the prices of
other firms, its optimal price strategy depends on this relationship. Expecta-
tions of firms are in some cases determined in fairly sophisticated ways, but
none of the expectations are rational in the Muth sense. Firms do not know
the complete model, and their expectations can turn out to be incorrect.

There are five main decision variables of a firm in the theoretical model,
In addition to the firm’s price level and wage rate, the variables are the
firm’s production, investment, and demand for employment. These deci-
sion variables are determined by solving a multiperiod maximization prob-
lem, The predetermined variables that affect the solution to this problem
include (1) the initial stocks of excess capital, excess labor, and inventories,
(2) the current and expected future values of the interest rate, (3) the cur-
rent and expected future demand schedules for the firm’s output, (4) the
current and expected future supply schedules of labor facing the firm, and
(5) expectations of other firms’ future price and wage decisions.

The transition in macroeconomics from theoretical models to econo-
metric specifications is usually difficult, and the present case is no excep-
tion. The aim of the econometric work is to try to approximate the
decision equations of the firms that result from the solutions of the maxi-
mization problems. The empirical work for the price and wage equations
consisted of trying the variables listed above, directly or indirectly, as ex-
planatory variables. Observed variables were used directly, and unob-
served variables were used indirectly by trying observed variables that
seemed likely to affect the unobserved variables. The main unobserved
variables are expectations.

I'will not review here the work that led to the final estimated equations;
this is discussed in Fair (1984, pp. 126-31). The final estimated equations
are presented in Table 1. The equations are in log form. The explanatory
variables in the price equation include the price level lagged once, the
wage rate inclusive of employer Sccial Security taxes, the price of imports,
and the unemployment rate lagged once. The unemployment rate is taken
to be a proxy for the current and expected future demand schedules for the
firms’ output. For the work in Fair (1984) an alternative measure of de-
mand was used, which was a measure of the real output gap. As noted
above, a variety of demand variables work about equally well. The unem-
ployment rate was used in this paper in order to make the tradeoff calcula-
tions below somewhat simpler. The other three variables in the price
equation are taken to be proxies for expectations of other firms’ price deci-
sions. Increases in the lagged price level, the wage rate, and the price of
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TABLE 1
The Price and Wage Models
Sample Period is 1954:1-1984:1 (121 observations)
Pependent Explanatory Variables
Variable Model !
fog P; const. log Pr.; log Wil wdy) log PIM, URp.; SE DWW
a1 159 937 0268 0335 —-.205 0377 1.75
7.3 (107.01) 6.33) (11.03) {6.19)
ISLS 160 938 0271 0336 -.205 00377 174
(7.42) {10799 641 (11.24) 16.26)
3508 164 934 0279 0340 -1 D0XT 174
(7.66) {10960 (6.68) (11.53) 16.15)
log W, const. log W, log P; log P..; t UR,
8LS - 417 523 503 —.456 000754 -.0753 00578 1.9%
11.6%) (20.13 3.47 {3.49) (1.93) (1.2
ISLS —.2593 951 514 - 485 000493 —-.0716 00581 2.04
(1.08) @21.7Th (3.64) (3.80} (1.3 {1.18)
35L8? -.2%1 951 515 w 485 00479 -~.079% 00581 2.04
273 {52.509 (5.35: (3.61) {1.82)
Models 2and 3
log Py — log Pr_y const, log Py w log Pry Jog Wy o1 wd i log PIM,..;
- log Wi s(l+di st - log PIM,.;
Modet 2: 015 — 00260 293 145 0582 00404 204
2.0M 11.73) 5.27 (5.783
Model] 2: 35LS - (0164 292 147 0578 00404 2,04
(218 3.7 (5.30 5.74)
Model 3; 3S15° - (0536 Ersl A9t 0451 00415 2.04
(5.48) 4. 54 (.70 4.87)
log W, — log W,_; const. log P ; - log Prs UR,
Model 2: 2LS 0142 175 ~114 0035 1.9
{1.48} 18.6%) 3.27
Model 2: 35LS D142 173 -1 00565 1.96
1750} 8.6% {3.30)
Model 3: 35LS? (0144 21 -5 00578 1.87
{7.60 @.501

Motes: t-statistics in absolute value are in parentheses.

“Coefficient conatraint (4] in text imposed on the eguations.
bCoefficient constraint (104 in text imposed on the equations.
QLS = ordinary least squares
2SLS = two stage keast squases

ISLS = {hree stage ieast squares

First stage regressors:

A = second basic ser of variables in Fair (1984), Table 6-1, p. 228,

Model 1, 2SLS, log Py eq. © A minus Z2,. plus log (1 +dy). {Z7 is a demand pressure variable.)
Model 1, 2818, log W, eq.. A plus jog PX,.|. (PX is a price deflator)

Model 1, 35LS -1 Aplusiog {i +d)phus fog PX,.).

Maodel 2, 28LS 1 Aplusog PX,  pluslog P - log Prs.
Models 2 and 3, 3818 A plus log (1 +4) plus log PX_ ) plus log Py — log Pes plus log
PIM,; - log PIM,_; plus log Wi (1 + 6.1} — Jog Wis(1 +ds) phus

log Pp.j = Jog Pr.p
Variable Notation in Fair (1984)  Description
d, dsg + dsg Emgployer social security tax rate
P i Price deflator for private nonfarm output
PIM, PIM Price deflator for imports
UR, UR Civiltan unemployment rate
W, Wy Average hourly eamings excluding overtime of workers

in the private sector
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imports are assumed to lead to expectations of future price increases,
which in the theoretical model lead to an increase in current prices.

The explanatory variables in the wage equation include the wage lagged
once, the current price level, the price level lagged once, a time trend, and
the unemployment rate. The unemployment rate is taken to be a proxy for
the current and expected future supply schedules of labor facing the firms.
The lagged wage variable and the current and lagged price variables are
taken to be proxies for expectations of other firms’ wage decisions. In-
creases in these variables are assumed to lead to expectations of future
wage increases, which in the theoretical model lead to an increase in cur-
rent wages. The time trend was added to account for trend changes in the
wage rate relative to the price level. The inclusion of the time trend is im-
portant, since it helps identify the price equation. Aside from the different
lags for the unemployment rate, the time trend and the lagged wage rate
are the only two variables not included in the price equation that are in-
cluded in the wage equation.’

Before discussing the estimates, a constraint that was imposed on the
real wage rate needs to be explained. It does not seem sensible for the real
wage rate (W /P to be a function of either W, or P, separately, and in order
to ensure that this not be true, a constraint on the coefficients of the price
and wage equations must be imposed. The relevant parts of the two equa-
tions are

() logP =g logP; + B logW, +...
2) logW, = v logWes + v logP + yslog Py + ...
From these two equations, the equation for the real wage is

(3) logW, — logP: = {1 = 8 log W,

1
T =Bm"

1
'T__‘B—m(ﬁl(l ~ v} ~ vl - Bflog Py + ...

5. There is one slight difference between the wage equation here and the ane in Fair (1984).
The same price deflator is used in both equations here {the private nonfarm deflator),
whereas a different price deflator is used in the wage equation in Fair (1984) {the private
deflator, both farm and nonfarm). This difference is not important in the sense that the data
cannot discriminate between the two, and the simpler specification was used here for ease of
interpretation.
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In order for the real wage not to be a function of the wage and price levels,
the coefficient of log W._, in (3) must equal the negative of the coefficient
of log P._,. This requires that

@ 0=y + vl ~ B — Bl = yh

Three sets of estimates of Model 1 are presented in Table 1. The estima-
tion technique for the first set is two-stage least squares (2SLS), and the
estimation technique for the second and third sets is three-stage least
squares (3SLS).5 Restriction (4) is imposed for the third set, but not for the
first and second. The endogenous variables in the price equation are log P,
and log W,, and the endogenous variables in the wage equation are log W,
log P,, and UR,. UR, is taken to be an endogenous variable even though no
equation is specified for it in this paper. It is an endogenous variable in my
U.S. model. The first-stage regressors that were used for the estimates are
discussed in the notes to Table 1. The basic set of variables referred to in the
notes consists of 34 variables. These are the main predetermined variables
in my U.S. model. The 2SLS estimated residuals were used for the estima-
tion of the covariance matrix of the error terms that is needed for the 3SLS
estimates. The correlation coefficient for the error terms in the two equa-
tions was —0.299.

The data base used in Fair (1984} was updated through 19841 for the
results in this paper. The estimation period for all the equations in Table 1
is 1934:1-1984:1, which is a total of 121 observations.

The three sets of estimates of Model 1 are quite close, and there is little
to choose among them. The coefficient restriction (4} is clearly supported
by the data. The value of the 3SLS objective function was — 96.471 for the
unrestricted estimates and ~ 96.567 for the restricted estimates, for a dif-
ference of only 0.096. This difference is asymptotically distributed as
with one degree of freedom, and the 0.096 value is far below the critical x*
value at the 95 percent confidence level of 3.84.

Model 1 differs from traditional models of wage and price behavior ina
number of ways, and it will be useful to discuss two of these differences.
First, most price and wage equations are specified in terms of rates of
change of prices and wages rather than in terms of levels. Given the theory
behind Model 1, the natural decision variables seemed to be the levels of

6. All calculations for this paper, except for those in the section on properties of the models,
were done using the Fair-Parke program. The Parke (1982} zlgorithm was used to compute
the 3SLS estimates.
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prices and wages rather than the rates of change, and so this was the speci-
fication used. For example, the market share equations in the theoretical
model have a firm’s market share as a function of the ratio of the firm’s
price to the average price of other firms. These prices are all price levels,
and the objective of the firm is to choose the price level path {along with
the paths of the other decision variables) that maximizes the multiperiod
objective function. A firm decides what its price level should be relative to
the price levels of other firms. The use of levels instead of rates of change
has important consequences for the long-run properties of the model. This
is discussed below.

Second, most price equations are postulated to be markup equations,
where little or no demand effects are expected. Wage equations are postu-
lated to be the ones where demand effects are most likely to exist. Model 1
is to some extent the reverse of this. The unemployment rate has a larger
coefficient estimate (in absolute value) and is more significant in the price
equation than in the wage equation. Also, the coefficient estimate of the
wage rate in the price equation is too small to be interpreted as a markup
coefficient. The theory behind the price and wage equations is not a
markup theory, and so there is no reason to expect the estimated equations
to have properties of markup equations. The equations do not appear to
have such properties.

Model 2

As just noted, price and wage equations are typically specified in terms
of rates of change of prices and wages rather than in terms of levels, and
price equations are typically specified to be markup equations. This speci-
fication has been used for Model 2. 1 tried a number of equations that
seemed consistent with this specification. The final equations are pre-
sented in Table 1.

The cquations for Model 2 are in log form. The quarterly change in
price is a function of the quarterly change in price lagged once, the four-
quarter change in the wage rate lagged once, and the two-quarter change
in the import price deflator lagged once, The quarterly change in the wage
is a function of the four-quarter change in the price level lagged once, and
of the unemployment rate. These equations are consistent with the inter-
pretation of the price equation as a markup equation and of the wage
equation as the one in which demand effects appear. The unemployment
rate appears in the wage equation but not in the price equation. It was of
the wrong sign and not significant when included in the price equation
(both the current rate and the rate lagged one gquarter were separately
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tried). The following is a discussion of some of the experimentation behind
the choice of the final equations.

The data seemed to support the use of the four-quarter change in the
wage lagged once in the price equation. When the four one-quarter
changes, log W;(1 + d..} — log Wi {1 +diy),i=1,2,3,4, were used
in place of the four-quarter change, the coefficient estimates and t-
statistics were: 0.139 (2.33), 0.144 (2.41), 0.181 (3.00), and 0.120 (1.97).
These coetficients seemed close enough to warrant simply using the four-
quarter change. When the one-quarter change unlagged was included
with the other four one-quarter changes, it was not significant (coefficient
estimate of 0.071, with t-statistic of 1.17). Similariy when the one-quarter
change lagged five quarters was included with the other four, it was not
significant (coefficient estimate of — 0.001, with t-statistic of — 0.02). The
data seemed to support the use of the two-quarter change in the price of
imports fagged once. When the one-quarter changes lagged once and
twice were used in place of the two-quarter change, the coefficient esimta-
tes and t-statistics were 0.0674 (3.20) and 0.0477 (2.03).

The quarterly change in the wage rate lagged once was not significant
when added to the wage equation. The t-statistic was only — 0.49. The use
of the four-quarter change in the price in the wage equation was supported
less than was the use of the four-quarter change in the wage in the price
equation, but the four-quarter change in the price was used in the wage
equation anyway. When the four one-quarter changes were used in place
of the four-quarter change, the coefficient estimates and t-statistics were
(.249 (2.22), 0.126 {1.07), —0.017 (~0.14}, and 0.352 (2.94). When the
one-quarter change unlagged was included with the other four one-
quarter changes, it was not significant (coefficient estimate of 0.110, with
t-statistic of 0.72). Similarly, when the one-quarter change lagged five
quarters was included with the other four, it was not significant (coeffi-
cient estimate of — 0.120, with t-statistic of — 1.05). When the one-quarter
changes lagged five and six quarters were included with the other four, the
cocfficient estimates and t-statistics were —0.099 {0.84) and —0.079
{0.72). There is thus no evidence that price changes lagged more than four
quarters belong in the wage equation.

Two sets of estimates of Model 2 are presented in Table 1. The estima-
tion techniques for the first set are ordinary least squares for the price
equation and 2SLS for the wage equation. The estimation technique for
the second set is 3SLS. There are no endogenous explanatory variables in
the price equation. The unemployment rate in the wage equation was
taken to be an endogenous variable. The two sets of estimates are very
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close. The correlation coefficient for the error terms in the two equations
was only 0.030, and so very little was gained by using 3SLS. Comparing
the single-equation fits with those for Model 1, the price equation has a
larger standard error (0.00404 versus 0.00377) and the wage equation has
a smaller standard error (0.00565 versus 0.00581).

Model 3

As will be seen in a later section, there is a tradeoff between the unemploy-
ment rate and inflation implicit in Model 2.7 There is, however, a restriction
that can be placed on the coefficients of Model 2 that implies no long-tun
tradeoff. Model 3 is Model 2 with this restriction imposed. The restriction is as
follows. Let p,_; = log P, — log Py and Wy = log W, ; — log mels i=0,
1,...,4. Write the price and wage equations of Model 2 as

(5) Py=2Z, + By + Balivi) + Wia + Wa + Wiy,
(6) Wy =g+ ¥1(Dey + D + Proz + D) + Y2UR,,

where Z, = 8y + Byflog(l + di)) ~ log(l + di.s)] + Bsllog PIM,_; — log

PIM, ;). Consider now a steady state wherep=p, =P =...,W= W, =
Wt_j =,. .,Z = Zt = Zt—] o -,andUR = URt = UR[W] . Inthiscase
(5 and (6) can be written

) D=7+ Bip + 46:W,
(8) W =y + 7P + v, UR.
Substituting (8) into (7) and rearranging terms yields

9) (1 -8, = 168xy1) b =Z + 48xyo + 482v.UR.

7. There is a tradeoff in the sense that given the two estimated equations of Model 2, a
change in the unemployment rate leads to a finite long-run change in the rate of inflation.
This assumes that the structure of the wage and price equations is stable over time. For exam-
ple, part of what the equations are picking up are effects of expectations of future wage and
price behavior on current behavior. If the expectation mechanism that is approximated by
the equations changes, for whatever reason, the stability assumption is violated. Sargent
{(1971) has stressed ¢he fact that estimated coefficients of {agged dependent variables in wage
and price equations are picking up both the effects of lagged values on expected future values
and the effects of expecied future values on current values, Without extra assumpiions, it is
not possible to separate the two kinds of effects. For ptesent purposes it is unnecessary to do
this if one is willing to make the above stability assumption, as is done here,
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If ‘
(10} 1 -8 — 1687y, = 0.

there is no long-run tradeoff, and this is the restriction that was imposed
on Model 3.

The estimates with this restriction imposed are presented in Table 1. The
equations were estimated by 3SLS, where UR, was treated as an endoge-
nous variable. The value of the 3SLS objective function was — 116.669 for
the unrestricted estimates and — 128.525 for the restricted estimates, fora
difference of 11.856. Again, this difference is asymptotically distributed as
x? with one degree of freedom. The 11.856 value is considerably above the
critical x* value at the 95 percent confidence level of 3.84, and so the re-
striction is not supported by the data. The single equation fits for the price
and wage equations are 0.00415 and 0.00578 for the restricted estimates,
which compare to 0.00404 and 0.00565 for the unrestricted estimates.

Given the coefficient estimates of Model 3 and given an assumption about
the long-run value of Z, one can compute the value of the unemployment rate
(say UR™) for which inflation neither accelerates nor decelerates. Under the as-
sumption that the Jongrun growth rate of d, is zero and that the longrun
growth rate of the import price deflator is 7.0 pementatanannualrate the
value of UR* is 6.25 percent. This value is simply computed by solving the
equation 0 = Z + 48yyy + 48y,UR for UR. The long-run rate of change of
the price level that corresponds to this value of UR is 3.39 percent at an annual
rate. The corresponding growth rate for the nominal wage is 5.06 percent, and
the corresponding growth rate for the real wage i 1.62 percent.

A comparison of the models

Although the single equation fits are available from Table 1, these fits are not
the appropriate criterion for comparing the models. Among other things, they
do not test for the dynamic accuracy of the miodels, and they do not account in
an explicit way for the possible misspecification of the models. The method in
Fair (1980} can be used to compare models, and this method is used in this sec-
tion to compare the three models.

The method accounts for the four main sources of uncertainty of a forecast:
uncertainty dug to 1) the error terms, 2) the coefficient estimates, 3) the exoge-
nous variables, and 4) the possible misspecification of the model Because it ac-
counts for these four sources, it can be used to make comparisons across models.
In other words, it puts each model on an equal footing for
purposes of comparison. Exogenous variable uncertainty is not a problem
in the present case because each model has the same exogenous variables,
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namely d, and PIM,. Therefore, exogenous vartable uncertainty has not
been taken into account: both d, and PIM, have been assumed to be
known with certainty. The following is a brief outline of the method except
for the part pertaining to exogenous variable uncertainty.

The method

Assume that the model has m stochastic equations, p unrestricted coef-
ficients ta estimate, and T observations for the estimation. The model can
be nonlinear, simultaneous, and dynamic. Let § denote the covariance
martrix of the error terms, and let V denote the covariance matrix of the
coefficient estimates. Sism x mand Vis p x p. An estirhate of S, say S, is
{IIT)UQ', where Uisanm x T matrix of estimated errors. The estimate of
V, say V, depends on the estimation technique used. Let & denote a p-
component vector of the coefficient estimates, and let u, denote an m-
component vector of the error terms for period t.

Uncertainty from the error terms and coefficient estimates can be esti-
mated in a straightforward way by means of stochastic simulation. Given
assumptions about the distributions of the error terms and coefficient esti-
mates, one can draw values of both error terms and ceefficients. For each
set of values the model can be solved for the period of interest. Given, say, J
trials, the estimated forecast mean and estimated variance of the forecast
error for each endogenous variable for each period can be computed. Let
¥iu denote the estimated mean of the k-period-ahead forecast of variable i,
where t is the first period of the forecast, and let %, denote the estimated
variance of the forecast error. vy is simply the average of the J predicted
values from the J trials, and &, is the sum of squared deviations of the
predicted values from the estimated mean divided by I

It is usually assumed that the distributions of the error terms and coeffi-
cient estimates are normal, although the stochastic-simulation procedure
does not require the normality assumption. The normality assumption has
been used for the results in this paper. Let u; be a particular draw of the
error terms for period t, and let o* be a partjcular draw of the coefficients.
The distribution of L}; is assumed to be N{0,S), and the distribution of «* is
assumed to be N{&, V).

Estimating the uncertainty from the possible misspecification of the
model is the most difficult and costly part of the method. It requires suc-
cessive reestimation and stochastic simulation of the model. It 1s based on
a comparison of estimated variances computed by means of stochastic
simulation with estimated variances computed from outside-sample
(i.e., outside the estimation period) forecast errors. Assuming no
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stochastic-simulation error, the expected value of the difference between the
two estimated variances for a given variable and period is zero for a correctly
specified model. The expected value is not in general zero for a misspecified
model, and this fact is used to try to account for misspecification.

Without going into details, the basic procedure is to estimate the model
over a number of different estimation periods and for each set of estimates
to compute the difference between the two estimated variances for each
variable and length ahead of the forecast. The average of these differences
for each variable and length ahead provides an estimate of the expected
value. Let d; denote this average for variable i and length ahead k. Given
dy, the final step is to add it to &;. This sum, which will be denoted &,, is
the final estimated variance. Another way of looking at dy, is that it is the
part of the forecast-error variance not accounted for by the stochastic-
simulation estimate.®

The results

Table 2 contains the results. The values in the a rows are stochastic-
sitnulation estimates of the forecast standard errors based on draws of er-
ror terms only. The values in the b rows are based on draws of both error
terms and coefficients. The results are based on 500 trials for each of the
two stochastic simulations.” The simulation period is 1982:11-1984:1. In
terms of the above notation, the b-row values are values of &,. Each model
consists of three equations: the price equation, the wage equation, and an
identity determining the real wage, W/P

For the misspecification results, each model was estimated and stochas-
tically simulated 37 times.!® For the first set, the estimation period ended

8. Strictly speaking, dy, is not 2 measure of the misspecification of the model (for the k-
period-ahead forecast of variable i), Misspecification can affect the stochastic simulation esti-
mate of the variance, (7,), and dy is merely the effect of misspecification on the total
variance not reflected in E?;. For purposes of comparing the models, it does not matter how
much of the misspecification is in 3%;1:- ‘The variance that is used for comparison is the toral
variance, &,

9. The 35LS estimates of each maode] were used for these simulations, including the 3SLS
estimates of S and V. The errors in Table 2 are in units of percent of the forecast mean. See the
discussion in Chapter & in Fair (1984) for the exact way in which the percentage errors are
computed.

10. Because the 0LS-25LS and 3SLS estimates of Model 2 were so ¢lose for the results in
Table 2, the 0LS-25LS technigues were used for the successive reestimation for Model 2. Esti-
mating a model 37 times by 3SLS is expensive, and for Model 2 it seemed unnecessary to do
this. The estimate of V for the 0LS-2SLS techniques was assumed to be block diagonal for
purposes of the stochastic simulation draws. Both Models | and 3 were estimated 37 times by
35LS.
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TABLE 2
Estimated Standard Errors of Forecasts for 1982:11-1984:1
for the Three Models
1982 1983 1984
I A b i ] m 1% 1
Price level (P}
Model 1 a 37 31 61 £ 5 78 A3 %
b 37 54 &7 7% 87 08 1.03 1.15
d 50 83 111 147 18¢ 221 2.55 2.94
Modei2: a 41 66 .88 1.1 1.38 1.62 196 217
b 39 68 33 121 1.5t 1.719 2.0% 242
d 53 99 1.45 1.99 2.59 318 380 4,51
Model 3.2 4l it 98 1.27 1.5% 1.94 233 2,75
b 43 KL 1.00 1.31 L7l 210 254 3.03
d A9 83 L.i7 159 213 2.65 3.09 367
Nominal wage (W}
Model 1 a 54 78 96 1.06 117 126 132 1.40
b 57 78 a3 118 1.40 1.51 1.64 1.82
d 52 n 2 1.00 124 147 ] 210
Model 2: 8 54 76 98 .20 1.41 1.68 199 2.15
b 56 43 1.10 138 1.72 207 141 mn
d 54 B0 99 1.21 1.6] 2.16 2.54 2485
Model 3:a 57 22 1.5 £.30 1.60 1.93 2.25 2.65
b 60 8 113 141 176 214 257 2.98
a £6 1.08 141 L7 213 263 299 328
Real wage (W/P)
Model 1: 2 62 50 L0 119 130 138 145 152
b 66 94 115 1.29 1.49 1.63 1.74 1.89
d 70 92 107 114 135 155 182 172
Model 2: a 57 88 L4 1,15 1.20 1.27 131 1.40
b 68 a7 1.13 j i) 1.39 1.47 i.54 1.5%
d 73 1.01 1.22 145 1.60 1.469 1.84 197
Muodel 3:a b6 23 1.08 1.10 114 1.20 1.26 1.38
b T 101 LY 1.25 133 1.35 1.39 145
d 78 1.06 1.28 147 1.58 .64 1.81 1.96

Notes: 4 = Uncertainty due to error terms. .
b = Ungertainty due 10 error terms and coefficient estimates,
¢ = Uncertainty due to error terms, soedficient estimates, atd the possible misspecification of the modet.

Errors are in percetitage points.

in 1974:1V and the simulation period began in 1975:1. For the second
set, the estimation period ended in 1975:1 and the simulation period
began in 1975:11. For the final set, the estimation period ended in
1983:1V and the simulation period began in 1984:1. The beginning
quarter was 1934:1 for all estimation periods. The length of the first 30
simulation periods was eight quarters. Since the data set ended in
1984:], the length of the 31st simulation period, which began in
1982:111, was only seven quarters. Similarly, the length of the 32nd per-
iod was six, and so0 on through the length of the 37th period, which was
only one quarter. For each of the 37 sets of estimates, new estimates of
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V and S were obtained. Each of the 37 stochastic simulations was based on
200 trials.

The results produced for the one-quarter-ahead forecast for each of the
three endogenous variables 37 values of the difference between the esti-
mated forecast-error variance based on outside-sample errors (i.e., the
squared forecast errors) and the estimated forecast-error variance based on
stochastic simulation. The average of these 37 values was taken for each
variable. In terms of the above notation, this average is d;, where i refers to
variable i and the 1 refers to the one-quarter-ahead forecast. The total vari-
ance for the one-quarter-ahead forecast of variable i is &%, + dy, which in
terms of the above notation is &,. For the results in Table 2, t is 1982:I1,
and the d-row value for 1982:11 for each variable is the square root of &%
The calculations for the two-quarter-ahead forecasts are the same except
that there are only 36 values of the difference between the two estimated
variances for each variable. Similarly, there are only 35 values for the
three-quarter-ahead forecast, and so on.

The d-row values in Table 2 can be compared across models. For both
the price level and the nominal wage, Madel 1 is the clear winner. It has
the lowest standard errors for all the periods except for the one-quarter-
ahead forecast of the price level, where the standard error is 0.50 for
Model 1 and 0.49 for Model 3. By the end of the eight-quarter horizon,
the differences in the standard errors are fairly large. For the price level,
the eight-quarter standard errors are 2.94 for Model 1, 4.51 for Model
2, and 3.67 for Model 3. For the nominal wage, the errors are 2.10 for
Model 1, 2.95 for Model 2, and 3.28 for Model 3. With respect to Model
2 versus Modei 3, Model 3 does better for prices and Model 2 does bet-
ter for wages.

The results for the real wage are closer. Model 1 is the best for the
first six quarters, the models essentially tie for the seventh quarter, and
Models 2 and 3 are better than Model 1 for the eighth quarter. In gen-
eral the results are fairly close, and there is no clearcut winner.

Properties of the models

For each model, it is straightforward to compute the tradeoff be-
tween the unemployment rate and inflation. A simulation is first run
using a particular value of the unemployment rate, and then another
simulation is run using another value. The differences in the predicted
values from the two simulations are the estimated tradeoffs. Before do-
ing this, however, it will be useful to consider some issues regarding the
behavior of the real wage.
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Real wage issues

There appear 10 be constraints on the long-run bebavior of the real wage
that are not necessarily captured by equations like those for Models 1, 2,
and 3. Consider, for example, a profit share variable, denoted SHR r,
which is defined to be the ratio of after-tax profits of the firm sector to the
wage bill of the firm sector net of employer Social Security taxes.!' The
mean of this variable for the 1954:1-1984:1 period is 0.109, with a maxi-
mum value of 0.136 in 1979111 and a minimum value of 0.066 in 1983:1.
The variable has essentially no trend throughout this period. A regression
of SHR 7 on a constant term and time trend for this period yields a coeffi-
cient estimate of the time trend of ~ 0.000084, with a t-statistic of — 1.91.
This coefficient multiplied by 121, the number of observations, vields
~(.010, which is the estimated trend change in SHR=. This is a fairly
small change over the 30-vear period.

Now, a fall in the level of the real wage of 1 percent leads to a rise in
SHR = of approximatety 0.0075. If a given experiment with the price and
wage equations results in a large change in the long-run level of the real
wage, this may imply values of SHR 7 that are considerably beyond the
historical range. If so, this may call into question the long-run properties,
since there may be forces at work (not captured by the equations) keeping
SHR« at roughly a constant level iri the long run. It is thus important
when examining the following resuits to look carefully at the long-run be-
havior of the real wage.

Unemployment-inflation tradeoffs '

Results for the first set of experiments are presented in Table 3. The first
simulation for each model began in 1984:I1, which means that the initial
conditions through 1984:I were used. The simulation was allowed to run
for 140 quarters. An unemployment rate of 7.8 percent was used for all
future periods. The annual rate of growth of the import price deflator was
taken to be 7.0 percent. The rate of growth of the employer Social Security
tax rate {d,) was taken to be zero throughout the period. The second simu-
lation for each model differed from the first only in the unemployment rate
that was used. Unemployment was lowered to 6.8 percent for all futore
periods for this simulation. The results in Table 3 are the differences be-
tween the two simulations.

As can be seen, the models have quite different long-run properties. For
Model 1, the 1 percentage point drop in the unemployment rate leads to an
eventual rise in the price level of 5.15 percent and in the wage level of 4.81

1. SHR 7 is & varighle in my U.S. model. See Fair (1984) for the precise definition of it
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Response of Prices and Wages to a One Percentage Point Fall in the Unemployment Rate
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percent. The real wage falls slightly (by 0.32 percent). At the end of the
first year the price level is 0.60 percent higher; at the end of the second year
it is 1.30 percent higher; and at the end of the fourth year it is 2.38 percent
higher, which is about halfway to the final increase of 5.15 percent. Not
counting the first quarter, the increase in the rate of growth of the price
level falls from (.88 in the second quarter, to 0.80 in the fourth quarter, to
0.68 in the eighth quarter, to 0.48 in the sixteenth quarter, and to zero after
140 quarters. A similar pattern holds for the nominal wage.

For Model 2, the 1 percentage point drop in the unemployment rate
leads to an eventual increase in the rate of change of the price level of 0.95
percent. The eventual increase in the rate of change of the nominal wage is
1.16 percent, and the eventual increase in the rate of change of the real
wage is (.19 percent. The price and wage Jevels are, of course, ever-
increasing. After 140 quarters the price level is 34.74 percent higher, the
neminal wage is 44.35 percent higher, and the real wage is 7.14 percent
higher. At somewhere between 30 and 40 quarters, the price level becomes
5.15 percent higher, which is the long-run total for Model 1.

It is interesting to compare the first few quarters for Models 1 and 2. The
rate of inflation is initially much larger for Model 1 than for Model 2. Af-
ter eight quarters the price level is 1.30 percent higher for Model 1, com-
pared to 0.53 percent higher for Model 2. The rate of inflation for Model 1
falls from 0.88 in the second quarter to (.68 in the ¢ighth quarter. For
Model 2 the rate of inflation rises from 0.07 in the second quarter to 0.48
in the eighth quarter. There is thus much more of a short-run tradeoff for
Model 1 than for Model 2. The rates of inflation cross at quarter 11, where
they are (.60 for Model 1 and 0.61 for Model 2. After quarter 11 the rate of
inflation rises to 0.95 for Model 2 and falls to zero for Model 1. The price
levels cross somewhere between quarters 20 and 30.

Consider now the results for Model 3. The unemployment rates of 6.8
and 7.8 percent are above the non-decelerating rate of 6.25, and so for both
simulations the rate of inflation is decelerating. Although not shown in
Table 3, the rate of inflation becomes negative in quarter 18 for the simula-
tion in which the unemployment rate is 7.3 percent, By quarter 140 the
rate of inflation is —20.96 percent. The differences in Table 3 for Model 3
are thus differences between two decelerating paths. It is interesting to
note that the differences for the first few quarters for Model 3 are not all
that different from the differences for Model 2, although they are some-
what higher for Model 3.

With respect to the behavior of the real wage, the results for Mode! |
show little change in the long-run level of the real wage. The fall in the
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Response of Prices and Wages to a One Percentage Point Increase in the Rate of Change of the Import Price Deflator
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unemployment rate fowered the long-run level of the real wage by only
(.32 percent. The results for Model 2, on the other hand, show that the
level of the real wage is ever increasing. After 140 quarters the level of the
real wage is 7.14 percent higher, which implies a fall in SHR « of approxi-
mately 0.0075 x 7.14 = 0.054. This is about five times larger than the
trend change over the last 12] quarters between 1954:] and 1984:1. The
long-run properties of Model 2 with respect to the real wage are thus ques-
tionabie.

Effects of a change in import prices

One can also examine how the models respond to a change in import
prices. Again, two simulations can be run, one using one set of values for
future import prices and one using another. The resuits of this exercise are
presented in Table 4. The first simulation used an annual rate of change of
import prices of 7.0 percent, and the second used a rate of 8.0 percent. The
initial conditions were the same as those for the simulations in Table 3. An
unemployment rate of 7.8 percent was used for these results.

The increase in the rate of change of import prices led to an increase in
the rate of change of prices and wages for both Models 1 and 2. For prices,
the long-run effect is 0.69 for Model 1 and 0.38 for Model 2. For wages,
the two numbers are 0.43 and 0,27, The long-run rate of change in the real
wage fell in both cases. The fall was larger for Model | than for Model 2
(-0.25 vs, -0.11}). Although the long-run properties differ somewhat, the
short-run properties of the two models are quite close, as an be seen from
examining, say, the first eight quarters in Table 4. The short-run results for
Model 3 are also fairly close to those for Models 1 and 2. The long-run
results for Model 3 are, of course, vastly different.

All three models have ever falling real wage levels, which is not sensible.
All three models are thus at fault in this regard. This problem is discussed
in the next section.

General remarks
Long-run tradeoffs

The two key questions regarding the long-run tradeoff between unem-
ployment and inflation are 1) whether there is any tradeoff and 2) if there
is one, whether it is in terms of the level of prices or the rate of change
of prices. The results of comparing the three models above indicate
that Model | s more accurate than Models 2 and 3, and so from these
results one would conclude that there is a tradeoff and that it is in terms of
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the level of prices. If the choice is merely between Models 2 and 3, the
tesults are inconclusive, '

Although Model 1 does seem to be the best approximation of the three,
the results must be interpreted with considerable caution. As noted in the
first section, macro data have a difficult time discriminating among alter-
native lag distributions, and alternative lag distributions can have large ef-
fects on the long-run properties of a model. One should clearly put much
less weight on the long-run properties of the models than on the short-run
properties (say, up to eight or twelve quarters ahead).

One may at first be surprised to think that the tradeoff between unem-
ployment and inflation may be in terms of the level of prices rather than
the rate of change, but there is no theoretically compelling reason to rule
out the level tradeoff without testing the two possibilities. As noted above,
it seems natural, given my theoretical model, to specify the price and wage
equations in level terms. In general, there seems no reason to expect that a
permanent shift in demand will necessarily lead to a permanently higher
rate of change of prices and thus to an ever-increasing price level, At the
least, this issue seems open to empirical test, and the tests in this paper
provide support for the praposition that the tradeoff is in terms of levels.

Another point that should be kept in mind about Model 1 is the follow-
ing. One might argue—1I think correctly—that it is not sensible to expect
that the unemployment rate could be driven to, say, 1.0 percent without
having any more effect on prices than on their levels. (The same argument
could even be made for Model 2 regarding the rates of change of prices.)
There are clearly unemployment rates below which it is not sensible to as-
sume that any of the three models provides a good approximation. Any
attempt to extrapolate a model beyond the extremes of the data is dangerous,
and this seerns particularly true in the case of price and wage equations.

I sometimes try to account for the nonlinearities in price responses that
one expects to exist as the unemployment rate approaches very low levels
by using, as the demand variable in the price and wage equations, some
function of the unemployment rate (or other measure of demand). These
functions approach infinity or minus infinity as the unemployment rate
approaches some small value. This means that as the unemployment rate

12. In future work it may be possible to provide a better test of Model 2 versus Model 3.
The comparisons in this paper were only for forecasts up to eight quarters ahead. It can be
seen from Table 3 that the main differences between the two models oceur after eight quar-
ters. It may thus be possible to get more conclusive resuits by using a forecast horizon longer
than eight quarters. No attempt was made to do this in this study.
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approaches this value, prices approach infinity. In a complete model of the
economy, prices can never by driven to infinity, and so this approach effec-
tively bounds the unemployment rate from below. The problem with this
approach is that the data generally cannot discriminate among alternative
functional forms, and so any choice is somewhat arbitrary. The approach
that I have taken in this paper is to keep the specification simple by merely
using the level of the unemployment rate as an explanatory variable. The
consequence of this is that one should not extrapolate the equations much
beyond the range of the historical data.

The real wage and the price of imports

One of the most serious problems with the models considered in this
paper is that the long-run behavior of the real wage is a function of the
price of imports. In each model the price of imports is in the price equation
but not in the wage equation, and the reduced form equation for the real
wage has the price of imports on the right hand side with a negative coeffi-
cient. In order to constrain the price of imports not to have a long-run ef-
fect on the real wage, one would have to add it to the wage equation (with
perhaps a different lag from the one in the price equation) and constrain
the ceefficients in the two equations to imply no long-run effect of the
price of imports on the real wage,

Another possible way to look at this problem is the following. Over the
sample period there has been a certain trend change in the price of im-
ports. The coefficient estimates of the price and wage equations are based
on this trend. In the case of Model 1, the key coefficient estimate is the
estimate of the time trend in the wage equation. Given that the coefficient
estimates are based on this trend, it is not necessarily sensible to run an
experiment in which the rate of change of the price of imports is perma-
nently changed without also changing the coefficient estimate of the time
trend in the wage equation to adjust for this trend change. A similar ad-
justment should be made to one or both of the constant terms in Model 2.
With these adjustments, the models would still show an increase in the
rate of change of prices and wages in response 1o the increase in the rate of
change of the price of imports, but the coefficient adjustments could be
made to show no change in the real wage in the long run. This type of
adjustment would imply no changes in the estimated equations, only
changes in the coefficients at the time of a particular experiment.

It should be noted that an answer to the real wage problem is not to use
as the price of imports variable in the price equation the price of imports
relative to the domestic price level (i.e., PIM relative to P). Consider, for
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example, the price equation for Model 1 in Table 1, and assume that the
price of imports variable were log PIM, — log P,_, rather than log PIM,.
Since log P_, is already in the equation, this change merely has the effect
of making the new coefficient of log P, equal to the old coefficient plus
the coefficient of log PIM.. The reduced form equation for the real wage
would still be the same.

The question of the nominal price of imports versus the relative price of
imports brings up an important issue about the experiments in Table 4.
Consider Model 1. The increase in the rate of change in the price of im-
ports of 1.0 percent led to a long-run increase in the rate of change in the
domestic price of 0.69 percent, which implies a long-Tun increase in the
rate of change in the relative price of imports of about .31 percent. Al-
though the relative price of imports fluctuates considerably in the short-
run and even in the intermediate run, it is not necessarily sensible to
assume that it will continually rise or fall in the very long run. One may
thus want to design experiments in which the relative price of imports does
not change in the long run. Again, however, this issue is separate from the
problem of the real wage being a function of the price of imports.

If one believes that the nominal price of imports should be constrained
to grow at the same rate as the domestic price level in the long run, then the
coefficient constraint imposed on Model 3 should be changed. The con-
straint (10} shouldread 1 — 8, — 168yy, — 283 = 0, where 3; is the coeffi-
cient of log PIM,_, ~ log PIM,_; in the price eguation. This was not done
for the present set of results.

1t is clear that more work needs to be done regarding the long-run be-
havior of the real wage and the price of imports. In some cases alternative
specifications should be tried, such as the choice of constraint imposed on
Model 3, and in some cases alternative experiments should be designed.
This is an important area for future research.

Policy options

There is little more to be said about policy options that is not obvious
from the results in Table 3. If one believes that Model 1 1s the best approxi-
mation, the tradeoffs can be read from the results for Model 1. The cost of
afall in the unemployment rate of 1 percentage point is an increase in the
price level of 1.30 percent after 8 quarters. If Model 2 is chosen, the cost is
an increase of 0,53 percent after 8 quarters. If one’s horizon is 20 quarters,
the estimated cost is about the same for both models: 2.80 percent for
Model ! and 2.57 percent for Model 2. After 20 quarters, the estimated
costs from the two models diverge rapidly, and this is where the most
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uncertainty lies. For Model 1 there is an increase in the price level of 5.15
— 2.60 = 2.55 percent left. For Model 2 there is an increase in the rate of
change of prices of 0.95 — 0.81 = 0.14 left.

Conseqguences for macroeconomic research

One of the important results of this paper is that the no long-run tra-
deoff model, Model 3, does not appear to be as goed an approximation to
the economy as does Madel 1. The comparison with Model 2 is inconclu-
sive, although it is certainly not the case that Model 3 dominates Model 2.
This result has important consequences for macroeconomic research.
Economists with such diverse views as Tobin and Lucas seem to agree with
the Friedman-Phelps proposition that there is no long-run tradeoff be-
tween unemployment and inflation. (See Tobin [1980], p. 39, and Lucas
[1981], p. 560.) Lucas (1981) points out in his review of Tobin's {1980) book -
that most of the recent developments in macroeconomic theory have been
motivated by the problem of reconciling the natural rate hypothesis of
Friedman and Phelps with an adequate treatment of output and employ-
ment fluctuations. I think Lucas is right in arguing that Tobin cannot ac-
cept the proposition of no long-run tradeoff and at the same time accept
short-run propositions that do not imply the Friedman-Phelps proposition
in the long run. The long run is simply a sequence of short runs.

Where I think both Tobin and Lucas have missed the mark is in so read-
ily accepting the Friedman-Phelps proposition. The evidence in this paper
suggests that this proposition may not be true, and at the least, the validity
of the proposition is highly uncertain. It seems unwise to me to have based
more than a decade of macroeconomic research on such a proposition.
The present results suggest that more thought should be given to the possi-
bility that the concept of a natural rate of unemployment is not a useful
one upon which to base a theory.!* One can argue that the present results
do not discredit the natural rate hypothesis if one believes that the strue-
ture of the price and wage equations is not stable because of shifts in the
mechanism by which expectations are formed (see footnote 7). While this
is certainly true, it again seems unwise to have based so much research on
this particular belief.

13. The theory upen which my macroeconometric model is based does not use the concept
of a natural rate of unemployment. See Fair (1984}, in particalar pp. 15-16 and 90-91.
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