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1 Introduction

There 1s currently little agreement among macroeconomists about the struc-
ture of the economy. The recent popularity of the assumption of rational
expectations has, for example, led to the construction of a number of new
econometric models that differ considerably from previous models. Even
among models without rational expectations, there are considerable differ-
ences in the specification of many equations, as any casual glance at them will
reveal, This lack of agreement also manifests itselfin quite different monetary
and fiscal policy recommendations that are generally made at any one time by
different economists.

At the beginning of large-scale model construction in the early 1950s, one
might have thought that there would be a gradual and fairly systematic
improvement in the accuracy of the specification of the equations, so that by
the early 1980s there would exist a generally agreed upon maodel. Obviously
this is not the case, and in fact there has been a movement in the last decade
among people doing macroeconomic research away from large-scale models
to much smaller ones. Also, as the large-scale models have become commer-
cially successful, interest among the model practitioners in what one would
call scientific research has waned. Estimation and analysis of these models are
computationally expensive, and the commercial payoff from extensive testing
and analysis of them is not likely to be very large, given that the models are
subjectively adjusted before being used.

My research has been concerned with large-scale models and is thus
contrary to the general trend of the last decade. The implicit premise on which
this work is based is that a few eguations are not sufhcient to give a pood
approximation of the structure of the economy. Part of this book is a
summary of this work and an attempt to stimulate more people 10 move into
the field.

I have had three goals in writing this book. The first is to provide a reference
book for advanced graduate students on the tools needed to construct and
analyze macro models. Estimation techniques are discussed in Chapter 6.
The emphasis in this chapter is on nonlinear methods, since most macro-
econometric models are nonlinear, and on computational problems.
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Chapters 7—- 11 are concerned with techniques that are used to analyze models
once they have been estimated. Chapter 7 discusses deterministic and sto-
chastic simulation techniques that are used to solve models. The evaluation of
predictive accuracy is discussed in Chapter 8, and Chapter 9 covers the
evaluation of static and dynamic properties. Optimal control technigques are
considered in Chapter 10. Chapter 11 discusses the special techniques that are
needed for the estimation and analysis of rational expectations models. Tools
are also considered to some extent in Chapter 2, which is concerned with the
methodology of macroeconomics. In particular, the transition from theoreti-
cal to econometric models 1s discussed in this chapter. In a loose sense this
transition can be considered to be a “tool” of the trade, although it is seldom
discussed. :

The second goal is to present my current macroeconometric model, both
the theory behind it and the actual equations. The theoretical basis of the
model is discussed in Chapter 3, and the econometric model is presented in
Chapter 4. The data for the model are discussed in Appendixes A and B. The
model is used in Chapters 6 - 11 to illustrate the various techniques. After a
technique is explained, it is applied to the model. This procedure helps in
understanding the techniques and provides information on the computa-
tional costs of each technique.

The second goal is a complement to the first in that it provides the student
with an actual example of the specification, estimation, and analysis of a
model. This may be particularly helpful in understanding topics such as the
transition from theoretical to econometric models. This knowledge is more
easily conveyed by means of examples than it is by discussion in the abstract.
It should be stressed, however, that the model presented in this book is not
meant solely for illustration; it is not a “textbook”™ model in the sense of being
deliberately simplified for expository purposes. The model is the actual model
that I am working on, and it is currently my best attemnpt at approximating the
structure of the economy.

The third goal is to argue, partly by wayv of example, for a particular
methodology. This is dangerous business, and I hasten to add that I do not
mean to be particularly rigid on this matter. The world of scientific discourse
is at times chaotic, and it is probably not sensible to try to characterize this
world as one with a single methodology. Nevertheless, it seems to me that
macroeconomics has suffered in the past from too few attempts to test
alternative theories, and the methodology that is discussed in this book
stresses the testing of theories in a particular way.

Testing alternative theories or models in macroeconomics is difficult. It is
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relatively easy with aggregate time series data to fit the data well within the
sample period, and thus a good within-sample fit is no guarantee that the
particular equation or model is a good representation of the actual process
generating the data. R is also difficult to make comparisons of predictive
accuracy across models because of differences in the number and types of
variables that are taken to be exogenous. The existence of these problems is
undoubtedly one of the main reasons there has been so little progress in
narrowing the disagreements within macroeconomics. I have, however, re-
cently proposed a method for comparing alternative models that does take
account of these problems, and the methodological approach of this book
centers around the use of this method.

The method is discussed in detail in Chapter 8, but it will be useful to give a
brief outline of it here. The method estimates variances of prediction errors,
and in doing so it accounts for the four main sources of uncertainty of a
prediction: uncertainty due to (1) the error terms, (2) the coefficient estimates,
(3) the exogenous variable predictions, and (4) the possible misspecification of
the model. Because the method accounts for all four sources, it can be used to
make comparisons across modeis. The method, in other words, puts each
model on an equal footing and thus allows comparisons to be made. Of
particular importance is the accounting for the possible misspecification of
the model. By doing this, the method has the potential for weeding out models
that fit the data well within sample, but are in fact poor approximations of the
structure.

The major methodological theme of this book is that one should be able in
the long run to use the method to weed out inferior specifications and to begin
1o narrow the range of disagreements in macroeconomics. By “long run™ in
this case is meant more than, say, the next five or ten years. Much work
remains to be done on the specification of different theoretically based
econometric models, and the method itself requires some time to learn to use.
It is also possible that better methods will be developed in the future for
making comparisons. At any rate, it seems too carly to draw strong conclu-
sions regarding which model best approximates the structure, and no such
conclusions have been made in this book. The method has been used in this
book to compare my US model to four other models: an autoregressive
model, two vector autoregressive models, and a twelve-equation linear
- model. (These four models are presented in Chapter 5.) Although the results
of these comparisons, which are discussed in Chapter 8, may be useful
reference material for others, many more comparisons with other models are
needed before one can draw any strong conclusions about my model.
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It will be cbvious in what follows that this “wait and see” theme plays an
important role in this book. Whenever a theory or approach is discussed that
is different from mine, a statement is made to the effect that the differences
can be tested in the long run. A computer program is available for carrying
out the tests (that is, for using the method to compare alternative models), and
1 hope that this book will stimulate work of this kind.

It is important to note that the method tests econometric models, not
theoretical models. Another important methodological question, which is
also considered in this book, is what the results of testing econometric models
have to say about theoretical models. Given that the transition from theoreti-
cal to econometric models is usually not very tight in macroeconomics, the
guestion remains after, say, a particular econometric model has been chosen
to be the best approximation of the structure what the results say about the
theory on which the econometric model is based. Does this mean, for
example, that the theory is “confirmed?”’ This issue is discussed in Section
2.3,

There are many computational problems involved in dealing with large-
scale nonlinear models, and this may be one reason that research on these
models has declined in recent years. Many of these problems are, however,
much less serious now than they were a few years ago, and I have tried to
indicate in the text, primarily by way of ¢xample, the computational costs of
each technique. A computer program has been written that handles all the
techniques discussed in this book. An outline of the logic of this program is
presented in Appendix C, and the program is available for distribution. It has
the advantage that once a model has been set up in the program, all the
techniques can be applied to it with no further programming. For the more
advanced technigues, this can represent a considerable saving in research
time.

This book is not a survey of the field and is not a textbook in the usual
meaning of this word. The subject matter spans many areas — methodology,
macroeconomic theory, specification of econometric models, estimation
techniques, other econometric techniques, optimal control issues, rational
expectations models, computational issues—and it is not my intention to
provide a textbook treatment of each area. I have instead selected and
discussed those topics within an area that | think are important for macro-
econometric work. This approach is by nature idiosyncratic. I make no
apologies for this, since I do not mean this to be the usual kind of textbook,
but the reader should be warned what not to expect.
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1.1 Guide to the Book

A subset of this book is a book on my United States (US) model, and another
subset is a book on my multicountry (MC) model. They are located in the
following sections:
US Model
Theory: Section 3.1
Specification and Estimation: Section 4.1
Further Estimation: Sections 6.5 and 6.6
Testing and Analysis: Sections 7.5.1, 8.5, 9.4, 10.4, and 11.7
List of Equations: Sections 4.1.4 through 4.1.9 and Appendix A
MC Model (other than the US Model)
Theory: Section 3.2
Specification and Estimation: Section 4.2
Testing and Analysis: Sections 7.5.2, 8.6, and 9.5
List of Equations: Tables 4-1 through 4-13 and Appendix B
Sections 9.4 and 9.5 are of particular importance in understanding the
properties of the models,

ITone is interested only in the US or the MC model, the rest of the book can
be omitted. The cost of doing this is that none of the techniques that are
applied to the models will have been explained. If, on the other hand, the
reader is interested only in the techniques, the sections listed above can be
omitted. The cost of doing this is that no applications of the techniques will
have been discussed. In particular, one loses from this latter approach an
example of the transition from a theoretical to an econometric model, which
1s a tool that is best described by means of examples.

Chapter 7 on the solution of models is a prerequisite for Chapters §—11.
The discussion of the FIML estimation technique in Chapter 6 is required for
the discussion of the estimation of rational expectations models in Chapter
11. The discussion of the various models in Chapter 5 is required for some of
the applications, Otherwise the individual chapters are self-contained.

1.2 Conventions Adopted

The number of symbols used in Chapters 3 and 4 is fairly large, and for ease of
reference the symbols have been listed in alphabetical order in tables, The
symbols for the variables in the theoretical model in Chapter 3 are listed in
Table 3-1, and the symbols for the variables in the econometric model in
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Chapter 4 are listed in Table A-4 of Appendix A and in Table B-2 of Appendix
B. Table A-4 presents the variables for the United States, and Table B-2
presents the variables for the other countries. The variables used for the
econometric models in Chapter 5 are also used for the econometric model in
Chapter 4, and thus Tables A-4 and B-2 are also relevant for Chapter 5.

I have tried to keep the notation simple. One or two letters usually denote a
variable, and subscripts have generally been used only when the reference
would otherwise be ambiguous. For example, there are three housing invest-
ment variables in the US model in Chapter 4, one each for the houschold,
firm, and financial sectors, and therefore subscripts 4, £, and & have been used
for the housing investment variable IH{. There is, however, only one housing
stock variable (denoted KH), and although this variable pertains to the
household sector, no subscript ## has been used for it. A ¢ subscript has been
used for the variables in Chapter 3 to denote the period in question, but, with
a few exceptions, this has not been done for the variables in Chapter 4. Some
confusion might have resulted had the subscript not been used for the
theoretical model because of the multiperiod nature of the maximization
problems; no confusion is likely to result from not using the ¢ subscript for the
econometric model.

A coefficient estimate will be said to be “significant” if its absolute value is
greater than or equal to twice the size of its estimated standard error. An
explanatory variable will be said to be significant if its coefficient estimate is
significant. Although this convention facilitates the discussion of results, no
precise statistical statement is implied by its use. Given the searching for
equations with good statistical properties that is done in macroeconometric
work, classical statistical fests are not applicable. In practice these tests are
generally not used in a rigorous way to decide on the final specification of a
model.

By “t-statistic” in this book is meant the absolute value of a coefficient
estimate divided by its estimated standard error. In other words, the minus
sign has been dropped from what is conventionally referred to as the ¢-statis-
tic. This should cause no confusion, and it makes the results somewhat easier
to present.

Unless otherwise stated in the text, none of the goodness of fit measures
have been adjusted for degrees of freedom. For example, in computing the
standard crror of an estimated equation, the sum of squared residuals has
been divided by the number of observations, not the number of observations
minus the number of coefficients estimated. For the general model considered
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in this book (nonlinear, simultaneous, dynamic), only asymptotic results are
available, and so if any adjustments were made, they would have to be based
on analogies to simpler models. In many cases there are no obvious analogies,
and it seemed best simply to forgo any adjustments. Fortunately, in most
cases the number of observations is fairly large relative to numbers that might
be used in the subtraction, and therefore the results are not likely to be
sensitive to the present treatment.

The phrase “rational expectations” is used in this book in the sense of Muth
(1961). An expectation of a variable is said to be “‘rational” if, given a set of
exogenous variable predictions, it is what the model predicts the variable to
be. This definition requires that there be a model and a set of exogenous
variable predictions. In practice an expectation is sometimes said to be
rational if “all available information™ has been used in forming it. The
problem with this definition is that it is vague concerning what *‘all available
information™ means, and so I have not used it. In the Muth sense it is clear
what this means, “all available information™ means using the model (includ-
ing all the nonlinear restrictions involved in going from the structural coeffi-
cients to the reduced form coeflicients) to solve for the expectation.

In discussing the properties of a model, | have used statements to the effect
that a change in variable A “leads to™ or “results in” a change in variable B,
where both variables .4 and B are endogenous. In a simultaneous equations
maodel, which is what most of the models considered in this book are, the use
of statements like this is not precise, since in general every endogenous
variable affects every other one. This way of discussing the results is, however,
helpful in explaining the properties of a model, and as long as one is aware of
its Toose nature, no confusion should result. On a related matter, 1 have
referred to the “matching” of variables to equations when discussing the
solution of a model. This is again only for pedagogical purposes, since in
general every equation influences the determination of every variable in a
simultaneous equations model.

1.3 Computer Work

This book went through two main drafts. For the first draft nearly all the
computer work wasdone on a VAX 11/780 at Boston College. For the second
“draft all the econometric models were updated and the computer work was
done over on an IBM 4341 at Yale University. Only the updated results are
presented in this book, but whenever possible, both the VAX times for the old
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results and the IBM times for the new results are presented. The computer
times that are presented, especially the IBM times, are fairly rough. Some-
times more than one set of results was obtained in a single job, and some sets
of results required parts of many jobs. It was not always easy to keep track of
exactly how much computer time each task took. This was particularly true
on the IBM, which did not allow elapsed times to be computed within a single
job. Also, the basic sample period used for the IBM work was slightly larger
than that used for the VAX work (115 versus 107 observations), and this adds
to the imprecision of the comparisons of the estimation jobs. Nevertheless,
the times reported here are not likely to be off by more than about 23 percent,
which is adequate for giving a general idea of the computational costs of each
technigue. Relative to the IBM, the VAX is faster at reading from and writing
to the disk than it is at numerical computations. The VAX times would thus
not be a constant proportion of the IBM times even without measurement
error; the relative speeds vary depending, among other things, on the amount
of reading and writing that is done.

To give an indication of the likely times on faster computers, the IBM 4341
is about five times slower than the IBM 3033, which in turn is about four
times slower than one of the fastest computers currently available, the
CRAY-1. The times reported in this book for the IBM 4341 are thus likely to
be about twenty times less for a CRAY-1. This comparison is, however, very
rough, and it could be off by a factor of 2 or more. The relative speeds of
computers vary considerably depending on the type of job. Moreover, the
time for the same job on the same type of computer can vary across installa-
tions depending on the other features of the installations. To give an example,
near the end of the computer work for the first draft of this book, Boston
College installed a second VAX 11/780, which I began using. This VAX
seemed to be roughly twice as fast as the other one. There are undoubtedly
subtle reasons for this difference, but the main point here is that any compari-
son of time between computers is very rough unless one has actually run the
job on both computers. All the VAX times reported in this book are for the
first (slower) VAX. Some of the computer work for the results in Chapter 11
was done on an IBM 360/91 at Columbia University. This machine is about
2.5 times faster than an IBM 4341,

1t seems clear that time is on our side with respect to computer costs. It is
- likely that in, say, ten years, computer costs for results like those in this book
will be trivial. At the same time, many of the problems that it was not feasible
to solve for this book should become soluble.
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1.4 References

Although part of this book is a summary of my previous work, the present
volume is self-contained in that it does not require that any of the earlier
literature have been read. I have indicated in a note to each chapter (given at
the end of the book) the references 1o my prior research that the chapter draws
upon, but otherwise little mention of these references is made. This is not
true, however, of references to other authors, which are scattered in the usual
way throughout the chapters.



2 Macroeconomic Methodology

2.1 Macro Theoretical Models and the Role of Theory
2.1.1 Ingredients of Models

Broadly speaking, an economy consists of people making and carrying out
decisions and interacting with each other through markets. Theonies provide
explanations of how the decisions are made and how the markets work. The
ingredients of a theory include the choice of the decision-making units, the
decision variables and objective function of ¢ach unit, the constraints facing
gach unit, and the amount of information each unit has at the time the
decisions are made. Possible constraints include budget constraints, techno-
logical constraints, direct constraints on decision variables, and institutional
or legal constraints. If expectations of future values affect current decisions,
another ingredient of a theory is an explanation of how expectations are
formed.

A theory of how markets work should explain who sets prices and how they
are set. If there is the possibility of disequilibrium in certain markets, the
theory should explain how quantities are determined each pertod and why it
is that prices are not set to clear the markets. Institutional constraints may
play an important role in some markets.

In macroeconomics there are also a number of adding-up constraints that
should be met. In particular, balance-sheet and flow-of-funds constraints
should be met. An asset of one person is a liability of someone else, and
income of one person in a period is an expenditure of someone else in the
period. These two constraints are not independent, since any deviation of
income from expenditure for an individual in a period corresponds to a
change in at least one of his or her assets or liabilities.

.2.1.2 The Traditional Role of Theory

An important issue in the construction of a model is the role that one expects
theory to play. If the aim is to use the theoretical model to guide the
specification of an empirical model, the issue is how many restrictions one
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can expect theory to provide regarding the specification of the equations to be
estimated. In practice, the primary role of theory has been to choose the
variables that appear with nonzero coefficients in each equation. (Stated
another way, the primary role of theory has been to provide “exclusionary”
restrictions on the model, that is, to provide a list of variables not to include in
each equation.} In most cases theory also chooses the signs of the coefficients.
Much less often is theory used to decide things like the functional forms of the
estimated equations and the lengths of the lag distributions. (This is not to say
that theory could not be used for such purposes, only that it generally has not
been.) This role of theory—the choice of the variables to include in each
equation —will be called the “traditional” role or approach.

An interesting question within the traditional approach is whether theory
singles out one variable per equation as the obvious dependent or “left-hand-
side” (LHS) variable, where the other variables are then explanatory or
“right-hand-side™ (RHS) variables. In this way of looking at the problem, the
LHS variable is the decision variable and the RHS variables are the determi-
nants of the decision variable, If the theoretical problem is to explain the
decisions of agents, this way seems natural. Each equation is a derived
decision equation (derived either in a maximization context or in some other
way) with a natural LHS variable. The alternative way of looking at the
problem is that theory treats all variables in each equation equally. These two
interpretations have important implications for estimation. In particular, full
information maximum likelihood (FIML) treats all variables equally,
whereas two-stage least squares (2SLS) and three-stage least squares (3SLS)
require an LHS variable to be chosen for each eguation before estimation
(see, for example, Chow 1964). One might thus be inclined to choose 3SLS
over FIML under the first interpretation, although there are other issues to
consider in this choice as well, This issue is discussed in more detail in Section
6.3.4, where FIML and 3SLS are compared. For the remainder of this chapter
it will be assumed that within the traditional approach the LHS variable is
also chosen.

2.1.3 The Hansen-Sargent Approach and Lucas’s Point

An alternative role for theory is exemplified by the recent work of Hansen and
Sargent (1980). In this work the aim is to estimate the parameters of the
objective functions of the deciston-making units. In the traditional approach
these parameters are never estimated. The parameters of the derived decision
equations (rules) are estimated instead, where these parameters are functions
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of the parameters of the objective function and other things. The Hansen-
Sargent approach imposes many more theoretical restrictions on the data
than does the traditional approach, especially considering that the traditional
approach imposes very few restrictions on the functional forms and the lag
structures of the estimated decision equations.

The advantage of the Hansen-Sargent approach is that it estimates struc-
tural parameters rather than combinations of structural parameters and other
things. The problem with estimating combinations is that if, say, one wants to
examine the effects of changing an exogenous variable on the decision
variables, there is always the possibility that this change will change some-
thing in the combinations. If so, then it is inappropriate to use the estimated
decision equations, which are based on fixed estimates of the combinations,
to examine the effects of the change. This is the point emphasized by Lucas
(1976} in his classic article. (Note that the validity of the point does not
depend on expectations being rational. Even if expectations are formed in
rather naive ways, 1t may still be that the coefficients of the decision equations
are combinations of things that change when an exogenous variable is
changed.)

There are two disadvantages of the Hansen-Sargent approach, one that
may be temporary and one that may be more serious. The temporary
disadvantage is that it is extremely difficult to set up the problem in such a way
that the parameters can be estimated, especially if there is more than one
decision variable or if the objective function is not quadratic. Very restrictive
assumptions have so far been needed to make the problem tractable. This
disadvantage may gradually be lessened as more tools are developed. At the
present time, however, this approach is a long way from the development of a
complete model of the economy.

A potentially more serious disadvantage, at least as applied to macroeco-
nomic data, is the possibility that the approach imposes restrictions on the
data that are poor approximations. Macroeconomic data are highly apgre-
gated, and it is obviously restrictive to assume that one objective function
pertains to, say, the entire household sector or the entire firm sector, Although
both the traditional approach and the Hansen-Sargent approach are forced to
make assumptions like this when dealing with macroeconomic data, the
Hansen-Sargent approach is much more restrictive. If because of aggregation
problems the assumption that a sector behaves by maximizing an objective
function is not correct, models based on both approaches will be misspecified.
This misspecification may be more serious for models based on the Hansen-
Sargent approach because it uses the assumption in a much stronger way. To
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put it another way, by not requiring that a particular objective function be
specified, the traditional approach may be more robust to errors regarding the
maximization assumption.

It is difficult to argue against the Hansen-Sargent approach without sound-
ing as if one is in favor of the use of ad hoc theory to explain macroeconomic
data. Arguments against theoretical purity are generally not well received in
the economics profession. There are, however, as just discussed, different
degrees to which theory can be used to guide econometric specifications.
There is a middle ground between a completely ad hoc approach and the
Hansen-Sargent approach, namely what I have called the traditional ap-
proach. An example of this approach is given in Chapters 3 and 4.

It should also be noted that the Hansen-Sargent approach can be discussed
without reference to how expectations are formed. It is typically assumed
within this approach that expectations are rational, but this 1s not a necessary
assumption. It is clearly possible within the context of a maximization
problem to assume that expectations of the future variable values that are
needed to solve the problem are formed in simple or naive ways. The possible
problems with the Hansen-Sargent approach discussed earlier exist indepen-
dently of the expectational assumptions that are used. The problems are
perhaps potentially more serious when the rational expectation assumption is
used because of the tighter theoretical restrictions that are implied, but this is
only a matter of degree. The treatment of expectations is discussed in Section
2.2.2.

Whether the Hansen-Sargent approach will lead to better models of the
economy is currently an open question. As noted in Chapter 1, a major theme
of this book is that it should be possible in the long run to decide questions like
this using methods like the one discussed in Chapter 8. The method in
Chapter 8 allows one to compare different models in regard to how well they
approximate the true structure. If the Hansen-Sargent approach leads eventu-
ally to the construction of complete models of the economy, it should be
possible to compare these models to models based on the traditional ap-
proach.

If because of the limitations just discussed the Hansen-Sargent approach
does not lead to econometric models that are good approximations, this does
not invalidate Lucas’s point {1976). The point is a logical one. If parameters
‘that are taken to be constant change when an exogenous variable is changed,
the estimated effects of the change are clearly in error. The key question for
any given experiment with an econometric model is the likely size of this
error. There are many potential sources of error, and even the best economet-
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ric model in the future (as judged, say, by the method in Chapter 8) will be
only an approximation to the structure. It may be that for many experiments
the error from the Lucas point is quite small. The question is how much the
parameters of estimated decision equations, such as consumption and labor
supply equations of the household sector, change when a government policy
variable changes. For many policy variables and equations these changes may
not be very great. The errors in the multipliers that result from not accounting
for the parameter changes may be much smaller than, say, the errors that
result from aggregation. At any rate, how important the Lucas point is
guantitatively is currently an open question.

One encouraging feature regarding the Lucas point is the following. As-
sume that for an equation or set of equations the parameters change consider-
ably when a given policy variable changes. Assume also that the policy
variable changes frequently. In this case the method in Chapter 8 is likely to
weed out a model that includes this equation or set of equations. The model is
obviously misspecified, and the method should be able to pick up this
misspecification if there have been frequent changes in the policy variable. It
is thus unlikely that a model that suffers from the Lucas criticism will be
accepted as the best approximation of the structure,

One may, of course, still be misled regarding the Lucas point if the policy
variable has changed not at all or very little in the past. In this case the model
will still be misspecified, but the misspecification has not been given a chance
to be picked up in the data, The model may thus be accepted when in fact it is
seriously misspecified with respect to the effects of the policy variable on the
endogenous variables. One should thus be wary of drawing conclusions about
the effects of seldom-changed policy variables unless one has strong reasons
for believing that the Lucas point is not quantitatively important for the
particular policy variable 1n question,

2.1.4 The Sims Approach

Another role for theory in the construction of empirical models has been
stressed recently by Sims (1980). This role is at the opposite end of the
spectrum from that advocated by Hansen and Sargent—namely, it is very
limited. Sims does not trust even the exclusionary restrictions imposed by the
traditional approach; he argues instead for the specification of vector autore-
gressive equations, where each variable is specified to be a function of its own
lagged values and the lagged values of other variables. (An important carly
study in this area is that of Phillips 1959.) Although this approach imposes
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some restrictions on the data—in particular, the number of variables to use,
the lengths of the lags, and (sometimes} cross-equation restrictions on the
coefficients — the restrictions are in general less restrictive than the exclusion-
ary ones used by the traditional approach.

Although it is again an open question whether Sims’s approach will lead to
better models, it should be possible to answer this question by comparing
models based on this approach to models based on other approaches. Some
results that bear on this question are presented in this book. The method in
Chapter 8 is used to compare my US model to two vector autoregressive
models. The vector autoregressive models are presented in Section 5.2, and
the comparison is discussed in Section 8.5.

2.1.5 Long-Run Constraints

In much macroeconomic modeling in which theory is used, various long-run
constraints are imposed on the model. Consider, for example, the question of
the long-run trade-off between inflation and unemployment. Economists
with such diverse views as Tobin and Lucas seem to agree with the Friedman-
Phelps proposition that there is no long-run trade-off. (See Tobin 1980, p. 39,
and Lucas 1981, p. 560. For the original discussion of the Friedman-Phelps
proposition see Friedman 1968 and Phelps 1967.) Accepting this proposition
clearly colors the way in which one thinks about macroeconomic issues.
Lucas, for example, points out that much of the recent work in macroeco-
nomic theory has been concerned with trying to reconcile this long-run
proposition with the observed short-run fluctuations in the economy (1981,
p. 561). The imposition of long-run constraints of this type clearly has
important effects on the entire modeling exercise, including the modeling of
the short run.

Although it is difficult to argue this in the abstract, my feeling is that
long-run constraints may be playing too much of a role in recent macroeco-
nomic work. Consider the two possible types of errors associated with a
particular constraint, The first is that an incorrect constraint is imposed. This
error will lead to a misspecified model, and the misspecification may be large
if the constraint has had important effects on the specification of the model
and if it is a poor approximation. The second type of error-is that a correct
constraint is not imposed. Depending on the setup, this type of error may not
lead to a misspecified model, but only one in which the coefficient estimates
are inefficient. At any rate, it is my feeling that the first type of error may be
more serious in practice than the second type, and if this is so, long-run
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constraints should be imposed with considerable caution. It is not obvious,
for example, that the assumption of no long-run trade-off between inflation
and vnemployment warrants so much confidence that it should be imposed
on models, given the severe restrictions that it implies.

This argument about long-run constraints will be made clearer in Section
3.1.6 in the discussion of my theoretical model. Again, however, this issue of
the imposition of long-run constraints can be tested (in the long run) by
comparing models based on different constraints.

2.1.6 Theoretical Simulation Models

With the growth of computer technology there has been an increase in the
number of theoretical models that are analyzed by simulation technigues.
The main advantage of using these techniques is that much larger and more
complicated models can be specified; one need not be restricted by analytic
tractability in the specification of the model. A disadvantapge of using the
techniques is that the properties of the model may depend on the particular
set of parameters and functions chosen for the simulation, and one may get a
distorted picture of the properties. Although one can guard against this
situation somewhat by performing many experiments with different sets of
parameters and functions, simulation results are not a perfect substitute for
analytic results.

The relationship between simulation exercises and empirical work is not
always clearly understood, and it will be useful to consider this issue. If
simulation technigues are merely looked upon as a substitute for analytic
techniques when the latter are not feasible to use, then the relationship
between simulation exercises and empirical work is no different from the
relationship between analytic exercises and empirical work. The results of
analyzing theoretical models are used to guide empirical specifications, and it
does not matter how the theoretical model is analyzed. An example of the use
of simulation techniques in this way is presented in this book. The theoretical
model discussed in Chapter 3 is analyzed by simulation techniques, and the
results from this model are used to guide the specification of the econometric
model in Chapter 4. Had it been feasible to analyze the model in Chapter 3 by
analytic techniques, this would have been done, and provided no new insights
about the model were gained from this, the econometric specifications in
Chapter 4 would have been the same. In this way of looking at the issue, the
difference between simulation and analytic techniques is not important: the
methodology is really the same in both cases.
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Note with respect to empirical work that the type of theoretical simulation
model just discussed is not an end in itself} it is merely a stepping-stone to the
specification of the equations to be estimated. The data are used in the
estimation and analysis of the derived empirical model (derived in a loose
sense-—see Section 2.2), not in the theoretical model itself. This type of
theoretical simulation model 15 quite different from the type that has come to
be used in the field of applied general equilibrium analysis. A good discussion
of the methodology of this field is contained in Mansur and Whalley (1981),
and it will be useful to review this methodology briefly to make sure there is no
confusion between it and the methodology generally followed in macroeco-
nOmics.

There are two main steps in the construction of an applied peneral equilib-
rium model. The first is to construct for a given period (usually a particular
year) a “‘benchmark equilibrium data set,” which is a collection of data in
which equilibrium conditions of an assumed underlying equilibrium model
are satisfied. Considerable data adjustment is needed in this step because the
existing data are generally not detailed enough (and sometimes not concep-
tually right) for a general equilibrium model. The data, for example, may not
be mutually consistent in the sense that the model equilibrium conditions are
not satisfied in the data. Most benchmark equilibrium data sets satisfy the
following four sets of equilibrium conditions: (1) demand equals supplies for
all commodities, (2) nonpositive profits are made in all industries, (3) all
domestic agents (including the government) have demands that satisfy their
budget constraints, and (4) the economy is in zero external balance. Condi-
tion (3) usually involves treating the residual profit return to equity as a
contractual cost.

The second step is to choose the functional forms and parameter values for
the model. These are chosen in such a way that the model is “calibrated” to
the benchmark equilibrium data set. The fundamental assumption involved
in this calibration is that the economy is in equilibrium in the particular year.
The restriction on the parameter values is that they replicate the “observed
equilibrium” as an equilibrium solution of the model. The values are deter-
mined by solving the equations that represent the equilibrium conditions of
the model, using the data on prices and quantities that characterize the
benchmark equilibrium. Depending on the functional forms used, the ob-

-served equilibrium may not be sufficient to determine uniquely the parameter
values. If the values are not uniquely determined, some of them must be
chosen ahead of time (that is, before the model is solved to get the other
values). The values chosen ahead of time are generally various elasticities of
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substitution; they are often chosen by searching the literature for estimated
values.

Once the parameters are chosen, the model is ready to be used for policy
analysis. Various exogenous variables can be changed, and the model can be
solved for these changes. The differences between the solution values and the
values in the data set are the estimates of the effects of the policy change,
These estimates are general equilibrium estimates in the sense that the entire
general equilibrium model is solved to obtain them.

The difference between this second type of theoretical simulation model]
and the first type should be clear. The second type is an end in itself with
respect to empirical work: models of this type are used to make empirical
statements. The main problem with this methodology, as is well known by
people in the field, is that there is no obvious way of testing whether the model
is a good approximation to the truth. The models are not estimated in the
usual sense, and there is no way to use a method like the one in Chapter 8 to
compare alternative models. Each model fits the data set perfectly, usually
with room to spare in the sense that many parameter values are typically
chosen ahead of time. This is contrasted with models of the first type, which
can be indirectly tested by tasting the empirical models that are derived from
them (see the discussion in Section 2.3).

It is unclear at this stage whether the applied general equilibrium models
will become more like standard econometric models and thus more capable
of being tested or whether they will remain in their current “quasi-empirical”
state. Whatever the case, the main point for this book is that the methodology
followed here is quite different from the methodology currently followed in
applied general equilibrium analysis.

2.2 The Transition from Theoretical to Econometric Models

The transition from theoretical models to empirical models is probably the
least satisfying aspect of macroeconomic work. One is usually severely con-
strained by the quantity and quality of the available data, and many restric-
tive assumptions are generally needed in the transition from the theory to the
data. In other words, considerable “theorizing™ occurs at this point, and it is
usually theory that is much less appealing than that of the purely theoretical
model. Many examples of this will be seen in Chapter 4 in the discussion of
the transition from the theoretical model in Chapter 3 to the econometric
model in Chapter 4. This section contains a general discussion of the steps
that are usually followed in the construction of an econometric model.
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2.2.1 Step 1: Data Collection and the Choice of Variables and Identities

The first step is to collect the raw data, create the variables of interest from the
raw data, and separate the variables into exogenous variables, endogenous
variables explained by identities, and endogenous variables explained by
stochastic equations. The data should match as closely as possible the vari-
ables in the theoretical model. In macroeconomic work this match is usually
not very close because of the highly aggregated nature of the macro data.
Theoretical models are usually formulated in terms of individual agents
(households, firms, and the like), whereas the macro data pertain to entire
sectors (household, firm, and the like). There is little that can be done about
this problem, and for some it calls into question the usefulness of using
theoretical models of individual agents to guide the specification of macro-
cconometric models. [t mav be, in other words, that better macroeconometric
models can be developed using less micro-based theories. This is an open
question, and it is another example of an issue that can be tested in the long
run by comparing different models.

There are many special features and limitations of almost any data base
that one should be aware of, and one of the most important aspects of
macroeconometric work, perhaps the most important, is to know one’s data
well. Knowledge of how to deal with data comes in part through experience
and in part from reading about how others have done it; it is difficult to learn
in the abstract. Appendixes A and B of this book provide an example of the
collection of the data for my model.

It is important, if possible, to have the data meet the adding-up constraints
that were mentioned at the beginning of this chapter. In addition to such
obvious things as having the data satisfy income identities, it is useful to have
the data satisfy balance-sheet constraints. For the US data, this requires
linking the data from the Flow of Funds Accounts to those from the National
Income and Product Accounts. This is discussed in Chapter 4 and in Appen-
dix A. The linking of these two data bases is a somewhat tedious task and isa
good example of the time-consuming work that is involved in the collection
of data.

The data base may be missing observations on variables that are essential
for the construction of the model. In such cases, rather than giving up, it may
‘be possible to construct estimates of the missing data. If, for example, the data
for a particular variable are annual, whereas quarterly data are needed, it may
be possible, using related quarterly variables, to create quarterly data from the
annual data by interpolating. There are also more sophisticated procedures
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for constructing missing observations (see, for example, Chow and Lin 1971).
Appendix B provides a number of examples of the construction of missing
data for my multicountry model.

Although it is easiest to think of the division of endogenous variables into
those determined by stochasfic equations and those determined by identities
as being done in the first step, the choice of identities is not independent of the
choice of explanatory variables in the stochastic equations, If a given explana-
tory variable is not exogenous and is not determined by a stochastic equation,
it must be determined by an identity, It is thus not possible to Hst all the
identities until the stochastic equations are completely specified.

2.2.2 Step 2: Treatment of Unobserved Variables

Most theoretical models contain unobserved variables, and one of the most
difficult aspects of the transition to econometric specifications is dealing with
these variables. Much of what is referred to as the “ad hoc” nature of
macroeconomic modeling occurs at this point. If a theoretical model is
explicit about the determinants of the unobserved variables and if the deter-
minants are observed, there is, of course, no real problem. The problem is that
many models are not explicit about this, and so “extra” modeling or theoriz-
ing is needed at this point.

Expectations

The most common unobserved variables in macroeconomics are expecta-
tions. A common practice in empirical work is to assume that expacted future
values of a variable are a function of the current and past values of the
variable. The current and past values of the variable are then used as
“proxies” for the expected future values. Given the importance of expecta-
tions in most models, it will be useful 1o consider this procedure in some
detail.
Consider first the following example:

(2.1 =gt ok x. tu,

where ££,_,x,,, is the expected value of x., based on information through
period f — 1. A typical assumption is that E,_, X, is a function of current and
past values of x:

(2.2) E Xy =Xt a0 A X,
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where it is assumed that X, is observed at the beginning of period 1. Given
(2.2}, two procedures can be followed to obtain an estimatable equation. One
is to substitute (2.2) into (2.1) and simply regress y, on the current and past
values of x. (Other variables can also be used in 2.2 and then substituted into
2.1. If, say, z, affects E,_,x,;,, then z, would be used as an explanatory
variable in the y, regression.) A priori restrictions on the 4, coefficients (that is,
on the shape of the lag distribution) are sometimes imposed before estima-
tion. Lagged values of time series variables tend to be highly correlated, and it
15 usually difficult to get estimates of lag distributions that seem sensible
without imposing some restrictions. If no restrictions are imposed on the 4,
coeflicients, &, cannot be identified.

The other procedure is to assume that the lag distribution is geometrically
declining, in particular that 4, = 2", i=1, . . . , o, Given this assumption,
one can derive the following equation to estimate:

(2.3) =gl = A) + dayx, + Ay, g — Ay

The coefficient of the lagged dependent variable in this equation, 4, is the
cocflicient of the lag distribution. It appears both as the coefficient of the
lagged dependent variable and as the coefficient of «, . ;, and although this
restriction should be taken into account in estimation work, it seldom is.
Sometimes equations like (2.3} are estimated under the assumption of serial
correlation of the error term (that is, an assumption like v, = pv,_; + ¢,,
where v, denotes the error term in 2.3), but this is not the correct way of
accounting for the A restriction.

There is a nonexpectational model that leads to an equation similar to
(2.3), which is the following simple lagged adjustment model. Let y* be the
“desired” value of y,, and assume that it is a linear function of x,:

(2.4) PE=o0p+ ox,.

Assume next that y, only partially adjusts to y} each period, with adjustment
coefficient y:

2.5 n=r=y0F -y tu.
Equations (2.4) and (2.5) can be combined to vield
(2.6) yo=Adag+ Aax, + (1 — ny_, +u,.

Equation (2.6) 1s in the same form as {2.3) except for the restriction on the
error term in (2.3). As noted earlier, the restriction on the error termin (2.3) is
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usually ignored, which means that in practice there is little attempt to
distinguish between the expectations model and the lagged adjustment
model. It may be for most problems that the data are not capable of
distinguishing between the two models. The problem of distinguishing be-
tween the two is particularly dificult if the », error terms in (2.1) and (2.5) are
assumed to be serially correlated, because in this case the differences in the
properties of the error terms in the derived equations (2.3) and (2.6) are fairly
subtle. At any rate, it is usually the case that no attempt is made to distinguish
between the expectations model and the lagged adjustment model.

Two other poinis about (2.3) should be noted. First, if there is another
variable 1n the equation, say z;, the implicit assumption that is being made
when this equation is estimated is that the expectations of z are formed using
the same coefficient / that is used in forming the expectations of x. In other
words, the shape of the two lag distributions is assumed to be the same. This
may be, of course, a very restrictive assumption. Second, if there is another
future expected value of x in {2.1), say &, F, .. |X, 4 1, and if this expectation is
generated as

(2.7) ErotXy = AE X 8+ Pxy + L

then (2.3) is unchanged except for a different interpretation of the coefficient
of x,. The coefficient in this case is A{ey; + 2,4} instead of Aa;,. The same
equation would be estimated in this case, although it is not possible to identify
o, and o,

[t should be clear that this treatment of expectations is somewhat unsatisfy-
ing. Agents may look at more than merely the current and past values of a
variable in forming an expectation of it, and even if they do not, the shapes of
the lag distributions may be quite different from the shapes usually imposed
in econometric work. The treatment of expectations is clearly an important
area for future work. An alternative treatment to the one just presented is the
assumption that expectations are rational. This means that agents form
expectations by first forming expectations of the exogenous variables (in some
manner that must be specified) and then solving the model using these
expectations. The predicted values of the endogenous variables from this
solution are the expected values. The assumption of rational expectations
poses a number of difficult computational problems when one is dealing with
large-scale nonlinear models, but many of these problems are now capable of
solution. Chapter 11 discusses the solution and estimation of rational expec-
tations models.

It is by no means obvious that the assumption that expectations are rational
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is a good approximation to the way that expectations are actually formed. The
assumption implies that agents know the model, and this may not be realistic
for many agents. It would be nice to test assumptions that are in between the
simple assumption that expectations of a variable are a function of its current
and past values and the assumption that expectations are rational. One
possibility is 1o assume that expectations of a variable are a function not only
of its current and past values but also of the current and past values of other
variables. To implement this, the variable in question could be regressed ona
set of variables and the predicted values from this regression taken to be the
expected values. In other words, one could estimate a small model of how
expectations are formed before estimating the basic model. Expectations are
not rational in this case because they are not predictions from the basic
model, but they are based on more information than merely the current and
past values of one variable. An example of the use of this assumption is
presented in Section 4.1.3. Although, as will be seen, this application was not
successful, there is clearly room for more tests of this kind.

Other Unobserved Variables

In models in which disequilibrium is a possibility, there is sometimes a
distinction between *“unconstrained” and “constrained” (or *‘notional”
and *“actual”) decisions. An unconstrained decision is one that an agent
would make if there were no consfraints on its decision variables other than
the standard budget constraints. A constrained decision is one in which other
constraints are imposed; it is also the actual decision. In the model in Chapter
3, for example, which does allow for the possibility of disequilibrium, a
household may be constrained in how much it can work. A houschold’s
unconstrained consumption decision is the amount it would consume if the
constraint were not binding, and the constrained decision is the amount 1t
actually chooses to consume given the constraint. In models of this type the
unconstrained decisions are observed only if the constraints are not binding,
and so this is another example of the existence of unobserved variables. The
treatment of these variables is a difficult problem in empirical work, and it is
also a problem for which no standard procedure exists. The way in which the
variables are handled in my model is discussed in Section 4.1.3.

223 Step 3: Specification of the Stochastic Equations

The next step is to specify the stochastic equations, that is, to write down the
equations to be estimated. Since the stochastic equations are the key part of
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any econometric model, this step is of crucial importance. If theory has not
indicated the functional forms and lag lengths of the equations, a number of
versions of each equation may be written down to be tried, the different
versions corresponding to different functional forms and lag lengths. If the
theoretical approach is the traditional one, theory has presumably chosen the
LHS and RHS varables. The specification of the stochastic equations also
relies on the treatment of the unobserved variables from step 2; the extra
theorizing in step 2 also guides the choice of the RHS variables.

Theory generally has little to say about the stochastic features of the model,
that is, about where and how the error terms enter the equations, The most
common procedure is merely to add an error term to ¢ach stochastic equa-
tion. This is usually done regardless of the functional form of the equation.
For example, the term + u, would be added to equation 7 regardless of
whether the equation were in linear or logarithmic form. If the equation is in
log form, this treatment implies that the error term affects the level of the LHS
vanable multiplicatively, This somewhat cavalier treatment of error terms is
generally done for convenience; it is another example of an unsatisfying
aspect of the transition to econometric models, although it is probably not as
serious as most of the other problems.

2.2.4 Step 4: Estimation

Once the equations of a model have been written down in a form that can be
estimated, the next step is to estimate them. Much experimentation usually
takes place at this step. Different functional forms and lag lengths are tried,
and RHS variables are dropped if they have coeflicient estimates of the wrong
expected sign. Variables with coefficient estimates of the right sign may also
be dropped if the estimates have {-statistics that are less than about two in
absolute value, although practice varies on this.

If at this step things are not working out very well in the sense that very few
significant coefficient estimates of the correct sign are being obtained, one
may go back and rethink the theory or the transition from the theory to the
estimated equations, This process may lead to new equations to try and
perhaps to better results. This back-and-forth movement between theory and
results can be an important part of the empirical work.

The initial estimation technique that is used is usually a limited informa-
tion technique, such as 25L8. These techniques have the advantage that one
can experiment with a particular equation without worrying very much about
the other equations in the model, Knowledge of the general features of the
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other equations is used in the choice of the first-stage regressors (FSRs) for the
2S8LS technigue, for example, but one does not need to know the exact
features of each equation when making this choice. If a full information
technique is used, it 1s usually used at the end of the search process to estimate
the final version of the model. If the full information estimates are guite
different from the limited information ones, it may again be necessary 1o go
back and rethink the theory and the transition. In particular, this may
indicate that the version of the model that has been chosen by the limited
information searching is seriously misspecified.

Sometimes ordinary least squares (OLS} is used in the searching process
even though the model is simultaneous. This is a cheap but risky method.
Because the OLS estimates are inconsistent, one may be led to a version of the
model that is seriously misspecified. This problem presumably will be caught
when a consistent limited information or full information technique is used,
at which point one will be forced to go back and search using the consistent
limited information technique. It seems better merely to begin with the latter
in the first place and eliminate this potential problem. The extra cost involved
in using, say, 25LS over OLS is small.

2.2.5 Step 5: Testing and Analysis

The next step after the model has been estimated is to test and analyze it. This
step, it seems to me, is the one that has been the most neglected in macroeco-
nomic research. Procedures for testing and analyzing models are discussed in
Chapters 7-10; they will not be discussed here except to note the two that
have been most commonly used. First, the principal way that models have
been tested in the past is by computing predicted values from deterministic
simulations, where the accuracy of the predictions is usually examined by
calculating root mean squared errors (Sections 8.2 and 8.3). Second, the main
way that the properties of models have been examined is by computing
multipliers from deterministic simulations (Section 9.2). As will be seen, both
of these procedures, especially the first, are subject to criticism.

It may also be the case that things are not working out very well at this
testing and analysis step. Poor fits may be obtained, and multipliers that seem
{according to one’s a priori views) too large or too small may also be obtained.
This may also lead one to rethink the theory, the transition, or both, and
perhaps to try alternative specifications. In other words, the back-and-forth
movement between theory and results may occur at both the estimation and
analysis steps.



26 Macroeconometric Models

2.2.6 General Remarks

The back-and-forth movement between theory and results may yield a model
that fits the data well and seems on other grounds to be quite good, when it is
in fact a poor approximation to the structure, If one searches hard enough, it
is usually possible with macro time series data to come up with what seems to
be a good model. The searching for models in this way is sometimes called
“data mining” and sometimes “specification searches,” depending on one’s
mood. A number of examples of this type of searching are presented in
Chapter 4. Fortunately, there is a way of testing whether one has mined the
data in an inappropriate way, which is to do outside sample tests. Ifa model is
poorly specified, it should not fit well outside of the sample period for which it
was estimated, even though it looks good within sample. It is thus possible to
test for misspecification by examining outside sample results, and this is what
the method in Chapter 8 does in testing for misspecification. (There is,
however, a subtle form of data mining that even the method in Chapter 8
cannot account for. This is discussed in Section 8.4.5.)

Because of the dropping of variables with wrong signs and (possibly) the
back-and-forth movement from multiplier results to theory, an econometric
maodel is likely to have multiplier properties that are similar to what one
expects from the theory. Therefore, the fact that an econometric model has
properties that are consistent with the theory is in no way a confirmation of
the model. Models must be tested using methods like the one in Chapter 8,
not by examining the “reasonableness™ of their multiplier properties.

It should also be emphasized that in many cases the data may not contain
enough information to decide a particular issue. If, for example, tax rates have
not been changed very much over the sample period, it may not be possible
1o discriminate between quite different hypotheses regarding the effects of
tax rate changes on behavior. It may also be difficult to discriminate be-
tween different functional forms for an equation, such as linear versus
logarithmic. In Chapter 4 a number of examples are presented of the inability
to discriminate between alternative hypotheses. When this happens there is
little that one can do about it except to wait for more data and be cautious
about making policy recommendations that are sensitive to the different
hypotheses.

2.3 Testing Theoretical Models

This is a good time to consider the second methodological question men-
tioned in Chapter 1, namely, what do econometric results have to say about
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the validity of theories? It should be clear by now that transitions from
theoretical models to econometric models are typically not very tight. It may
be that more than one theoretical model is consistent with a given economet-
ric model. If this is so, then finding out that an econometric model is, say, the
best approximation among all econometric models is not necessarily a
finding that a particular theory that is consistent with the mode! is valid. One
may thus be forced to make weaker conclusions about theoretical models
than about econometric models.

If it is possible to test the assumptions of a theoretical model directly, it may
not be the case that one is forced to make weaker conclusions about theereti-
cal models. The problem in macroeconomics i1s that very few assumptions
seem capable of direct tests. Part of the problem is the aggregation; it is not
really possibie to test directly assumptions about, say, the way an entire sector
chooses its decision variables. A related problem is that many macreeco-
nomic assumptions pertain to the way in which agents interact with each
other, and these assumptions are difficult to test in isolation. Assumptions
about expectations are also difficult or impossible to test directly because
expectations are generally not observed. Even if expectations were observed,
however, it would not be possible to test the rational expectations assumption
directly. In this case one needs a complete model to test the assumption. One
is thus forced in macroeconomics to rely primanly on testing theories by
testing econometric models that are derived (however loosely) from them.
This procedure of testing theories by testing their implications rather than
their assumptions is Friedman's view { 1953) about the way theories should be
tested. One does not, however, have to subscribe to Friedman’s view about
economic testing in general in order to believe that it holds for macroeco-
nomics. Macroeconomic theories are tested indirectly not always out of
choice, but out of necessity.

Given the indirect testing of theories and the sometimes loose transitions
from theories to empirical specifications, it is not clear that one ought to talk
in macreeconomics about theories being “true” or “false.” Macroeconomics
is not like physics, where on average theories are linked more closely to
empirical tests. 1 have suggested (Fair 1974d) that it may be better in
macroeconomics to talk about theories being “useful” or “not useful.” A
theory is useful if it aids in the specification of empirical relationships that one
would not already have thought of from a simpler theory and that turn out to
be good approximations. Otherwise, it is not useful. Although how one wants
to label theories is a semantic question, the terms “useful” and “not useful”
do highlight the fact that theories in macroeconomics are not as closely linked
to empirical tests as are many theories in physics.
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2.4 Expected Quality of Macroeconometric Models in the Long Run

An interesting guestion is how good one expects macroeconometric models
10 be in the long run, say in twenty or thirty years. It may be that behavior is so
erratic and things like aggregation problems so severe that no model will be
very good. This will show up in large estimated variances of prediction errors
by the method in Chapter 8 and probably in large estimates of the degree of
misspecification. Another way of stating this 1s that the structure of the
economy may be too unstable or our potential ability to approximate closely
a stable structure too poor to lead to accurate models. If this is true, models
will never be of much use for policy purposes. They may be of limited use for
short-run forecasting, but even here probably only in conjunction with
subjective adjustments. '

My research is obwviously based on the premise that there is enough
structural stability to warrant further work on trying to approximate the
structure of the economy well. This is, of course, a premise that can only be
verified or refuted in the long run, and there is little more that can be said
about it now. It is interesting to noie that the extensive use of subjective
adjustments by the commercial model buiiders and their lack of much
scientific research on the models may indicate Jack of confidence in a stable
structure,

It is also interesting to note, as mentioned in Chapter 1, that the lack of
confidence in large-scale models has led to research on much smaller ones. In
one sense this may be a reasonable reaction, and in another sense not. If the
lack of confidence is a lack of confidence in a siable structure, the reaction
does not seem sensible. [t seems quite unlikely that the structure would be
unstable in such a way as to lead small models to approximate it less poorly
than large models. One should instead just give up the game and do some-
thing else. If, on the other hand, the lack of confidence in large-scale models is
a feeling that they have gone in wrong directions, it may be sensible to back up
for a while, In this case the premise is still that the structure is stable, and the
issue is merely how best to proceed to try to approximate it well.

2.5 Nonlinear Optimization Algorithms

It may seem odd to put a section on nonlinear optimization algorithms in a
chapter on macroeconomic methodology, but the solution of nonlinear
optimization problems is an important feature of current macrogconomic
research. In this book the following problems arise. (1) In the theoretical
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model in Chapter 3 the decisions of the agents are based on the solutions of
nonlinear multiperiod maximization problems. {2} The estimation tech-
niques discussed in Chapter 6 require the solution of nonlinear optimization
problems. (3) The optimal control problems discussed in Chapter 10 are set
up as standard nonlinear maximization problems. (4) The estimation of
rational expectations models discussed in Chapter 11 requires the solution of
a nonlinear maximization problem,

For many nonlinear optimization problems, general-purpose algorithms
are sufficient. One of the most commonly used is the Davidon-Fletcher-
Powell (DFP) algorithm, which is discussed later in this section. For a number
of problems, however, general-purpose algorithms do not work or do not
work very well, and for these problems special-purpose algorithms must be
written. As discussed in Section 6.5.2, the DFP algorithm does not seem to
work for moderate to large FIML and 3SLS estimation problems. These
problems must instead be solved using an algorithm designed particularly for
them, the Parke algorithm. The other problems in this book for which
special-purpose algorithms were written are the least absolute deviations
{LAD} and two-stage least absolute deviations (2SLALD) estimation problems
in Section 6.5.4 and the multiperiod maximization problems in Sections
3.1.2 and 3.1.3. The DFP algorithm does not work for the LAD and 2SLAD
problems, and it was not tried for the multiperiod maximization problems
because it seemed likely to be too expensive.

When general-purpose algorithms are used, it is not really necessary to
know how they find the optimum as long as they do. They can, in other words,
be treated as black boxes as long as things are going well. If the algorithms are
not working well, knowledge of what they are trying to do may help either in
modifying them for the particular problem or in designing new algorithms. In
the remainder of this section a brief explanation of the DFP algorithm will be

presented,
Consider the problem of minimizing f/x/) with respect to the elements of
the n X ] vector x =(Xx,, X3, . . . ,X,) (The problem of maximizing f{x/ is

merely the problem of minimizing — f{x).} The function fis assumed to be
twice continuousty differentiable. Approximating f7x) by a second-order
Taylor series about some point x® yields

@) )= SO + g0 — x9) o+ 5x = X0 Gxx —x9),

where g{x°) is the # X 1 vector of the gradient of f{x) evaluated at x° and
({x% is the » X » matrix of the second derivatives of f{x/ evaluated at x?¢
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Minimizing the RHS of (2.8) by setting the partial derivatives with respect to
X equal to zero yields

(2.9 gxM+ GxYx—x0)=0
or
(2.10y x=x%—[G(x9)]g(x9).

Equation (2.10) forms the basis for many algorithms. Letting x* denote the
vatue of x on the kth iteration, one can iterate using (2.10):

(2.11) =21 =[G g (),

where some initial guess is used for x%If (2.1 1) isused exactly, the algorithm is
called Newton’s method, or Newton-Raphson’s method. The matrix
[G{x*— 1]~ is called the Hessian matrix.

Newton’s method can be expensive because it requires calculating the
Hessian matrix at each iteration, and much of the recent work in this area has
been concerned with algorithms that do not require this calculation. The
general formula for many of these algorithms can be written

(2.12) xr= bl — jR- 1 1g (k)

where H¥~ ! js an n X 7 matrix and A*~1! is a scalar. Algorithms based on
{(2.12) do two things at each iteration: (1) they choose a search direction
He=tg(xx—1), and (2) they choose a value for A*—! by carrying out a line
search in this direction. (Newton's method is, of course, one of these algo-
rithms, where H*~'= [G(x*~ Y]~ and A*~!= 1.} After the direction is
chosen, the line search usually consists of fitting a second-degree polynomial
to three points along the direction and then minimizing the resulting polyno-
mial.

The algorithms differ in their choice of search directions. The DFP algo-
rithm, which is of primary concern here, is a member of a class of methods
called “matrix-updating” methods. Other names for this class include
“quasi-Newton” and “variable metric.” These methods never compute the
Hessian, but instead build up an approximation to it during the iterative
process by successive additions of low-rank matrices. The updating equation
for the DFP algorithm 1s

(2.13) =],

pr — ez 4 0 _ Y

. k=23, ...
'y y HE 2y -3 ’
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where 6 = x* 1 — x*=2 and y = g(x*~ ") — g(x*=2). There are a number of
ways to motivate (2.13), but to do so here would take us too far afield; the
interested reader is referred to Huang (1970) and Dennis and More (1977).
{The original discussion of the DFP algorithm is contained in Davidon 1959
and Fletcher and Powell 1963.) It can be shown that if fis quadratic and if
accurate line search is used, H? = (7~ !, where # is the dimension of x, Note
that although algorithms like DFP do not require the computation of second
derivatives, they do require the computation of first derivatives.
Another update that is sometimes used is

(2.14)  H" =1,
et = g2 4 90 (i + }"Hk_z}’)
'y gy
FEgk—2 k—2r, 87
_Sy'H 4’—H 7 k=23 ...
a'y

where J and y are as above. This algorithm is called the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) algorithm. (See Dennis and More 1977 for refer-
ences.) Once a program for the DFP algorithm has been written, the extra
coding for the BFGS algorithm is small, and therefore many nonlinear
optimization packages offer a choice of both the DFP and BFGS updating
equations. My experience is that it generally does not make much difference
which of the two updating equations 1s used. An example of the use of the two
algorithms is reported in Section 10.4,

Another option that is sometimes available in nonlinear optimization
packages is the method of steepest descent. This method simply uses H* ! = [
for all k. It has very slow convergence properties, and it is not in general
recommended.

The DEP algorithm has turned out to work well for many problems, and it
is widely used. It does not, however, by any means dominate all other
algorithms for all problems. There are also many problems for which it does
not work in the sense that it does not find the optimum. My experience with
the DFP algorithm is mixed but on the whole is fairly good. It has worked
extremely well for the solution of optimal control problems, where in one case
it was used 1o solve a problem of 239 unknowns (that is, 7= 239). These
- resufts are reported 1n an earlier paper (Fair 1974a), where it can be seen that
DFP easily dominated two other algorithms, one that required no derivatives
{Powell’s no-derivative algorithm; Powell 1964} and one that required both
first and second derivatives (the quadratic hill-climbing algorithm of Gold-
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feld, Quandt, and Trotter 1966). The sclution of optimal control problemsin
this way 1s discussed in Section 10.2.

As noted earlier, DFP does not work for moderate to large FIML and 3SLS
estimation problems, which seem to require special-purpose algorithms like
the Parke algorithm. It also does not work for the minimization problem
associated with the LAD and 2SLAD estimators. I have found it to work fairly
well for the OLS or 2SL.S estimation of a single equation that is nonlinear in
coefficients.

My general strategy for dealing with nonlinear optimization problems is
~ the following. If I choose to obtain and code analytic first derivatives, which is
usually not the case, I merely solve the first-order conditions using the
Gauss-Seidel technique (discussed in Section 7.2). In other words, I solve the
equation system

(2.15)  gx)=0

using Gauss-Seidel. I have had very good success with the Gauss-Seidel
technigue (with damping sometimes required), and the procedure of solving
{2.15) avoids having to use any optimization algorithm. If first derivatives are
instead computed numerically, then I usually begin with the DFP algorithm
and only try other procedures if this does not work.

When first derivatives are computed numerically, they can be either “one-
sided” or *‘two-sided.” Consider the derivative of f with respect to x,.
One-sided derivatives are computed as [f{x; +¢€ x5 ..., x,)—f(x,
Xa, . . -, X,)]/€, where € is a small number. Two-sided derivatives are
computed as [fix; +€ %2, . . ., X)—fx; € X3, . . ., Xx,)]/2¢. Since
Jixy, X2, . . ., x,) is available at the time the derivatives are computed,
one-sided derivatives require only one function evaluation per unknown,
whereas two-sided derivatives require two. Both one-sided and two-sided
derivatives were used for the results of solving the optimal control problems
in Fair (1974a), and these results indicate that two-sided derivatives are not
worth the extra cost. Little or no change in the number of iterations needed
for convergence was obtained by the use of the two-sided derivatives. For the
optimal control results in Chapter 10, on the other hand, slightly more
accurate answers were obtained using two-sided derivatives, because the
stopping criterion that was used for the Gauss-Seidel technique in solving the
model was not small enough to allow highly accurate one-sided derivatives to
be computed. This example is discussed in Section 10.4.

Note that the use of the DFP algorithm in conjunction with numerical
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derivatives requires very little work to set up the problem. One merely needs
to write a program (a subroutine when using FORTRAN) to compute ffor a
given value of x. Once this is done, the DFP algorithm merely calls this
program many times in the iterative process. Each iteration requires # calls
for the derivatives plus a few more for the line search. The calculations for
each iteration other than the calculations involved in computing the function
are generally very minor, so most of the computer time is taken in computing
the function values. The estimates in Fair ( 1974a) for the one-sided derivative
results show that this time is between 78 and 97 percent of the total time. For
two-sided derivatives the percentages are even higher, 1t is thus important to
code the function program efficiently. If numerical derivatives are used, it is
easy to see why methods that require the calculation of second derivatives are
likely 1o be expensive: (#° + n)/2 evaluations of the function are needed to
calculate the second-derivative matrix, and for large # this is obviously
expensive.

For purposes of the Fair-Parke program, I have coded the DFP and BFGS
algorithms from scratch. The coding is straightforward except for the line
search, which was coded as follows. (1) A= 1 is tried. If this results in an
improvement (a lower value of f{x; than that of the previous iteration),
A= 1.25is tried. If this results in an improvement, 1 = (1.25F is tried, and 50
on through A =(1.25)°. At the point of no improvement or at 2 =(1.25) a
quadratic is fit to the three points .84, 4,, and 1.24,, where A, is either the last
value of A that resulted in an improvement or (1.25)°. The quadratic is
minimized. The function is then evaluated for 1= 1% where A* is the
minimizing value. A second quadratic is then fit to the three points (954, A,
and 1.054,,, where A is either .8/, 4, 1.24,, or A* depending on which one
has yielded the smallest value of the function. This quadratic is minimized,
and the function is evaluated for 1 = 2** where A** is the minimizing value.
The final value of 4is then taken to be .954,,, A,,, 1.054,,, or A** depending on
which one yielded the smallest value of the function. (2) If A = 1 does not
result in an improvement, A =5 is tried. If this does not result in an
improvement, A = (.5)? is tried, and so on through A = (.5)°. At the point of
improvement or at A = (.5)°, the quadratic fitting discussed in (1) is done.

The algorithm is stopped for one of five reasons: (1) no improvement is
found for any value of A tried at the current iteration; (2) the prescribed

" maximum number of iterations is reached; (3) the successive estimates of x
are within some prescribed tolerance level; (4) at the current iteration the
gradient values as a percentage of the respective x values are less than some
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prescribed tolerance level in absolute value; or {5) the improvement in the
function from one iteration to the next is within some prescribed tolerance
level.

There is nothing subtle or sophisticated about this code, but it seems to
work quite well for the types of problems I have dealt with. It may be that one
could get by with fewer function evaluations for the line search (there isnow a
maximum of sixteen per iteration), but for problems with a large number of
unknowns, these function evaluations are a small percentage of the function
evaluations required to get the derivatives, With respect to the derivatives, the
user has the option of deciding whether to use one-sided or two-sided
derivatives and what step size to use. '



3 A Theoretical Model

3.1 The Single-Country Model

The purpose of this chapter 1s to discuss the theoretical model that has guided
my empirical work, The single-country model is discussed in this section, and
then the model is expanded to two countries in Section 3.2, As noted in
Section 2.1.6, the model 15 a simulation model in the sense that its properties
are analyzed using simulation techniques. It should be repeated, however,
that the model is not a simulation model of the kind that is used in applied
general equilibrium analysis. The simulation results are only meant to be
used to learn about the qualitative properties of the model; no significance is
attached to the size of any of the effects. Knowledge of the qualitative
properties of the model is used to guide the econometric specifications in
Chapter 4. For ease of reference, the symbols for the variables in the model are
listed in alphabetical order in Table 3-1.

3.1.1.  introduction
Nature of the Model

The model is an attempt to integrate three main ideas. The first is that
macroeconomics should be based on better microeconomic foundations. In
particular, macroeconomics should be consistent with the view that decisions
are made by maximizing objective functions. The second idea is that macro-
economic theory should allow for the possibality of disequilibrium in some
markets., The third, and perhaps somewhat less important, idea is that a
model should account explicitly for balance-sheet and flow-of-funds con-
straints.

Relation to Previous Work

The implications of the first two ideas have generally been worked on
together, beginning with the work of Patinkin (1956, chap. 13) and Clower
{1965). Studies that have followed these two include Leijonhufvud (1968,
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TABLE 3-1. The variables in the theoretical medel in alphabetical order

Subseripts:
b bank
f firm
4 government
h household
i machine of type i (i =1, ...,M)
i firm
F] erivate (sum of b, £, k, and h}
t time period
13 number of periods a machine lasts
Symbols:
A end-of-period assets (+) or liabilities [-)
BG banik borrowing from the monetary authority
BR bank reserves
C consumption
CF cash flow
Co capital gain or Ioss
i} dividends
di perspnal income tax rate
dz profit tax rate
DEP depreciation
e exchange rate {spot}
F forward exchange rate
g, reserve requirement rate
I total investment in units of goods
IM investment in units of the mmber of mackines of the given type
K actuai mumber of machines of the given type on hand
H machine-hour requirements

KMIN  minimun number of machines of the given type reguired to pro-
duce the output

L labor supplied or demanded

LA aggregate constrained supply of labor to the firms
LAUN  aggregate unconstrained supply of labor to the firms
L* labor constraint

LL® labor requirements

LMAX  maximum amount of labor tov employ

LMIN  minimum amount of labor required to produce the output

LuxN aggregate unconstrained supply of labor to the firms and the
government

M money holdings

N amount of time spent taking care of money holdings

P price level

p! price of investment goods

P average price

PS value of stocks

Q international reserve

R interest rate

RD discount rate

3 savings

T taxes

Tt taxes due to fluctuatrions in the work force

TH tota} number of hours in the period

TR transfer payments

4 utility

UR unemployment rate

stock of inventories, end of period

wage rate

average wage rate

sales

aggregate demand for goods

total production for firms, taxable income for househelds

production on machines of the given type

profits

Og-geE=
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1973), Tucker (1968, 1971a, 1971b), Barro and Grossman (1971, 1976), and
Grossman {1971, 1972a, 1972b). (Two related studies are Solow and Stiglitz
1968 and Korliras 1972, although the models developed in these papers are
not constructed on a choice-theoretic basis and so are not concerned with the
first idea.) This work has provided a more solid theoretical basis for the
existence of the Keynesian consumption function and for the existence of
unemployment; it has thus made the standard, textbook Keynesian theory
somewhat less ad hoc. The existence of excess supply in the labor market is a
justification for including income as an explanatory variable in the consump-
tion function, and the existence of excess supply in the commodity marketisa
justification for the existence of unemployment,

The main problem with these disequilibrium studies is that they have not
provided an explanation of why it is that prices and wages may not always
clear markets. Prices and wages are either taken to be exogenous or are
determined in an ad hoc manner. This is particularly restrictive in a disequi-
librium context, since one of the key questions in this area is why there are
market failures, Barro and Grossman are quite explicit in their book about
this problem: “We provide no choice-theoretic analysis of the market-clear-
ing process itself. In other words, we do not analyze the adjustment of wages
and prices as part of the maximizing behavior of firms and households.
Consequently, we do not really explain the failure of markets to clear, and our
analyses of wage and price dynamics are based on ad hoc adjustment equa-
tions” (1976, p. 6).

This problem has persisted in the related work on fixed price equilibria (see
Grandmont 1977 for a survey of this work). In a discussion of some of this
work, for example, Malinvaud states: “A dynamic theory that would cor-
rectly describe the successive adjustments [of prices and wages] occurring in
the real world is still more difficult to build than a long-run equilibrium
theory under short-run rationing. At the present stage in the development of
economic theory, one cannot expect to do more than provide a model of the
first few steps of the dynamic adjustments initiated by demand pressures in
the markets for goods and labour and by unwanted inventories, excess
capacities or unemployment” (1977, pp. 101-102),

My model does provide a choice-theoretic explanation of market failures.
The explanation is based on two postulates, both of which draw heavily on the
studies in Phelps et al. (1970} and related work, which in turn have been
inflaenced by Stigler’s classic article (1961) on imperfect information and
search. The first postulate is that firms have a certain amount of monopoly
power in the short run in the sense that raising their prices above prices
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charged by other firms does not result in an immediate loss of all their
customers, and lowering their prices below prices charged by other firms does
not result in an immediate gain of everyone else’s customers. There is,
however, a tendency for high-price firms to lose customers over time and for
low-price firms to gain customers. A similar statement holds for wages. This
postulate can be justified on the basis of imperfect information about prices
and wages on the part of customers and workers. The second postulate is that
prices and wages are decision variables of firms, and firms choose these
variables (along with others} in a profit-maximizing context.

If a firm’s market share is a function of its price relative to the prices of other
firms, then a firm’s optimal price strategy is a function of this relationship.
Models of this type have been developed by Phelps and Winter (1970} and
Maccini (1972) for prices and by Phelps (1970) and Mortensen (1970) for
wages. My model expands on this work by considering the price and wage
decisions together (along with other decisions) and by assuming that firms
expect that the future prices and wages of other firms are in part a function of
their own past prices and wages.

Tt should be clear that disequilibrium can occur in models of this type. In
the Phelps and Winter model, for example, disequilibrium occurs if the
average price set by firms differs from the expected average price (1970,
p. 335). In my model, as will be seen, disequilibrium also occurs because of
expectation errors, The difference is that expectation errors in my model have
much wider effects, In the Phelps and Winter model there is a straightforward
way in which the system returns to equilibrium, whereas this is not true in my
case. This is, I believe, an important difference between models of the Phelps
and Winter type and more general models, something that will be stressed
later. If the effects of expectation errors spill over into other markets, the
effects of shocks and errors may be much more serious (larger and longer)
than would seem to be implied by models of the Phelps and Winter type.

With respect to the previous literature, it is surprising that the studies in
Phelps et al. {1970) and related work have had no impact on the work on fixed
price equilibria, given the admittedly restrictive assumption of fixed prices or
ad hoc price determination in the latter. In a 1980 study Malinvaud argues
against the view that “price and wage changes are decided by firms as a
rational reaction to the situation confronting them™ (1980, p. 52). He argues
that by following this approach “we may be fairly certain that we shall end up
with a very partial representation of the real world; the representation will be
so partial that the adequacy of the derived dynamic specification will be quite
doubtful” (p. 53). This view seems so far to have prevailed in the fixed price
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equilibria literature. My view is obviously contrary to this: the linking of the
Phelps et al. work to the disequilibrium models does seem to me to be an
appealing way to close the disequilibrium models. At any rate, one should be
able to test this in the long run by comparing models based on this idea with
other models.

With regard to the third idea (the accounting for balance-sheet and flow-of-
funds constraints), one of the main advantages of doing this is that it means
that the government budget constraint is automatically accounted for. Christ
{1968), among others, has emphasized this constraint. Accounting explicitly
for balance-sheet constraints also means that it is easier to keep track of
wealth effects.

I was also concerned with making the model general enough to include the
main variables of interest in a macroeconomic context. The endogenous
variables include sales, production, employment, investment, prices, wages,
interest rates, and financial assets and liabilities. Previous disequilibrium
models have not been this general.

A weakness of the model is that search has not been treated as a decision
variable of any agent. As noted earlier, the existence of imperfect information
and search can be used to justify the short-run monopoly power of firms with
respect to prices and wages. It is thus a weakness of the model not to explain
search and thus derive the degree of monopoly power of the firms. A much
more complicated model would be needed to treat search as endogenous, and
this has not been attempted.

Treatment of Expectations

Since the treatment of expectations is critical in any macro model, it will be
useful to explain at the beginning how expectations have been handled.
Individual agents in the model are assumed to form their expectations on the
basis of a limited set of information. Agents do not know the complete model,
and their expectations are in general different from the model’s predictions.
Expectations, in other words, are not rational. (The simulation model is
deterministic, so “rational expectations” in this case means perfect foresight.)
The nonrationality of expectations leads to expectation errors, which in turn
lead to the system being in disequilibrium.

Another feature regarding expectations should be noted: expectations are
assumed to be treated with certainty by the individual agents. In other words,
agents ignore the fact that their expectations are uncertain when solving their
optimization problems. The variables that are stochastic from the point of
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view of the individual agent are replaced with their expected values before the
optimization problem is solved. Although this “‘certainty equivalent” treat-
ment is only correct for linear models, it has been used here even though the
models facing the individual agents are nonlinear. This is a common proce-
dure in the optimal control literature (see, for example, Athans 1972), and it
may provide a reasonable approximation in many cases. It does, however,
rule out potentially important effects of uncertainty on decisions.

Treatment of Different Kinds of Financial Securities

The model treats different kinds of financial securities in a fairly simple way.
The financial assets of households include demand deposits in banks, which
will be called “money”; corporate stocks; and an all-other category, which
will be called “bonds.” The bonds are one-period securities. The expected
one-period rate of return on bonds and stocks is assumed to be the same, and
thus households are indifferent as to whether they hold bonds or stocks.
Households have no financial liabilities. Firms have financial assets in the
form of demand deposits and financial liabilities in the form of bonds. The
government has financial assets in the form of bank borrowing; its liabilities
consist of bonds and bank reserves. The liabilities of banks are demand
deposits and borrowing from the government; their assets are bonds and bank
reserves.

Comparison to the “Pitfalls” Approach of Brainard and Tobin

Because of the assumption that the expected one-period rate of return on
bonds and stocks is the same, there are really only two securities in the model
with respect to the maximization problem of houscholds: bonds-stocks and
money. This treatment ignores the main thrust of the “pitfalls” approach of
Brainard and Tobin (1968). (Tobin’s 1982 Nobel lecture provides a good
review of this approach.) Brainard and Tobin stress the lack of perfect
substitutability of different securities and develop a model for explaining the
different rates of return on different securities.

There is little doubt that there is lack of perfect substitutability among
many securities in the real world, and thus the pitfalls approach has consider-
able appeal. There are at present, however, some costs to adopting the

“approach, and it is an open question whether the potential gains are greater
than these costs. The general strategy of the pitfalls approach has been to
regard income account variables as exogenous for balance sheet behavior, and
although this assumption can be relaxed, it is not trivial to do so given the
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basic strategy. It is also not easy within the approach to account for the effects
of expected future short-term rates on current long-term rates and for the
effects of expected future dividends on current stock prices. There is also a
practical difficulty in trying to estimate pitfalls models. Different interest rates
are highly collinear (because there is considerable substitutability among
different securities, even though possibly not perfect substitutability), and it is
difficult to get precise estimates of the effects of interest rate differences on
security holdings. (See, for example, Smith and Brainard 1976, who attempt
to get around this problem by the use of a Bayesian procedure.) It may be that
the degree to which different securities are not perfect substitutes is too small
10 be capable of being picked up with the use of macro time series data.

It will be useful in understanding my model to consider another important
difference between my approach and the pitfalls approach. This can best be
explained by seeing how consumption is determined in the two approaches,
As just mentioned, income account variables are generally takenr to be
exogenous by the pitfalls approach, but Tobin’s 1982 Nobel lecture provides
an example of the endogenous treatment of these variables within the context
of the pitfalls approach.

Consider the following two specifications. The first is

(3.1 C=f(Y,R,A_,, .. )+teg fconsumption]
3.2) Y=W-L+R-A_,, [income]
(3.3) §=Y-—C, [savings]
(3.4) A=A_,+ 8§, [end-of-period assets]

where C is consumption, Y is income, §'is savings, A is end-of-period assets, R
is the interest rate, #is the wage rate, L is the number of hours worked, 4_, is
beginning-of-period assets, and € is an error term. The price level is assumed
to be fixed and equal to 1. W, L, and R are taken to be exogenous. The second
specification is

{3.5) A=g(Y,R, .. )+u, [end of period assets]
(3.6) Y=W-L+R-A4A_, [income]
(3.7) S=A—-A_, [savings]
" (3.8) C=Y-35, [consumption]

where the variables are as before and g is an error term.
The first set of equations is consistent with my treatment. Consumption is
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determined by an estimated equation, (3.1). Income, savings, and end-of-
period assets are determined by identitics. In particular, end-of-period assets
are “residually” determined by (3.4), given the consumption decision and Y.
(In practice, as will be seen in Section 3.1.2, both consumption and labor
supply are determined jointly in my model of household behavior, which
means that income is not exogenous and does not belong on the RHS of 3.1,
For the sake of the present argument, however, nothing is lost by taking labor
supply to be exogenous, Also, the income definition in my model uses R - A
instead of R - A_, for the interest revenue term, but this difference is of no
consequence for the present argument. If R - 4 were used in 3.2, then A
would be determined, given C, by the solution of 3.2, 3.3, and 3.4 rather than
by 3.4 alone.) The variables on the RHS of (3.1) are the exogenous variables
(that is, exogenous to the household) that affect the consumption decision. In
my model consumption decisions are denived from multiperiod utility maxi-
mization, and so the RHS variables are variables that affect the solution of the
maximization problem, including expectations of future variables.

The second set of equations is consistent with Tobin's treatment. End-of-
period assets are determined by an estimated equation, (3.5). Income, sav-
ings, and consumption are determined by identities. In particular, consump-
tion is “‘residually” determined by (3.8), given the asset decision and Y. The
variables on the RHS of (3.5) are variables that affect the asset decision.

From the point of view of a utility-maximizing model, Tobin’s treatment is
awkward. In the simple model with labor supply exogenous, one maximizes
utility with respect to consumption. The natural decision variable to consider
is consumption, not assets. Given that C= ¥ — A4 + A_,, one can, of course,
replace C with this expression in the utility function and maximize with
respect to 4 (remember that Y is exogenous), but this is not the natural thing
to do.

Ifthe only problem with the Tobin approach were a certain awkwardness of
interpretation, there would be no real issue involved in choosing between the
above two specifications. In practice, however, quite different models are
likely to result from the two approaches. In the first approach much time is
spent searching for the estimated equation that best explains C, whereas in
Tobin’s approach the time is spent searching for the estimated equation that
best explains 4. For example, C_, is a natural variable to use in the consump-
tion equation to try to capture expectational and lagged adjustment effects,
whereas 4_, is the natural variable to use in the asset equation. If different
RHS variables are chosen for the two equations, it is likely that the behavior of
consumption implied by Tobin's approach will be considerably different
from the behavior implied by the first approach. If this is true, the awkward-
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ness of Tobin’s approach becomes a real issue, and it may argue against its
use. {(Note that if the same set of RHS variables is used for both equations, if
this set inchudes Y and 4_,, and if the equations are linear, then the same
equation is being estimated by both approaches. The argument here is that
this is unlikely to be the case in practice.)

The main thrust of the pitfalls approach is, of course, to disaggregate 4 into
many different kinds of securities, which means estimating an equation like
(3.5) for many different securities. It is straightforward to disaggregate A
following this approach, whereas it is not straightforward to do so following
the first approach. On the other hand, it is straightforward to disaggregate
consumption into different categories following the first approach, whereas it
1s not following the pitfalls approach. There is again likely to be a real issue
here regarding which is the better approach in practice.

Although the example just given is for household behavior, similar consid-
erations apply to models of firm behavior. From the point of view of a
profit-maximization model, the pitfalls approach is awkward. In my profit-
maximization model, for example, which is discussed in Section 3.1.3, it
would be awkward to treat end-of-period assets (or habilities) as a direct
decision variable and thus in the empirical work to estimate an equation with
this variable on the LHS, If this were done, it is likely that the estimated model
of firm behavior would be quite different from the one that is in fact
estimated,

These difficulties with the pitfalls approach may be overcome in future
work and, in the spirit of the methodology of this book, it should be possible
in the long run to compare pitfalls and non-pitfalls models. The foregoing
discussion indicates that the two types of models are likely to have imporiant
quantitative differences, which should increase the chances of choosing
between them.

It should finally be noted that an approach that is in between the two just
discussed would specify that both the consumption and asset equations have
errors, where the covariance matrix of the errors would be singular because of
the adding up constraints. I do not find this approach particularly appealing,
since the theoretical arguments against it are the same as those against the
Tobin approach, but it is a possible area for future research.

3.1.2 Household Behavior

There are four types of agents in the model: households ¢4/, firms ( /), banks
fb), and the government (g). The behavior of each type of agent will be
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discussed in turn, beginning with households in this section. The complete
model is discussed in Section 3.1.5,

In order to simplify the notation, no special symbols have been used to
denote expectations. This is unlikely to cause any confusion, since it will be
made clear in the discussion which variables are expectation variables and
which are decision variables. Note also that the use of the certainty equivalent
assumption discussed earlier means that the household decision problem can
be analyzed as a deterministic problem.

The Decision Problem

The model of household behavior is fairly straightforward. The utility of
houschold 4 in period ¢ is a function of consumption and leisure:

(39)  Up=fACh, TH— Ly, — Ny, [utility function]

where ), is consumption, L, is the amount of labor supplied, N, is the
amount of time spent taking care of money holdings, and TH is the total
number of hours in the period. The objective of the household is to maximize

(3.10) . OBJ, =g (U, Upa, -+ . s Upa)s [objective function]

where period 1 is the current period and N is the remaining length of life of the
household.

Since the expected one-period rate of return on bonds and stocks is the
same, one can deal with only one security when analyzing the decision
problem of a household. Let 4,, denote the security holdings of the house-
hold. Before-tax income (¥,,) is

(3.11) Y= Wyl + R.Au, [before-tax income]

where W), is the wage rate and R, is the one-period interest rate. This equation
merely states that before-tax income is equal to wage plus nonwage income.
The tax-transfer schedule is

(3.12y T,=4d,Y,— TR, [net taxes]

where d,, is the (proportional) income tax rate, 7R, is the level of transfer
. payments to the household { TR, can be interpreted as a minimum guaranteed
level of income), and T}, is the amount of net taxes paid. The level of savings
(S,.) is equal to income minus taxes minus consumption expenditures:

(3.13) Sy =Yu— Ty~ Py [savings]
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Figure 3-1  Relationship between N, and M,,

where P,, is the price of goods. The household budget constraint is
(3.14) 0=25, —AA, — AM,,, [budget constraint]

where M, 1s the level of money holdings. The budget constraint states that
any nonzero level of savings must result in a change in holdings of securities
Or Mmoney.

The relationship between the level of money holdings and the amount of
time spent taking care of these holdings is depicted in Figure 3-1. For large
values of M,,, N, is small {few trips to the bank needed), whereas for values of
M, that are small in the sense of being close to some proportion of expendi-
tures, y,P,C, Ny, 18 large. This specification captures the idea that work is
involved in keeping money balances small. The functional form that was used
for the relationship in Figure 3-1 is
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. Y2
(3.15) Ny = e |
MM, w ™ PRl

[time spent taking care of money holdings]

Equations (3.9)—(3.15) hold foreach period (¢ =1, . . . ,N). The decision
variables are C,,, L;,, and N, (t= I, . . . , N). The exogenous variables to
the problem are W, P,,, R,,d,,,and TR, (=1, . . . , N). Iffuture values of

the exogenous variables are not known, expectations of these values must be
made before the optimization problem is solved, In the solution of the
complete model in Section 3.1.5 it is assumed that the household knows the
values of the exogenous variables for period ¢, but not for peniods ¢ + 1 and
bevond. There are two initial conditions: the initial stocks of securities and
money, 4,, and M,,. There is also assumed to be an exogenous terminal
condition:

(3.16)  Apy+ Myy=AM, [terminal condition]

where AM is exogenous. This means that bequests are exogenous.
There is a possible “disequilibrium™ constraint on the household, which is
that it may not be able to work as many hours as it would like:

3.17y  Ly=1L}, [labor constraint}

where L} is the maximum amount that the household can work in period ¢,

The decision problem of the household is to choose the paths of the
decision variables to maximize (3.10), given the actual and expected values of
the exogenous variables, the initial conditions, the terminal condition, and
the possible labor constraint,

Simulation Results

The following values and functional forms were used for the simulation
results. The functional form of the utility function was taken to be the
constant elasticity of substitution (CES) form:

(3.9 Up=[a,Cim + (1 — e (TH — Ly, — Ny e,

where o, = .5 and &, = — 5. The elasticity of substitution is 1/(1 + o), which
in the present case 15 2.0. The length of the decision period, V, was taken to be
3, and the objective function was taken to be

(3.10)'  OBJ, = U, UhLU%,

where A is the discount rate.
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The exogenous variable values for period 1 were taken to be: W, = 1.0,
F,=10,R, = .07, d,= .2, and TR, = 0. The household was assumed to
know these values at the beginning of the period and to expect them to remain
unchanged in periods 2 and 3. In other words, expectations were assumed to
be static.

The values of the initial conditions were as follows: A,, = 1000.0 and
M, = 100.0. The value of the terminal condition was AM = 1100.0. The
remaining parameter values were chosen so as to lead to a flat optimal path of
each decision variable; these were 1 = 944, TH = 1004.72366, y, = .255905,
and y, = 1.0. The value of 1 is one minus the afier-tax interest rate, where the
after-tax interest rate is .07 X .8,

The maximization problem of the household is to choose the three values
of each of the decision variables, L,,, C,,, &, (t = 1, 2, 3), 50 as to maxirize
(3.10}, subject to the terminal condition (3.16). This problem was solved by
calculating the first-order equations analytically and then solving these equa-
tions using the Gauss-Seidel technique. The first-order equations were ob-
tained as follows. The terminal condition allows one to write one of the nine
decision variables as a function of the others, and this was done for C,;. This
expression was then substituted for Cy, in the objective function, leaving eight
variables 10 be determined. The derivatives of the objective function with
respect to the eight variables were taken, and the resulting eight first-order
equations were used to solve for the eight unknowns. Some damping of the
Gauss-Seidel technique was needed to solve the equations, but the time taken
to solve them was trivial. A damping factor of .1 was generally used (although
larger values also worked), and the time taken to solve a typical problem was
about .75 seconds on the IBM 4341 at Yale. This procedure was chosen over
the use of the DFP algorithm because it was undoubtedly much cheaper in
terms of computer time and because the analytic work involved in obtaining
the first-order equations was not very large.

The solution values are presented in the first column of Table 3-2. As noted
in the table, the values are the same in each of the three periods. The choice of
A as one minus the after-tax interest rate means that the household has no
incentive to save or dissave in any period, and thus the optimal value of
savings cach period is zero. Note that the variables just discussed, other than
Ly, Cy, and N, are “‘indirect” decision variables in the sense that they are

“residually determined given (i) the first three decision variable values, (2) the
exogenous variable values, and (3) the parameter values,

The simulation experiments consisted of changing a particutar variable
from the value used for the base run, solving the houschold maximization
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TABLE 3-2. Simulaticn resuits for housshold h

Base Experiment

. Tun 1 2 3 c
YETRIS valges |y (03| By (00 | 4000 Rl | dpate) | TR | L)

1235|1235 |125| 123 |1235{1251123
Lht 403.0 F PR - PR PR + 4 o+ -+
Cht: 376 .0 + o+ o+ + o+ o+ EE S -+ + - - - - - - - -
Ny 26.0 | ---looo|ooo|+esfooolaco|+00
M, 1000 |« ¢+ WPl o Bl oo oL olB
Syt 0.0 1000 [000] ««wiwwa|-wsfoonl|-«s
A, 1000.0 R S I I L) B L
Uht 453,48 + o+ + + 4+ + o4+ + -4+ R—— - - + - =
OBJ,  17.524 + + + + . - .

Notes: a, Values for periods 2 and 3 are the sawe as those for period
. Change in th + Ah3 = 0 since th + Ahs = 1100.0.

¢. For experiment 4 both Mo and AM were lowered by 86.07.

o
—

» The +'s and -'s vefer to changes from the values for the base
Tun, not changes from period to period.

= The amounts of the changes were: .45 for ht’ -.35 for pht’

Ed
50.0 for AhO’ .01 for Rt’ .1 for dlt’ and -20.0 for TRt. th
for the last experiment was 350.4.

problem using the new value, and observing the resulting changes in the
optimal values. Seven experiments were performed: each of the five exoge-
nous variables was changed, the initial condition 4,4 was changed, and the
labor constraint was made binding, The results are presented in Table 3-2.
For the last experiment the labor constraint was binding, but for the others it
was not. The five exogenous variables were changed for all three periods,
which means that the household expected the changes to be permanent. In the
last experiment the labor constraint was only made binding for the first
period; the household was unconstrained in periods 2 and 3. The following
paragraphs give a brief discussion of the results. Since only qualitative
properties of the model are important, only pluses and minuses are presented
in Table 3-2. This makes the results somewhat easier to discuss. When a
quantitative result is needed in order to understand a property of the model, it
is mentioned in the text. All the pluses and minuses are changes from the base
run values, not changes from pertod to period.

Experiment 1: W,, (+). The increase in the wage rate led the household to
work and consume more. This is, of course, not an unambiguous result since
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there are both income and substitution effects operating. Given the particular
parameter values chosen, the substitution effect dominates. The increase in
the wage rate also led the household to spend less time taking care of money
holdings. This is because an increase in the wage rate increases the opportu-
nity cost of time spent both in leisure and in taking care of money holdings.
Money holdings increased both because N, decreased and because consump-
tion increased. Savings remained unchanged at zero each period. A, fell by
the same amount that A{,, rose.

Experiment 2: P, (—). The signs of the results for the decrease in the price
level are the same as those for the increase in the wage rate, with the exception
of those for N),,. Although N, did not change for this experiment, it fell for the
wage rate increase. The change in price does not affect the opportunity cost of
spending time taking care of money holdings, and so N, is not affected.
Money holdings increased because consumption increased by a larger per-
centage than the price level decreased.

Experiment 3: A, (+). The increase in the initial value of assets led the
household to work less and consume more. The terminal condition was not
changed for this experiment, and so the househoid dissaved each period by
enough to have the value of assets fall to the terminal condition value. The
value of A, was lower in pericd 3 by the amount that M, was higher; M, was
higher because consumption was higher.

Experiment 4: R, {+). This experiment requires a little more explanation.
Since part of the household’s wealth is in the form of stocks, an increase in the
interest rate implies a capital loss on stocks and thus a fall in wealth. In the
base run for the complete model in Section 3.1.5, the value of stocks is equal
to 48.2/R,, where 48.2 is the expected stream of after-tax cash flow. The
interest rate for the present experiment was increased from .07 to .08, which
implies a capital loss on stocks of 86.07. A,, was thus lowered by this amount
before the maximization problem was solved. The terminal value of wealth,
AM, was also lowered by this amount. Had the terminal value remained
unchanged, the household would have had to save 86.07 over the three
periods to make up for the loss. Instead, the household was merely assumed to
lower its bequests by the amount of the loss.

The increase in the interest rate led the household to save in periods 1 and 2
and dissave in period 3. Work effort was higher in period ! and lower in
periods 2 and 3, consumption was lower in period 1 and higher in periods 2
and 3, and time spent taking care of money holdings was higher in all three
periods. This last variable was higher because an increase in the interest rate
increases the opportunity cost of holding money and thus increases the
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reward from keeping money holdings low. M, was lower in periods | and 2
and higher in period 3. It was higher in period 3 even though A, was higher
because the positive effect from the increase in consumption dominated the
negative effect from the increase in N,,.

Experiment 5-d,, (+). The increase in the tax rate led the household to work
less and consume less. It worked less because the after-tax return to work was
lower, [t dissaved in periods | and 2 and saved in period 3. It dissaved in the
first two periods because the after-tax interest rate was lower. The increase in
the tax rate had no effect on ,,. Although an increase in the tax rate lowers
the afier-tax return to work, which increases &, , it also lowers the after-tax
interest rate, which decreases V;,. These two effects exactly cancel each other
out, and so a change in the tax rate has no effect on N,,. Money holdings
decreased for this experiment because consumption decreased.

Experiment 6: TR, (—). The decrease in transfer payments led the house-
hold to work more and consume less. V,, was not affected. Money holdings
decreased because consumption decreased. Since a decrease in transfer pay-
ments is an increase in net taxes, experiments 5 and 6 show an important
difference between raising net taxes by increasing the tax rate and raising net
taxes by decreasing transfer payments. In both cases consumption is lower,
but in the first case work effort is less, whereas in the second case work effort is
greater.

Experiment 7. L}, (—). Making the labor constraint binding forced the
household to work less in period 1. It consumed less and dissaved in period 1.
It also spent more time taking care of money holdings. It then worked more in
periods 2 and 3 to make up in part for the forced cutback in period 1. It saved
in periods 2 and 3 to make up for the dissaving in period {. Consumption was
less in all three periods.

Other Experiments. Experiments | —6 were also performed with the signs
of the changes reversed. The signs of the changes in the optimal values were
opposite to those given above, The quantitative results were almost, but not
quite, symmetric. For example, L,, responded slightly more to a wage rate
decrease than to a wage rate increase. Also, L;, responded more to a change in
the wage rate than to a change in the price level.

Summary of Household Behavior

The maximization problem of the household is fairly standard, and so its
optimal behavior is not surprising. When the wage rate increases or the price
level decreases, the household works more and consumes more. When the
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initial value of wealth increases, it works less and consumes more. When the
interest rate increases, it saves at the beginning and dissaves at the end. It
responds to an increase in the tax rate by working less and consuming less,
and it responds to a decrease in transfer payments by working more and
consuming less. A binding labor constraint forces the household to work less
and leads it to consume less.

The only unusual feature about the maximization problem is the addition
of N,,, time spent taking care of money holdings, to the utility function. N,,
responds negatively to the wage rate and positively to the interest rate. In
other words, the household spends more time keeping money balances low
when the wage rate is low or the interest rate is high. The modet thus provides
an explanation of the interest sensitivity of the demand for money,

3.1.3 Firm Behavior
General Features

There are a number of features of the following model of firm behavior that
distinguish it from others. One is the treatment of prices and wages. As
discussed in Section 3.1.1, firms are assumed to have some monopoly power
in the short run in their price and wage setting behavior, and they are assumed
to set prices and wages in a profit-maximizing context. The number of
decision variables of the firm is also larger than usual. In addition to prices
and wages, the variables include production, investment, and employment.
The assumptions about technology and costs are also somewhat different.
The underlying technology of a firm is assumed to be of a “putty-clay” type,
where at any one time there are a number of different types of machines that
can be purchased. The machines differ in price, in the number of workers that
must be used with each machine per unit of time, and in the amount of output
that can be produced per machine per unit of time. The worker-machine ratio
is assumed to be fixed for each type of machine. With respect to costs, there
are assumed to be costs involved in changing the size of the work force and the
size of the capital stock. Because of these costs, it may be optimal for a firm to
operate some of the time below capacity and “off ™ its production function.
This means that some of the time the number of worker hours paid for may be
-greater than the number of hours that the workers are effectively working.
Similarly, some of the time the number of machine hours available for use
may be greater than the number of machine hours actually used. The
difference between hours paid for by a firm and hours worked will be called
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“excess labor,” and the difference between the number of machines on hand
and the number of machines required to produce the output will be called
“‘excess capital.”

The meodel of firm behavior is somewhat tedious to present, since the
optimization problem is complicated. In the following discussion, subscript f
refers to firm fand subscript { refers to a machine of type /. The number of
different types of machines is Af, and { always runs from 1 through M. All
coeflicients are positive unless indicated otherwise.

As was the case for the model of household behavior, no special symbols
have been used to denote expectations. It should be clear in the discussion
which variables are decision variables and which are expectation variables.
Again note that because of the certainty equivalence assumption, the maxi-
mization problem can be analyzed as a deterministic one,

The Technology

11 will be useful to present the equations representing the technology first. The
following two equations reflect the putty-clay nature of the technology:

YY, .

(3.18) LL;= —;LI— [labor required to produce Y]
_YY, . .

(3.19)  KHj = —j—# . [machine hours required to produce YY)

YY,, is the amount of output produced on machines of type i in period ¢.
Remember that / always runs from 1 through 3¢, There is assumed to be no
technical progress, so that A, and g, are not functions of time. The machines
are assumed to wear out completely afier m periods, but they are assumed not
to be subject to physical depreciation before that time. A4, and g, are thus not
functions of the age of the machines.

The next equation defines the minimum number of machines of type ¢
required to produce Y'Y,

(3.20)  KMIN,, = %&

[minimum number of machines required to produce YY)

It is assumed that /, the maximum number of hours that each machine can
be used each period, is constant across time. The actual number of machines
of each type on hand in period ¢ is
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(3.21) K=Kz +IMy—IM;_,.
[actual number of machines of type i on hand]

Machines purchased in a period are assumed to be able to be used in the
production process in that period. JMy, is the number of machines of type i
purchased in period ¢, and IM},_,, is the number that wear out at the end of
period ¢ — 1 and thus cannot be used in the production process in period 2.
The firm is subject to the restriction

3.22) K= KMIN,,, [number of machines of type / on hand must
it i X :
be greater than or equal to the minimum number required]

which says that the actual number of machines of type 7 on hand must be
greater than or equal to the minimum number required,

There is one good in the model, which can be used for either consumption
or investment. In the following equation the number of machines purchased
in period ¢ is translated into the equivalent number of goods purchased:

M .
(3.23)  Iy=>06JM,,. [number of goods purchased for investment]
=]

6, is the number of goods it takes to create one machine of type i
The total amount of cutput is

M
(3.24) Y= 3 YY,, [total amount of output]
=1
and the stock of inventories is
(325 V=Vt Y, — X, [stock of inventories]
Equation {3.23) merely states that the stock of inventories is equal to last
period’s stock plus production minus sales. Xj; is the level of sales of the firm.

The next three equations define various adjustment costs facing the firm,
with the costs taking the form of increased labor requirements:

(3.26)  LLjpyy = FlVi— BX, {labor required to maintain devia-
tions of inventories from £, times sales]

(3.27)  LLjyres = Ba(AXy)?
llabor required to handie Auctuations in sales)

M M
(3.28) LLjres = 54(2 Ky — 2 Kﬁzml)zv
= o]
[labor required to handle fluctuations in the capital stock]
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Equation {3.26) reflects she assumption that there are costs in having invento-
ries that are either greater than or less than a certain proportion of sales.
Equations (3.27) and (3.28) reflect the assumptions that there are costs in
having sales and the capital stock fluctuate. The minimum amount of labor
required 1s

M+3

(329 LMIN;= ¥ LL;. [minimum amount of labor required]
=1

The firm 1s subject to the restriction that labor paid for must be greater than or
equal to labor requirements:

(3.30) L,=LMIN,. [labor paid for must be greater than
or equal to the minimum required]

It is also assumed that there are adjustment costs in having the work force
fluctuate. These costs take the form of increased taxes:

(3.31)  Ti=pBslly— Lyl _
[taxes due to fluctnations in the work force]

where T} is the amount of taxes paid as a result of fluctuations in the work
force.

The Financial Variables and Objective Function

The next set of equations pertains to the financial variables of the firm and to
the firm’s budget constraint. Depreciation is assumed to be straight line:

m
(3.32)  DEP;=(1/m)3 Fi_jsidp—jsr- [depreciation]
=1

The price of investment goods in (3.32) is denoted P’ rather than P. The
variable P is the price that the firm sets, and the firm is assumed not to buy its
own goods for investment purposes. The vanable P’ is the price that it pays
for these goods from other firms.

The value of before-tax profits on an accounting basis is

(3.33)  me=FPY;— Wyl — DEP;+ RA; +(Py— PV,
[before-tax profits]
Ifthe firm is a debtor, the term R, A, is negative; it represents the interest costs

of the firm. Negative values of A are liabilities, and so — A is the amount of
borrowing of the firm. The last term in (3.33) is the gain or loss on the stock of
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inventories due to a price change. The level of taxes paid is
(3.34) Ty=dymz+ T3, [taxes paid]

where d», is the profit tax rate and 77 is the amount of taxes paid because of
fluctuations in the work force. 73 is determined by (3.31).

The firm is assumed not to retain any earnings, and thus the level of
dividends is merely the difference between before-tax profits and taxes:

(3.35y  Dy=mn;— T4 [dividends paid]
The value of cash flow before taxes and dividends is

(3.36) CFy= PpX,— Wil — Pil, + R A, :
[cash flow before taxes and dividends]

and the value of cash flow after taxes and dividends is

= CFﬁ e Tfﬂ
[savings: cash flow after taxes and dividends]

Cash flow after taxes and dividends is the savings of the firm. Since all
after-tax profits are paid out in dividends, cash flow after taxes and dividends
is merely cash flow minus profits, which is depreciation minus investment
minus the change in the value of inventories. The budget constraint is

(3.38)  0=35;,—AA4,—AM,. [budget constraint]

M, is the level of money holdings of the firm. The budget constraint says that
any nonzero value of savings must result in a change in A or M. The demand
for money by the firm is simply assumed to be proportional to the value of
sales:

Equations (3.18)-{3.39) hold for each period of the horizon (=1, . . .,
T'}). The objective of the firm is to maximize the present discounted value of
after-tax cash flow, where the discount rates are the after-tax interest rates:

(3.40) OBJ,= 2 — T

~1+ R(l — )T [objective function]
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Rl — d,) is the after-tax interest rate for period 7. The firm is assumed to be
subject to the following two terminal conditions:

(3.41) Vip = v, [terminal condition for the stock of inventories]

M

(3.42) 3 K= K. [terminal condition for the capital stock]
=1

The first condition states that the stock of inventories at the end of the
decision horizon is equal to a given number ¥, and the second condition
states that the number of machines held at the end of the horizon is greater
than or equal to a given number K. These conditions were imposed to avoid
quirks that would otherwise occur in the optimal paths near the end of the
horizon.

The decision problem of the firm is to choose paths of the decision variables
to maximize {3.40), subject to the two terminal conditions and a number of
initial conditions. The main decision variables are the firm’s price, 7, its
wage rate, W, the number of each type of machine to buy, 734, production,
Y, and the amount of labor to employ, L, (1= 1,2, . . . , T). The main
exogenous variables are the interest rate, R,, the tax rate, ,,, and the price of
investment goods, P;(t=1,2, . . . , T). The decision problem also requires
that a number of expectations be formed, and these will now be discussed.

Determination of Expectations

The main expectations of a firm are those regarding other firms’ prices and
wages. For simplicity it will be assumed that there are just two firms, firm f
and firm k. All expectations are firm /”s. All values for the period prior io the
first period of the decision horizon are known. Values for all other periods are
either decision values or expectations.

The first equation pertains to firm /’s expectation of firm &’s price-setting
behavior:

P P B V, i
3.43) i =( f‘“) ( e ) : <0.
( Pkt—l sz—l ﬁlez—l ﬁT

[expected price of firm £]

The first term in parentheses on the RHS of this equation reflects the
assumption that firm f expects its price-setting behavior in period 1 — 1 1o
have an effect on firm £’s price-setting behavior in period ¢. The second term
represents the effect of market conditions on firm f”s expectation of firm £'s
price. If firm &’s stock of inventories at the end of period r — L, ¥,,_,, is greater
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than a certain proportion of sales, 8,.X,_,, firm f’is assumed to expect that
firm k will respond to this by lowering its price in period ¢ in an cffort to
increase sales and draw down inventories,

The second term in (3.43) is assumed to pertain only to the fiest period of
the horizon: {3.43) for periods ¢ + 1 and beyond includes just the first term:

(343): Pk:+j s (Pﬁ+j—l)ﬁ6, jm L ..., T

ki+j—1 PkH—j—-E

[expected price of firm & for period ¢ + j]

Equation (3.43)" means that firm fexpects that firm k is always adjusting its
price toward firm /7s price. If firm s price is constant over time, then firm f
expects that firm k’s price will gradually approach this value. Firm f7s
expectation of the average price level is assumed to be the geometric average
of its price and its expectation of firm &'s price:

(3.44)  P,= (PPt [expected average price]

The next equation determines firm /s expectation of the aggregate demand
for goods, X4,. This expectation is a function of the expected average price
level:

P \&
(3.43) XA, = XAM(:—’—) , P < 0.
t—1

[expecied aggregate demand for goods)

Firm /s expectation of its market share of goods is

Xy Xaoy {Pi\P
(346 4 2L AL (Pk{) . B <.

[expected market share of goods]

This equation reflects the assumption that a firm expects that its market share
is a function of its price refative to the prices of other firms. The equation
states that firm /s expected market share is equal to last period’s share times a
function of the ratio of its price to firm &’s price.

This completes the equations regarding prices and demand. The next five
eqquations pertain to wages and labor supply. The first determines firm f7s
expectation of firm &’s wage rate:

W, W._. Yo
(3.47) LA ( i ) . [expected wage rate of firm k]
Wk1—§ Wk:—!

This equation is similar to (3.43) for prices, but without the second term in
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(3.43). Firm j”s expectation of the average wage rate is
(3.48) W,= (W, W2 [expected average wage rate]

This equation is similar to (3.44) for prices.
Firm /’s expectation of the aggregate unconstrained supply of labor is

w Az P fiz
(349) LAUN,= LAUN,_I(:_—/_——‘—) (?L) . B <0.
! 1
[expecte(li aggregat!e unconstrained supply of labor]

LAUN, is the amount of labor that firm fexpects will be supplied to the firm
sector if the labor constraint is not binding on households. Equation (3.49)
states that firm fexpects that this amount is a positive function of the average
wage rate and a negative function of the average price level. The next equation
reflects the assumption that firm fexpects households to be unconstrained in
their labor supply decisions:

(3.50) LA,= LAUN,, [expected aggregate constrained supply of labor]

where L4, denotes the actual amount of labor that firm f expects will be
supplied. This assumption is discussed below. The final equation regarding
wages and labor supply determines firm /s expectation of its market share of
labor:

L i i— H;f Fis
(3.51) Ej = %....L(#) . fexpected market share of labor]
! t=1 ki

This equation is similar to (3.46) for goods. Firm fexpects that its share is a
function of its wage rate relative to firm &’s wage rate.

This completes the expectational equations regarding prices, wages, de-
mand, and labor supply. One last point in this regard concerns the firm’s
response to the possibility that it underestimates the supply of labor available
to it at the wage rate that it sets. A firm is assumed to prepare for this
possibility by announcing to households not only the wage rate that it will
pay, but also the maximum amount of labor that it will employ, denoted
LMAX),. This maximum is assumed to be set equal to the amount of labor
that the firm expects to pay for, Lj:

(3.52) LMAX, =1L, [maximum amount of labor to employ]

L; is determined by (3.51). By setting LA.4X; equal to L, the firm is assured
that it will never have to hire more labor than it expects to hire. This
treatment is one exception to the general practice discussed in Section 3.1.1 of
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ignoring the effects of uncertainiy on decisions. Note the similarity between
(3.52) and (3.50). According to (3.32) the firm does not expect to turn any
workers away, and according to (3.50) it does not expect any workers to be
turned away in the aggregate.

Note that (3.49) implicitly assumes that firm fobserves the lagged aggregate
unconstrained supply of labor. If the labor constraint is binding on house-
holds, firms will be turning away workers, which should give irms some idea
of the unconstrained supply. Firms are not, however, assumed to observe the
lagged aggregate unconstrained demand for goods. If the labor constraint is
binding on households, they will demand fewer goods than otherwise, and so
the aggregate unconstrained demand for goods will be greater than the
aggregate constrained demand. In this case there is no mechanism compara-
ble to turning workers away for firms to observe the unconstrained demand,
and thus it has been assumed that they do not observe it. In other words, firms
have no way of knowing, say, how much (if any) of a drop in demand occurs
because households are constrained in their labor supply. This assumption
means that (3.45) is in terms of the actual {(perhaps constrained) aggregate
demand, not the unconstrained aggregate demand.

Characteristics of the Maximization Problem

The maximization problem of the firm is fairly complicated, and it may belp
to outline its main features. A key decision variable is the firm’s price. The
firm expects that it will gain customers by lowering its price relative to the
expected prices of other firms. The main expected costs from doing this, in
addition to the lower price it is charging per good, are the adjustment costs
{3.26), {3.27), (3.28), and €3.31) involved in increasing sales, investment, and
employment. The firm also expects that other firms will follow it if it lowers its
price, so it does not expect to be able to capture an ever-increasing share of the
market without further and further price reductions.

The firm expects that it will lose customers by raising its price relative to the
expected prices of other firms. The main costs from doing this, aside from the
lost customers, are the adjustment costs. On the plus side, the firm expects
that other firms will follow it if it raises is price, so it does not expect to lose an
ever-increasing share of the market without further and further price in-

© creases.

The firm expects that it will gain workers if it raises its wage rate relative to
the expected wage rates of other firms and lose workers if it lowers its wage rate
relative to the expected wage rates of other firms. The firm also expects that
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other firms will follow it if it raises (lowers) its wage rate, so it does not expect
to capture {lose) an ever-increasing share of the market without further and
further wage rate increases (decreases).

Because of the various adjustment costs, the firm, if it chooses to lower
production, may choose in the current period not to lower its employment
and capital stock to the minimum levels required. In other words, it may be
optimal for the firm to hold either excess labor or excess capital or both during
certain periods.

It may help in understanding the maximization problem to consider the
algorithm that was used to solve it. The algorithm first searched over different
price paths. For a given price path, the expected sales path can be computed
using (3.43), (3.44), (3.45), and (3.46). For a given expected sales path,
different output paths were tried. Two extreme output paths were tried: one in
which the level of output remains as close as possible to the level of sales each
period, and one in which the level of output remains as close as possible to the
level of the previous period. In other words, for the first path output fluctuates
roughly as sales do, and for the second path output fluctuates very little, The
paths must satisfy the terminal condition {3.41) for inventories, and for each
path production was adjusted to have this condition met. There is also a
constraint that the stock of inventories cannot be negative in any period, and
production was also adjusted if necessary to have this constraint met. The
other output paths that were tried were weighted averages of the two extreme
paths.

At the beginning of the first period there are a certain number of machines
of each type on hand. If it is assumed, say, that only machines of type 1 are
purchased, it is possible to compute for a given output path the number of
machines that must be purchased to produce the output each period. This is
done by first calculating the amount of output that can be produced with the
current number of machines of all types on hand and then calculating the
number of machines of type 1 required to produce the remaining output.
These calculations are done using (3.19), (3.20), and {3.21). For a given
output path, each of the 3 types of machines was tried, which means that it
was first assumed that only type | machines are purchased, then only type 2
machines, and so on through type M machines.

For a given output path and a given type of machine, different investment
paths were tried. Again, two extreme paths were tried: one in which the
number of machines purchased equals the number required to produce the
output and meet the terminal condition (3.42), and one in which the number
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of machines purchased remains as ciose as possible to the amount required to
keep the number of machines unchanged from the previous pericd. The first
path is one in which the capital stock fluctuates as much as the amount
required, and the second path is one in which the capital stock fluctuates very
little. The second path is subject to the constraint (3.22) that the number of
machines must be sufficient to produce the output each period and to the
terminal condition {3.42), and investment was adjusted if necessary to meet
these conditions. Other paths were tried as weighted averages of the two
extreme paths.

For each investment path different employment paths were tried. Given all
the paths just mentioned, including the paths of the amount of ouiput
produced on each type of machine, it is possible to compute the amount of
Iabor required to produce the total output. This is done using (3.18) and
{3.26)-(3.29). Two extreme employment paths were tried: one in which the
amount of labor equals the amount required, and one in which the amount of
labor remains as close as possible to the amount of the previous period. The
first path is one in which the amount of labor fluctuates as much as the
amount required to produce the output, and the second path is one in which
the amount of labor fluctuates very little. The second path is subject to the
constraint (3.30) that the amount of labor must be sufficient to produce the
output, and the amount of labor was adjusted if necessary to meet this. Other
paths were tried as weighted averages of the two extreme paths.

Given the price path and the employment path, it is possible from (3.43)-
(3.44) and (3.47)~(3.51) to compute the wage path that is necessary to have
the employment path met. In other words, it is possible to compute the wage
path that the firm expects is necessary to attract the amount of labor that it
wants.

Given all these paths, it is possible to compute the objective function of the
firm. This is done using (3.31)}-(3.40). Since the algorithm consists of many
layers of searching, the objective function is computed many times in the
process of searching for the optimum. If, say, 5 output paths are tried for each
sales path, if there are 3 types of machines, if 5 investment paths are tried for
each output path and type of machine, and if 5 employment paths are tried
for each investment path, then 375 objective function values (5 X 3 X 5 X 5)
are computed in the process of inding the optimum for the given sales path.
If, say, 25 price paths (and thus 25 sales paths) are tried, the total number of
objective function evaluations is 9,375 (25 X 375). Searching for the opti-
mum price path was done by changing a price for a given period or a set of
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prices for a number of periods until the ohjective function stopped increasing
and then trying another price or set of prices. The base price path that was
used was the one in which the firm expects its market share of goods to remain
unchanged. In other words, the base price path is one in which the firm is not
trying to increase or decrease its market share.

Simulation Results

The length of the decision horizon, T, was taken to be 3 for the simulation
results. The number of different types of machines, M, was taken to be 3, and
the length of life of a machine, m, was taken to be 2.

The following values of the initial conditions were used.

Initial Conditions

(t=1)

Ap—y =—100.0 My, = 250
Iioy= 270 Pi= 10
My = 00 Pi= 10
My, _,= 00 Poo,= 10
IMpe = 270 P_,= 10
IMpy, o= 270 Ve = 50.0
Mgy, = 00 Vi = 50.0
M= 00 Wi, = 10
Kieey= 00 W= 10
Koy = 540 W_,= 10
Koy y= 00 Xp1=263.0
Ly = 1850 Xy =263.0
LA, = 3700 XA,_, =526.0
LAUN,_ = 3700

Note that all machines on hand were assumed to be type 2 machines.

With respect to the exogenous variables, the interest rate for period |, R,
was taken to be .07, and the tax rate for period 1, &,,, was taken to be .5. The
firm was assumed to know these values at the beginning of period 1 and to
expect them to remain unchanged for periods 2 and 3. The firm was assumed
to expect the price of investment goods for periods 1, 2, and 3 1o be unchanged
from its initial value given above of 1.0 (thatis, P;=1.0,r=1, 2, 3).

The two terminal-condition values were taken to be X = 54.0 and
¥ = 50.0. The following parameter values were used.
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Parameter Values

H= 10 7y =25.0/263.0 = .095057
B, = 50.0/263.0 = .190114 A, =263.0/185.0 =1.421622
By= .08 Ay =1.0064, =1.422475
Bi= .08 Ay =1,/1.006 =1.413143
p.= .04 My = 263.0/54.0 = 4.870370
Bs= .04 =l

Be= 5 Mz =l

B= —.03 6, =1.0315

fe=—10 6,=1.0

By=—50 0= 97

b= )

Bu= 10

Bip=—10

Biz= 5.0

Note that all three types of machines have the same g, value. Type | machines
are the most efficient with respect to labor requirements (that is, A, is the
largest) and cost the most (that is, 8, is the largest). Type 3 machines are the
least efficient with respect to labor requirements and cost the least.

The algorithm discussed in the previous section was used to solve the
maximization problem. In the search for the optimal price path, the smallest
change in a price that was allowed was .001. For each price path, five cutput
paths were tried (the two extreme paths and three weighted averages). For
each output path and each type of machine, five investment paths were tried
{the two extreme paths and three weighted averages). For each investment
path, five employment paths were tried {the two extreme paths and three
weighted averages). The weights were .5, .5; .1, .9; and .9, .1. It i1s ¢clear that it
would be necessary to try more paths in order to obtain the exact optimum,
but for present purposes it is unlikely to matter that the exact optimum was
not reached. Enough searching was done to make it likely that the computed
optimum is close to the exact optimum, and for qualitative purposes this
should be sufficient.

Each solution of the maximization problem took about 38 seconds on the
1BM 4341 at Yale. Neither the DFP algorithm nor the procedure of obtaining

- first-order conditions analytically and solving them using Gauss-Seidel was
tried, since the problem is really too complex for these methods. The problem
has an inequality constraint, {3.42), which the methods cannot handle di-
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rectly, but even if adjustments could be made for this, the problem is still too
involved. It is not obvious that the DFP algorithm could have found the
optimum given that it takes no advantage of the structure of the problem, and
it seemed too risky to try. With respect to the other method, considerable
work would have been required to obtain the first-order conditions, and this
did not seem worth the cffort.

The solution using the initial conditions and parameters just given was one
in which the value of each decision variable was the same in all three periods.
The values for selected variables are presented in the first column of Table
3-3. The ratio L,;/LMIN; in row 20 is a measure of the amount of excess labor
held, where a value of 1.0 means no excess labor held. Likewise, the ratios
K /KMIN,, i =1, 2,3, in rows 21 - 23 are measures of the amount of excess
capital held.

The simulation experiments consisted of changing initial conditions or
exogenous variable values or parameter values, solving the maximization
problem again, and observing the changes in the solution values from those
for the base run. Results for nine experiments are presented in Table 3-3. The
following paragraphs provide a discussion of these results.

Experiment 1: Increase in P,,, the initial value of firm &’s price. From
(3.43), P, has a positive effect on firm /s expectation of firm k’s price for
period 1 and beyond (row 2). Firm fresponded to the increase in P, by raising
its own price (row 1). Had it raised its price by the same amount that it
expected firm &’s price to be raised, its expected market share would have
remained constant (Eq. 3.46). In fact, its expected market share increased in
all three periods (row 4). Although this is not shown in the table, firm fraised
its price less in period [ and slightly more in periods 2 and 3, the net result
being an increase in market share for all three periods.

The expected aggregate demand for goods decreased because of the in-
crease in prices (row 3; Eq. 3.45), Since firm f7s expected market share rose
and the expected apgregate demand for goods fell, firm /s expected sales
could go either way. In fact, expected sales rose in period 1 and fell in periods 2
and 3 (row 35). Although this is not shown in the table, the sum of sales over the
three periods rose. Production was smoothed relative to sales and was higher
in all three periods (row 6). The stock of inventories was lower in periods 1
and 2 and equal to the terminal condition of 50.0 in pertod 3 (row 7).

The firm retained its investment in type 2 machines (rows 8- 13). Invest-
ment was higher in periods [ and 3 to meet the increased production (rows 12
and 14). Employment was also higher (row 15). Firm f°s wage was higher io
attract the extra employment (row [6). This in turn led firm fto expect that
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firm £'s wage would be higher in periods 2 and 3 (row 17; Eq. 3.47). The
expected aggregate supply of labor was lower because (although not shown)
prices rose more than wapes (row 18; Egs. 3.49 and 3.50). Firm /s expected
market share of labor rose because it had to attract the extra employment
{row 19).

The firm planned to hold no excess labor or excess capital (rows 20-23).
Profits and cash flow were higher because of the expansion and the higher
prices relative to wages (rows 25 and 28). The level of savings was lower (row
30), primarily due to the fact that the increase in prices led to an increase in
the value of inventories, which increases profits but not cash flow (Egs. 3.33
and 3.36). Since the level of savings equals cash flow minus profits, it falls,
other things being equal, when prices rise (Eq. 3.37). Money holdings rose
because prices and sales rose (row 32; Eq. 3.39), The level of borrowing, which
is — A, rose because savings fell and money holdings rose (row 31; Eq. 3.38).

Although this is not shown in Table 3-3, roughly the opposite happened
when P, was decreased rather than increased. Firm fdid not lower its price as
much as it expected firm k& to do, and therefore it lost some market share. Its
level of sales was lower in all three periods, as was its production. Investment
and employment were lower; the wage rate was lower; profits and cash flow
fell. The results were not exactly opposite in sign because the level of sales of
firm fwas lower in all three periods, whereas in Table 3-3 it is higher only in
period 1. Moreover, the level of inventories, which is lower in periods 1 and 2
in Table 3-3, was also lower when P, was decreased. In both experiments firm
Fchose to produce less than it sold in period 1.

Experiment 2: Increase in Wy, the initial value of firm k’s wage. From
(3.47), W, has a positive effect on firm /s expectation of firm &’s wage in
pericd | and beyond. The increase in W, thus led firm fto expect firm &'s
wage to be higher (row 17). Firm fresponded to this by raising its wage (row
16). Although this is not shown in the table, firm fraised its wage less than it
expected firm k to do. Its expected market share thus fell (row 15; Eq. 3.51).
The expected aggregate supply was higher because of the higher wage rates
(row 18; Eqgs. 3.49 and 3.50). Profits and cash flow were lower because of the
higher labor costs. The increase in W, had no effect on firm /s price, output,
and investment decisions,

Although this 1s not shown in Table 3-3, the opposite signs were obtained
when W, was decreased rather than increased.

Experiment 3. Increase in the A;'s, the labor efficiency parameters. An
increase in the A’s means that labor is now more efficient. With no other
changes, this means that the firm is now holding excess labor, It responded to



TABLE 3-3, Simulation wresults for firm f

S|9popy SUlBWOoUoIa0IR 99

Experiment
1 2 3 4 5 [ 7 8 El
interest Interest
Base ) rate X rate

iy chrease Ipcrcase {ncrease {ncrease increase increase Tax rate Sales 'Sa}es
fow values in ?ko in ka in Ai‘s in ui's te .20 to .15 increase decrease increase
no. Variable 12 123 123 123 123 123 123 123 123 9123
1 Pft 1.0 + o+ o+ 080 [{IR ] 00Q 0+ « 0+ + 000 g - - - 0+ + 4+
2 Pkt 1.0 + o+ 0co goo0 [L ] 00+« 40+ 000 0 - - - g+ + 4

3 XAt 526.0 - - - gouw [ 000 a- - 0 - - 000 .- L
4 xft/XAt -5 + o+ ao0o0 000 000 0 - - 49 - - ao0do 0000 0608

5 Xft 263.0 - - go00 00¢ 000 0 - - o - - 900 - - - - LR
& th 263.0 o 000 008 o000 - - - - = ao00 - = -
7 Vft 50.0 - -0 00 coe a8 - -0 - -0 o000 +++ 0 - - -0
8 Yflt 8.6 000 060 [ s0d 0040 0040 000 0000 gooo
9 Yf2t 263.0 LR Q00 000 800 - - - - - - - - - - - - -+
10 YfSt 0.0 0o0a aa00 000 00 + o+ o+ g0o P 5608 o000
il TMflt 0.0 0464 gaaQ 0043 000 [V 00640 200 G808 0ooco0o0
12 IMfZt 27.0 + 0+ 0oa 040 ooo - - - -00 - - - ¢-00 0+0 +
13 IMfSt g.0 oo0¢@C ¢co00 Q40 000 + o 64090 + ot 4 00¢0 Co0G
14 Ift 27.0 + 0+ oco coo - 00 - - 00 - - - o-00 0 +0 +
15 Lft(:mxft} 185,0 PR ogo0o0 - - - + 0 + -+ .- - + o+ 0--- G+ + +
16 wft 1.0 o+ o+ + oo - - - + -+ -+ 4 o - RS 0-- - .
17 wkt 1.0 0+ + + o+ o+ 0 - - a4+ 0 0 -+ 0. - o+ + 00 - - GO+
18 LAt ( =LAUNt} 370.0 - - - + o+ - - - + 0+ [ PR + o+ o+ g+ + + G- - -



1y Lft/LAt .5 + 4+ - . - - - + 0+ -+ o+ - - - EE g-- - 0+ + +
20 Lft/LMIth 1.0 o600 ooec coo [ ] coo 0go0 poo 0900 0000
21 KfithMINfltb 1.0 (LR go0o ooo 00+ go00 gon aoe 4000 Q000
22 ngt/KMINthb 1.0 ARV 000 too [V ] oo 00+ G049 000 + 000
CMIN P

23 KfstjaﬁINfst 1.0 (L 000 s 00 ueo 00+ g00 [URUNG 40000 0000
24 DEPft 27.0 ok o+ 000 cou --0 .o - - - - 0--0 0+ o+ 4+
25 nft 44 .6 + o+ + 4+ + o - .o - - - - - [ -+ o+
25 Tft 22.0 + + - - - + o+ + PR - - - - + + o+ - -4 4+
27 th 22.0 o+ o+ P + 4+ + o+ - - - - - - - - - — ¥
28 CFft 44.0 + o+ o+ -— + 4+ o+ + o+ - PR - - - + - - R + - -
29 CFft 'Tft 22,0 + o+ o+ - - - + o+ o+ + - - - - - - - - - - - -t - - -
30 sft 0,0 ERE [ g 00 + -0 + o+ - + - - + 58 -+ 4+ + o~ - -
31 g 100.0 P 0o 080 -0 - - - - - - - - - - - -
32 Mg 25.0 oo 0w [ 008 0 - - 0- - 0409 EECEE L
33 OBJf 61.636 + - + + - - - +
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this by lowering employment (row 13); its wage rate was lower because it
needed to attract less labor (row 16). The firm chose to hold no excess labor
(row 20), which means that all excess labor was eliminated in period 1. Profits
and cash flow were higher because of the lower labor costs.

Experiment 4: Increase in the s, the capital efficiency parameters. An
increase in the 4,"s means that the machines are now more efficient, which
with no other changes means that the firm is holding excess capital. It
responded to this by lowering investment enough in period 1 to eliminate all
excess capital {rows 14 and 21). Although excess capital was not held in period
I, it was held in period 3 (row 21). The amount of capital held in period 3 was
the amount required by the terminal condition {3.42), which was more than
the amount required to produce the output. (The terminal condition was not
changed for this experiment.)

Experiment 5: Interest rate increase to .20, In this case the firm switched to
the cheaper, more labor-intensive type 3 machines (rows 8 - 13). It also raised
its price in periods 2 and 3 and contracted. Investment was lower in all three
periods (row 14). Employment was lower in period 1, but it was higher in
periods 2 and 3 because of the increased labor requirements on the type 3
machines. The increase in the interest rate thus led to higher prices and lower
investment and output.

FExperiment 6: Interest rate increase to .15, In this case the interest rate
increase was not large enough to lead the firm to switch to the type 3
machines. It was still optimal, however, for the firm to raise its prices in
periods 2 and 3 and contract. Note that sales are unchanged in period 1, but
that production is lower (rows 5 and 6), which means that the stock of
inventories is lower (row 7). Since the interest rate contributes to the opportu-
nity cost of holding inventories, an increase in the interest rate may lead the
firm to hold fewer inventories, which is what happened here. The stock of
inventories was unchanged in period 3 because of the terminal condition.
Since the initial stock of inventories and the terminal condition are the same,
any optimal plan of the firm must have the sum of production across the three
periods equal the sum of sales. The way in which the firm can bring this about
and still have the stock of inventories be less in periods 1 and 2 is to sell more
in period 1 than in periods 2 and 3 and yet produce the same amount in all
three periods. This is what the firm did in this experiment.

Although this is not shown in Table 3-3, the firm responded to an interest
rate decrease (to .04) by switching to the type | machines and increasing
investment. It did not, however, change its price and production plans, so
there was no planned change in inventories. Employment was lower even



A Theoretical Model 69

though preduction was unchanged because of the use of the less labor-inten-
sive machines,

Experiment 7 Tax rate increase. The increase in the profit tax rate led the
firm to switch to the cheaper type 3 machines. Investment was lower because
of this. Prices and production were unchanged. The main reason for the
switch to the cheaper type 3 machines is the following. The objective of the
firm is to maximize the present discounted value of after-tax cash flow. Two
of the terms in the expression for after-tax cash flow are — P4, + d, DEP,,
which means that investment lowers after-tax cash flow but depreciation
raises it. The higher the tax rate d,,, the more advantageous it is for the firm to
have investment be low relative to depreciation. One way in which this can be
done is to switch to the cheaper type 3 machines. This change lowers
investment but does not require a lowering of production as long as more
labor is hired. Depreciation does not fall as much as investment because itisa
function of investment lagged one period as well as of current investment (Eq.
3.32). Although depreciation is lower in Table 3-3 (row 24), it is not as low as
investment in period I. (Note that from row 15 employment is higher, and
that from row 16 the wage is higher, in order to attract the extra labor.) This
negative effect of the tax rate on investment would, of course, not exist if
investment expenditures could be written off completely in the current
period. The effect is simply due to the krm’s taking advantage of the effect of
past investment expenditures on current depreciation.

Although this is not shown in Tabie 3-3, a decrease in the tax rate led the
firm to switch to the type 1 machines, raise investment, and lower employ-
ment. The results were exactly opposite in sign to those for the increase in the
tax rate.

Experiment 8: Unexpected decrease in sales. This experiment requires
somewhat more explanation than the others. As will be discussed in Section
3.1.5, a firm solves its maximization problem at the beginning of the period
before any transactions have taken place. Once transactions have taken place,
many of the variables will be different from what the firm expected them to
be. For experiment 8 the firm was first assumed to solve its maximization
problem with no changes in any variables, so the decision values were those
for the base run. The level of sales was then decreased. The effects of this
change on the variables for the current period are presented in column 0 in
Table 3-3 under experiment 8. The sales decrease took the form of a drop in
aggregate demand /X4, ), and thus there 1s a negative sign in row 3. The firm’s
market share was assumed to remain unchanged, so its sales dropped (row 3).
Because a change in sales increases labor requirements (Eq. 3.27) and because
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the firm was not planning to hold any excess labor, production had to be cut
slightly from its planned level in order to meet the employment constraint
(3.30). This is the reason for the minus sign in row 6, Production was cut less
than sales fell, and therefore inventories rose (row 7). Because of the lower
level of production, the firm ended up with slightly more capital than it
needed to produce the output (row 22). In other words, meeting the labor
constraint resulted in some excess capital being held. Profits and cash flow
were lower because of the drop in production and sales. The drop in aggregate
demand was also assumed to affect firm &, the other firm in the model. Firm k
is assumed to be identical to firm £, and so the results are the same for firm k.

Any variable in column 0 that is not changed is a decision variable or an
expectation variable that is not affected by the transactions of the period. The
important decision variables for which this is true are the firm’s price,
investment, employment, and wage rate. Given the new set of initial condi-
tions, the firm’s maximization problem was solved again, where the horizon
was still assumed to be three periods. The results are in columns 1, 2, and 3in
the table under experiment 8.

The firm responded to the sales decrease by lowering its price, production,
investment, employment, and wage rate. Firm fexpected firm k to lower its
price because it knew that firm &’s stock of inventories exceeded 8, X, - Firm f
lowered its price by the same amount that it expected firm 4 to, thus leaving its
market share unchanged (row 4). The lower prices have a positive effect on
expected aggregate demand, but the lower initial level of aggregate demand
has a negative effect (Eq. 3.45). The net effect was negative (row 3). Given the
unchanged market share, the level of sales of firm f'was lower (row 5). This
then led to lower production, investment, employment, and the like.

Cash flow after taxes was larger for two of the three periods (row 29), and
the objective function was larger (row 33). This is, however, somewhat
misleading in that the firm is not better off because of the sales decrease. The
firm suffered a loss of cash flow after taxes in period 0, and the objective
function sign in row 33 pertains only to periods 1, 2, and 3. The firm started
off at the beginning of period 1 with a higher level of inventories than was the
case for the base run, and it gained cash flow by selling these off over the
periods to reach the terminal condition of 50.0.

Experiment 9: Unexpected increase in sales. For this experiment sales were
increased rather than decreased. The results are roughly the opposite to those
for the sales decrease, but there is one important exception: production in
period 0 was lower in both cases. This occurred because of the increased labor
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requirements due to the change in sales, which in both cases required cutting
production in period 0.

Summary of Firm Behavior

The results of these experiments give a fairly good idea of the properties of the
madel of firm behavior. Some of the main effects are the following.

1. A change in the expected price (wage) of firm k leads firm fto change its
own price (wage) in the same direction.

2. Excess labor on hand leads to a fall in employment, and excess capital on
hand leads to a fall in investment. _

3. An increase (decrease) in the interest rate leads to a substitution away from
(toward) less labor-intensive machines and a decrease (increase) in invest-
ment expenditures. Changes in the interest rate also affect the opportunity
cost of holding inventories, and thus the interest rate may affect the price
and production decisions through this channel.

4. The firm responds to a decrease in aggregate demand by lowering its price
and contracting. It responds to an increase in aggregate demand by raising
its price and expanding.

It should be stressed that the results in Table 3-3 are for a particular set of
parameter values. At least slightly different qualitative results are likely to be
obtained for different sets. It seems unlikely, however, that the general
properties of the model would be much affected by changes in the parameters.
For the purpose of using the model to guide the specification of the economet-
ric model, the results seem sufficient.

One point to note about the resulis is that for none of the experiments did
the firm plan to hold excess labor. Similarly, the firrn never planned to hold
excess capital except in the last period. There are at least two reasons for this.
One is that the cost-of-adjustment parameters regarding labor and capital, f,
and f,, are tairly small; the second is that it is relatively easy for the firm to
smooth production, and with a smooth production path the employment and
investment paths can be fairly smooth without deviating from the required
amounts. Production can be smoothed not merely by using inventories as a
buffer, but also by smoothing the expected sales path through changes in
prices. In order for the results to show excess labor and excess capital being
routinely held, the costs of smoothing production would have to rise relative
to the costs of adjusting labor and capital. Again, however, for present
purpases the results given above seem adequate.
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3.1.4 Bank and Government Behavior
Bank Equations

Banks play a passive role in the model in the sense that no maximization
problem is specified for them. Each bank, say bank b, receives money from
households and firms in the form of demand deposits. Let — M, denote the
amount of demand deposits held in bank &, where M,, is negative because
demand deposits are a liability of a bank. Banks must hold a proportion g,, of
their demand deposits in the form of bank reserves:

(3.53) BR, =—g,M,, [bank reserves]

where BR,, is the level of bank reserves and g,, is the reserve requirement rate.
Bank borrowing from the monetary authority, BO;,, is assumed to be a

function of the difference between the discount rate, RD,, and the interest

rate, R;:

BO,,

BR,,

No interest is assumed to be paid on demand deposits, and thus the level of
before-tax profits of a bank is the difference between the interest revenue from
its loans and the interest costs of its borrowing from the monetary authority:

(3.55) =m,=RA,— RDBO,, [before-tax profits]

(3.54) =y{RD,— R), v, <0, [bank borrowing]

where 4,, is the amount of loans of the bank. The amount of taxes is
(3.56) T, =dym,, [taxes paid]

where T, is the amount of taxes and o, is the profit tax rate. A bank is
assumed 1o pay all of its after-tax profits in dividends:

(3.57) D,=m, T, [dividends paid]

where D,, is the amount of dividends paid.

A bank’s after-tax cash flow is merely its after-tax profits. Because it pays all
of its after-tax profits in dividends, its level of savings is always zero, which
means that a savings variable for a bank does not have to be specified. The
bank’s budget constraint is

(3.58) 0= Ad, + AM,, + ABR,, — ABO,
or

(3.58)" 0=4A, + M, + BR,, - BO,,. [budget constraint]
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Government Equations

The government is defined here to be both the fiscal authority and the
monetary authority. It collects taxes from households, firms, and banks, and
it earns interest revenue on its loans to banks, If the government is a net
debtor, which is assumed here, it pays interest on its borrowings. The other
costs are wage costs and costs of goods purchased. The level of savings of the

government, S, is

(3.59)  S,=Z,7,+27,+2%,T,,+ RDZ,BO, + R A,
= Wl — PuC,. _ [savings]

The respective summations are over all the households, all the firms, and all
the banks. A, is the value of net assets of the government (not counting
2, B0,,), and it is negative if the government is a net debtor. The term R, 4, is
thus negative. L, is the amount of labor employed by the government, and
W, is the wage rate paid by the government. C,, is the amount of goods
purchased, and P, is the price paid per good.

The budget constraint of the government is

(3.60) 0=S5,+3,ABR, — 2, ABO, — AA4,,. [budget consiraint]

This equation states that any nonzero level of savings of the government must
result in a change in nonborrowed reserves (that is, high-powered money) or
government borrowing, —A4,,. For convenience, — 4, will be referred to as
“the amount of government securities outstanding,” even though there is no
distinction in the model between government securities and any other type of
securities.

Government behavior with respect 1o the tax-rate and expenditure vari-
ables is taken to be exogenous. In other words, fiscal policy is exogenous. The
exogenous fiscal policy variables are d,,, d,,, TR,, L, and C,,.

The three monetary policy variables are g,,, RD,, and A,,. If all three of
these variables are taken to be exogenous, the interest rate is implicitly
determined in the model. Its value must be such as to have (3.60) satisfied,
and in this loose sense it can be matched to (3.60). An alternative treatment is
to assume that the government follows some reaction function with respect to
its monetary policy. The reaction function that was assumed here is an

- interest rate reaction function:

361y R=j...) [interest rate reaction function]

where the arguments of the function are variables that affect the interest rate
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decision. Another possible reaction function is one in which the money
supply, M,,, is on the LHS, and another is one in which the variable
nonborrowed reserves, £, BR,, — X, BO;,, is on the LHS. If a reaction func-
tion is postulated, one of the three monetary policy variables must be taken to
be endogenous, where the most likely candidate is A,,. If 4, is taken to be
endogenous, this means that open-market operations are used to meet the
target LHS variable cach period.

3.1.5 The Complete Model

There are two main questions 1o consider when putting together a model like
the present one. One is how the agents are to be aggregated, and the other is
the order in which the transactions take place. Aggregation will be discussed
first.

One way in which the model counld be put together would be 1o specify a
number of different households, firms, and banks; have each one make its
decisions; and then have them trade with each other. In order to do this one
would have to specify mechanisms for deciding who trades with whom, and
one would have to keep track of each individual trade. Questions of search
behavior invariably arise in this context, as do distributional questions.

The other way is to ignore search and distributional issues. Even here,
however, there are at least two ways in which these issues can be ignored: one
is to postulate only one firm and treat it as a monopolist; the other is to
postulate more than one firm but treat all firms as identical. This latter
approach is the one that was taken. The advantage of postulating more than
one firm is that models can be specified in which the behavior of an individual
firm is influenced by its expectations of the behavior of other firms. Models
like this, in which market share considerations can play a role, seem more
reasonable in macroeconomics than do models of pure monopoly behavior.

An apparent disadvantage of postulating more than one firm and vet
treating all firms as identical is that whenever a firm expects other firms to
behave differently from the way it plans to behave, the firm is always wrong,
Although firms always behave in the same way, they almost always expect
that they will not. Firms never learn, in other words, that they are identical,
Fortunately, this disadvantage is more apparent than real. If one is ignoring
search and distributional questions anyway, there is no real difference {(as far
as ignoring the guestions is concerned) whether on¢ postulates one firm or
many identical firms. Both postulates are of the same order of approximation,
namely the complete ignoring of search and distributional questions, and if
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one feels that a richer model can be specified by postulating more than one
firm, one might as well do so. The added richness will be gained without losing
any more regarding search and distributional issues than is already lost in the
monopoly model.

The aggregation that was used here consists of one household, two identical
firms, and one bank. The household will be denoted 4, the firms fand £, and
the bank &. With respect to the order of transactions, information flows in one
direction in the model: from the government, to the firms, to the household.
Decisions are made at the beginning of the period before any transactions
take place, and transactions occur throughout the rest of the period. A brief
outline of the information flows will be given, and then the complete model
will be set up. Note that the order of transactions 1s important in a model like
the present one in which there can be disequilibrium. If transactions take
place at nonmarket clearing prices, it is necessary to postulate who goes
unsatisfied. In an equilibrium model in which no transactions take piace until
the market clearing prices are determined, the order of transactions does not
matter.

A Brief Outiine

Let ¢ be the period under consideration. Before transactions take place, the
following events occur. (1) The government determines the fiscal and mone-
tary policy variables for period ¢ This includes the determination of the
interest rate, which means that whatever variables are in the interest rate
reaction function {3.61) are assumed to be known by the government at the
beginning of period ¢. (2) Each firm receives information on the profit tax rate
and the interest rate for period ¢ from the government, forms expectations of
these two variables for all relevant future periods, and solves its maximization
problem. Determined by this solution are, among other things, its price, wage
rate, and the maximum amount of labor to employ. {3) The household
receives information for period ¢ on the tax rate, the level of transfer pay-
ments, the interest rate, the wage rate, the price of goods, and the maximum
amount that it will be able to work. It forms expectations of these variables for
all relevant future periods and then solves its maximization problem. Deter-
mined by this solution are, among other things, its labor supply and con-
sumption. (4) After the household makes its decision, transactions take piace.

Note that the model is recursive in the sense that information flows in only
one direction, The firms are not given an opportunity to change their
decisions for the current period after the household has made its decisions; the
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firms only find out the decisions of the household after transactions have
taken place. Note also that because the household makes its decisions after
receiving information on the labor ¢constraint, the system is guaranteed that
the amount of labor supplied will not exceed the maximum allowed.

If the model is to be solved for more than one period, the whole procedure is
repeated for period ¢ + | after the transactions have taken place for period 7.
The decisions for period ¢t + 1 are based on knowledge of the transactions for
period 7. Although values of the decision variables are computed for all
periods of the horizon each time a maximization problem is solved, it is
important to keep in mind that only the values for the current period are used
in computing the transactions that take place. In each period new time paths
are computed, based on the transactions that have taken place in the previous
period, and thus the optimal values of the decision variables for periods other
than the current period are of importance only insofar as they affect the
optimal values for the current period.

The Mode!

When the complete model is put together a distinction must be made between
the stock holdings and the bond holdings of the household. This distinction
was unnecessary in the discussion of the household maximization problem
because the expected rates of return on stocks and bonds are the same. The
actual rates of return are notin general the same, and so this must be modeled.

The household owns all the stock in the model. Let PS,_; denote the value
of this stock at the end of period 1 — 1 or the beginning of period ¢. PS,_, is
assumed to be equal to the present discounted value of expected future
after-tax cash flow of the firms and the bank, where the discount rates are the
expected future one-period interest rates. Let . E,_, denote the expected
value of after-tax cash flow for period ¢ — 1 that was made at the beginning of
period 1 — 1, and let ,E, denote the expected value of after-tax cash flow for
period ¢ that is made at the beginning of period 7. The variable ,E, is assumed
to be a weighted average of ,_, F,_, and the actual value of after-tax cash flow
inperiod— 1:

(3.62) =M B )+ (1 — A)(Cf}_, . 7}3—4 + Ckal 7
+D,y), 0<i<l
[expected value of after-tax cash flow for period /]

The expected values of after-tax cash fiow for periods t + 1| and beyond are all
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assumed to be equal to E,. Similarly, the expected values of the interest rate
for periods ¢ + 1 and beyond are all assumed to be equal to the rate for period
[, R,. R, is known at the beginning of period ¢. These expectational assump-
tions imply that

zEf

t

363y PS_|= [value of stocks at the beginning of period {]

Let 4;,_, denote the bond holdings of the household at the beginning of
period ¢ Then the total value of stock and bond holdings af {he beginning of
period ¢, which was denoted A4,,_, in the discussion of the household maximi-
zation problem in Section 3.1.2, is A}, + PS,_,. These variables will be
used in the equations that follow.

There is a potential constraint on the output of the firms, which was briefly
discussed in Section 3.1.3. Although the firms expect that they will be able to
produce the amount of output that is computed from the maximization
problem, this may not be the case. If the level of sales and the stock of
inventories turn out to be different from what they were expected to be, labor
requirements in {3.26) and (3.27) will be different from what they were
expected to be. If the requirements are higher and if the firm was not planning
to hold any excess labor, output will have to be cut from its planned value.
Also, the firm may not get as much labor as it expected, and this will force it to
cut output unless there is excess labor on hand to make up the difference,
These adjustments are included in the model below.

The complete description of the model is as follows. The government
determines

(Mi) dlh d2ta TR Lgt: ng: Rn 815 RD(

These decisions are exogenous except for the decision regarding R,. R, is
determined by the reaction function (3.61), The value of stocks for the
beginning of period ¢ is determined by (3.63):

M2)  PS_,.

The value of the stock and bond holdings of the houschold at the end of pertod
¢t — 1 or the beginning of period 7 1s

(M3) Ay = Ajpey + P8y,

where A}, is determined in period ¢ — 1.
Given d,, and R, firms fand & solve their maximizatton problems. Singe
the firms are identical, only the values for firm f need to be noted. The
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following variables, among others, are determined from this solution:
(M4) Py, IMy,, Ky, Iy, LMAX,, W,

All the different prices in the model are assumed to be equal to Py, and ali the
different wage rates are assumed to be equal to Wy

(M5)  Py=P,=Pp=F;,
M6y  Wy=W,

o= Wy
The maximum amount that the household can work, L¥,, is
(M7)  Lp=LMAX, + LMAX,,+ L,,.

Given d,,, TR,, R,, Ay_;, P, Wy, and L}, the household solves its
maximization problem. Determined from this are

(MS) L}u: Cfus Nhh 1”&1:'

The household can also be thought of as solving 1ts maximization problem
under the assumption of no labor constraint. Let LUN,, denote the amount of
labor that would be supplied if the constraint were not binding. Firms are
assumed to observe this value after transactions have taken place, and
therefore it is a variable of the model:

(M9}  LUN,,

After the household makes its decisions, transactions take place. The rest of
the model describes these transactions, The level of total sales is

(M10) XA, =C,+ L, +1,+C,.

Each firm receives half the sales:

MI1) X=X, = .5XA,.

The total amount of labor supplied to the firms is
(M12)  LA,=L,~ L,

This assumes that the government gets its labor first; what is left over goes to
the firms. Each firm gets half the labor:

(Mi3) Ly=1L,=.5LA4,

If the household were unconstrained, the amount of labor that would be
supplied to the firms would be

(M14)  LAUN,= LUN,, — L.
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Given X, and L,, it can now be seen whether firm f can produce the
amount of output that it expected when it solved its maximization problem. If
it cannot, output is cut back by the necessary amount. This is done in the
most efficient way possible, which is by using the most labor-efficient ma-
chines first, the next most labor-efficient machines second, and so on. ¥, will
be used to denote the actual amount of output produced:

(M15) ¥,

Given o, R,, P}, I, Ly, X;, Y;, and the various lagged values, the
following variables are determined by (3.25) and (3.31)-(3.39):

(M16)  V;, Tj, DEP,, my, Ty, Dy CEyy Sy Agy My,

Because A4, appears in (3.36) as well as in the budget constraint (3.38), the
solution for some of these variables requires solving a small linear model.

The bank variables are determined next. The following equation deter-
mines M,

(M17) Mb£=_“Mfu_Mi‘_Mkr!

where the RHS variables are determined above. This equation merely states
that the demand deposits of the household and firms are held in the bank.
Givend,,, g,,, R,, RD,, M;,, and various lagged values, the following variables
are determined by (3.53)-(3.58):

(M18) BRy,, BOy,, myy, Ty, Dyyy Ay

In order to complete the variables for the household, the value of stocks at
the end of period 7 must be known. Thiscan be doneif R, | isknown, and so it
is assumed that the government sets this rate at the end of period ¢ but before
the remaining variables for the household are determined:

(M19) R,

Given that CF,,, T, CF,,, T}, and D, have already been determined, ., ,E,,
can be computed from (3.62) with the time subscript moved ahead one
period. ,, F,,, is the expected value of after-tax cash flow for period ¢ + I
made at the beginning of period ¢ + 1 {or the end of period ¢). Given R, | and
r1Ere1, £S, can be computed from (3.63) with the time subscript moved
 ahead one period:

(M20)  PS,.
The value of capital gains on stocks for period ¢, denoted CG,, is
(M21}y CG,=PS5,—PS,.,.
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Capital gains are assumed to be taxed like regular income. Givend,,, TR,, R,,
Wi Py, Dﬁ: Dy, Dy, Mm: CG,, My, and Ay, the following four
equations are used to solve for the four LHS variables:

(M22) Y, = W,l, +R4,, +D,+D,+ Dy,
(M23) T,=d,(Y,+CG)Y— TR,

M2y S, =Y, T, P,C,,

{M23) A, =Ap, +5,—AM,,.

Equation (M22) is like (3.11), where nonwage income is now disaggregated
into interest and dividend income. Equation (M23) is like (3.12), where
capital gains are now included in the taxable income base. Equation (M24) is
the same as (3.13). The budget constraint (M25) is like (3.14) except for the
replacement of A’ for 4. Because A}, appears in both (M22) and (M25), the
solution for the four LHS variables requires solving a linear model.

The last two variables to be determined are the government variables S,
and A,,. These are determined by (3.59) and (3.60):

(M26) S, A,

There is one important redundant equation in the model, which states that
the sum of bond holdings across all agents is zero:

(M27)  O=A}+ A+ A+ Ay + A,

This equation is redundant because the sum of savings across all agents is
zero, and each agent’s budget constraint has been used to solve for its bond
holdings.

This completes the solution for period . Given the solution values for this
period, the model can be solved for period ¢ + 1. The initial conditions for
period 1 + 1 are the solution values for period 1.

Simulation Results

Before the model is solved, the interest rate reaction function (3.61) must be
specified. It is taken 1o be

- (361 R,=R,_, m.1UR,+ff—’%£m,
-1

where UR, i1s the unemployment rate. The unemployment rate is defined to
be one minus the ratio of the constrained to the unconstrained supply of
lahor;
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Lhr
LL’.{N"}” )

(3.64) UR,=1-— {unemployment rate]
Equation (3.61) is a “leaning against the wind” equation. The government
raises the interest rate when unemployment falls and inflation rises, and it
lowers the rate when unemployment rises and inflation falls. Given that the
reaction function is used, A4, it taken to be endogenous. The other two
monetary policy variables, RD, and g,,, are exogenous.

The initial conditions and parameter values that were presented earlier for
the household and firms were used for the results for the complete model. The
other initial conditions and parameter values that are needed are the follow-
ing.

(t=1)
A, = 31142857
Dy, = 4.2
BR,.,= 300
BO, _, = 0.0
Aq_, = —231.42857
B = 482
CFyy= 440
CFp_,= 440
Ty = 220
T = 220
R_, = 07
UR,., = 0.0
= —10
= 9

The reason for the choice of the above value for 4/, _, is the following. From
(M3) the value of wealth of the household at the beginning of period ¢, A,,.,,
isequalto Aj,_, + PS,..,, where from (3.63) PS,_, = .E,/R,. Given the above
initial conditions, ,E, equals 48.2 and R, equals .07, which implies a value of
PS, , of 688.57143. This value plus the above value of 311.42857 for 4;,_,
equals 1,000, which is the value of 4,,_, used in Section 3.1.2 for the
simulation results for the household.

With respect to the terminal value of wealth of the household, AM in (3.16),
it was taken to be 311.42857 + PS,_, for all of the experiments with the
complete model, where PS,_| is the value of stocks at the end of the previous
period, If the model has been solved for at least one period, then the value of
PS,_, willin general differ from 48.2/.07, since in general both ,E, and R, will
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be different. The terminal value of wealth thus differs from period to period
depending on the value of stocks.
The government values that were used for the base run are as follows.

(1=1)

dy,= 2
dy= .5
TR,= 0.0
L,=300
C,=9%6.0
gu= .2
RD,= 07

The results of solving the model for the above values are presented in the
first column of Table 3-4. A solution of the model for, say, period | requires
running through steps (M1)~(M26). This entails the household and firms
solving their maximization problems for periods 1-3, although only the
decision values for period 1 ever get used. Once the model is solved for period
1, it can be solved for period 2. As the model is solved forward, it is assumed
that the length of the decision horizon for the household and firms always
remains at 3,

The cost of solving the complete model for one period is dominated by the
cost of solving the maximization problem of the firm, since the other calcula-
tions are more or less trivial, The time taken on the IBM 4341 at Yale for the
solution of the model for one period was about 39 seconds, of which about 38
seconds was used for the firm’s maximization problem.

When the household solves its problem in, say, period 1, it must form
expectations of W, Py, R,, d,,, and TR, for periods 2 and 3. In the analysis of
household behavior in Section 3.1.2 it was assumed that the household
expects these varables to remain unchanged in perieds 2 and 3 from the
observed period { values, and this assumption has been retained for the
solution of the complete model. Regarding the labor constraint, it was
assumed for experiment 7 in Table 3-2 that the household expected the
constraint to be binding only for period 1, and this assumption has also been
retained for the solution of the complete model. The labor constraint is thus
binding on the household for at most the first period. In the analysis of firm
behavior in Section 3.1.3 it was assumed that the firm expects the interest rate
(R,) and the tax rate () to remain unchanged from the observed period 1
values, and the price of investment goods { £ ) to remain unchanged from the
observed period O value, This assumption has been retained here.

When the model is solved period after period using the above initial
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conditions and parameter values and the above set of government values, the
same solution value is obtained for each variable for each period. In other
words, a “self-repeating™ run is obtained. The values for selected variables
from this run are presenied in Table 3-4 in the column headed “Base run
values.” The self-repeating run is an equilibrium run in the sense that all the
expectations are equal to the actual values, No errors are made anywhere in
the model.

The experiments consisted of changing one of the government values and
solving the model again. The value was changed for the current and all future
periods. Most of the important properties of the model can be discovered by
analyzing just two experiments: an increase in the interest rate and a
decrease in government purchases of goods, For the interest rate experiment,
the interest rate reaction function was dropped from the model and the
interest rate was taken to be exogenous. This allows the interest rate to be
taken to be a policy variable and changed exogenously. The results of the two
experiments are presented in Table 3-4. Both the pluses and minuses and the
actual numbers are presented for cach experiment. Although the numbers
have no empirical content, knowledge of them sometimes helps in under-
standing the results. The following paragraphs present a discussion of the
results,

Experiment I An increase in the interest rate. The reader should remember
that for this experiment there is no interest rate reaction function. The
interest rate is exogenous, and the experiment consists of increasing it to .071
from its base period value of .070. Call the first period of the experiment
period 1. The increase in the interest rate in period 1 causes the household to
suffer a capital loss on its stocks at the beginning of the period (Eq. 3.63).
Although this is not shown in the table, the value of stocks is
48.2/,071 = 678.87, which compares to the base run value of
48.2/.07 = 688.57.

The increase in the interest rate was not large enough to affect the firms’
decisions for period 1 (rows 1, 6, 8- 12). The household wanted to work more
(row 19), but it was constrained from doing so because the firms did not want
1o hire any more labor. The household thus worked the same amount {tow
13). It consumed less, spent more time taking care of money holdings, and
planned to save more (rows 14, 15, 17). When transactions took place, sales
were less (row 2} because of the drop in demand from the househoid.
Production was slightly less (row 3) because the firms were forced to cut
production from the planned values due to the increased labor requirements
resulting from the change in sales. This cut was small, and sales dropped more
than production, The level of inventories thus rose (row 4). The firms’ profits



TABLE 3-4. Simulation results for the complete model
Experiment ©
Base R cgt[-)
Ro run Signs Yalues Signs Values
W values

no. 12 12345 1 2 3 4 s 12345 1 2 3 4 5
Some key varjables:

1 Pfg 1.0 9---- 1.0 L9999 9998 9957 5990 0w - - 1.0 L5988 ,9996 .95894 .8991

2 xft 263.0 - - - - - 262.82 262.78 262.83 202.86 262,93 @ - - - - - 262,75 262.61 262,54 262,38 262.21

3 Y 263.0 - - - - 262,97 262.79 262,75 262.82 262.83 - - - - - 262.96 262.70 262.56 262,47 262,29
4 Ve 50.0 L 50,16 50,17 58.09 30.05 40.96 LR 5¢.21 50.3¢ 52,31 50,40 50.49
5 URt 0.0 + o+ 4+ + 0 00052 00068 00056 00018 0.8 0+ + + + 0.0 00886 00159 00217 00307
G wft 1.0 0w - - - 1.0 L9997 8796 9995 L9995 0 - = = = .0 .9908 9895 .9591 .9985

7 Rt+1 07 o+ o+ + .071 L0718 071 L071 071 L .07 L0698 G694 3689 ,0683
Firm £'s decisions (other

than Pft and wft):

8 th 263.0 0 - - - - 263.0 262.85 262.8% 262.B5 262.87 0---- 263,02 262,79 262.67 262,61 1262.46
9 Y;t 263.0 9 - -« - 263.0 262,80 262,75 262.82 262,85 0« - - 263.0 262,72 262,57 262,50 262.33
12 Vgt 50.0 0+ ++ + 50.0 50,10 50.11 50.06 50.03 0+ + + + 50.0 50.14 50.20 50,21 50.27
11 Ift 27.0 8- - - - 27.0 26,96 206,99 26.97 27.00 0---- 27.0 26.94 26.97 26,93 26.93
12 Lf_-t (=LMAXft) 185.0 0« - - - 185.0 184,87 184.84 184.85 184,91 G ---- 185.4  1B4.82 184,73 184,67 184,56
Household's decisions:

13 Lht 400,80 - - - 400.0 399,74 399,68 3G9.76 359,77 0--- - 400.0 358,64 359.44 399,35 399.12
14 Cht 376,00 - - - . - 375.64 375.63 375.68 375.77 375.45 0---- 376.0 375.84 375,65 375.41 375.04
15 Nht . 2646 I I L2665 L2665 L2666 L2665 2665 0+ - - - . 2646 . 2647 L2643 L2637 2628
16 Mht 0.0 - - - e 95,88 99.87 099.87 99.88 929,90 g---- 100.0 85.%4 99,88 99,80 99,69
17 Sgt 0,0 4 F ot F .66 A% W32 .31 .26 0---- 0.0 -.18 -, 27 -~.31 -.40
18 Aﬁt 1080.86 « - » - - 091,08 990.99 991,20 991.54 901,83 D -+ + =+ 1800.0 096,28 1000.70 1003.25 1006.30
18 LUK £00.0 b - - - 400.21 400.01 399,90 399,83 399,77 0 -+ + + 400,0 309.98 400.08 400.22 400.35

ht

S[OPOW JUIBLLOUCIB0IIRN 8



Transactions-determingc
variables (other than

Xeer Yoo Voo

0 Ly 185.0 [ SN 185,0 184,87 184.34 184,88 184,88 0 - - - - 185.0 184,82 184.72 1B4.67 184.56
omg, 4.0 - - - 43.86 43.85 43.85 43.88 43.88 - - - - - 43,85 43,88 43.88 43,90 43,93
Dy 2.0 - e e e 21,93 21.92 21.93 201.94 21.94 I 21,87 21,83 21,94  21.95 21,96
2 CFp -Te 22,0 . 21.78 2:.93 21.99 21.99 22.02 - - - - - 21,76 21,8% 21,92  21.89 2:.89
W S 0.0 R -.16 .02 .07 .05 08 L oo - -.21 -.04 -.01 -.06 -.07
B -Ap 100.0 R 100.14 100.12 100.05 100,00 09.92 O —_— 100,19 100,22 100.22 100.25 100.30
LN PN 25,0 - - - - - 24,98 24,98 24.98 24.98 24,98 . . . - - 24.98 24,96 24.95 24,93 24.90
oM 1500 - - - - - 149.85 149.82 140.82 149,84 149,87 - - - - - 149,85 149.86 149.77 I149.65 149.49
8 BR, 0.8 - - - - - 29.97 29,96 29.96 29.97 29,97 - - . - . 29,99 29,87 29,95 29,93 29.90
29 BO, 0.0 b b4+ L030  .030  .030  .030 ,030 00- - - 0.0 0,0 -,007 -,019 ..032
300 p, 4,2 PR 4.256 4.255 4,255 4,355 4.256 0 - - - 4 w 4,199 4,196  4.179  4.153  4.121
LI 120.0 - - - - - 119,91 119,89 119.89 11%.80 118.92 - - - - - 119,86 119,80 119,81 119.70 119.58
52 8, 688,57 - - - - - 678.32 678.26 678,38 678.48 676.67 S e s 687,85 680,03 693.64 697,35 703.97
33 C6, 0.0 R -.55  -.06 .12 .10 .19 [ - 68 2.14 3.61 £.31 6.02
8, 0.0 o+ .70 .36 .25 .25 .19 e 10 -7l =110 -1.28  -1.72
35 - 311,43 4+ o+ o+ o 312.25 312.62 312,87 313.11 313.728 [ 311.53 310.88 308.94 308.63 307,02
36 0 AL 1600.0 - - - - - 990,58 990,89 991,26 991.59 991,95 R 999,42 1000.90 1603,.48 1006.56 1011.00
37 Sgt 0.0 - e .- -.3%  -,3%  -,38 -.36 ~.3% T L33 .BO 1.13 1.39 1.87
38 —Agt 231,43 + 4+ k4 4 231.28 232.28 232.66 233.0% 233.36 - - - - = 231,11 230.33 229.21 227.83 225.98
Motes: a. Values for all future periods the same as those for period 1,

Superscript e denotes an expected value at the time the maximization
when transactions takes place may differ from the expacted value.

For experiment 1, Ry was increased to .071 for all t,

« For experiment Z, Cgt was decreased to 95.0 for all t.

preblem was Sﬂlﬁ?ﬁ;

The actual vaiue that is determined

[OPON [BO18I08Y ] ¥

514]
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and cash flow were down because of the decrease in production and sales
(rows 21, 23). The level of profits of the bank was higher because of the higher
interest rate (row 30). The sum of after-tax cash flow of the firms and after-tax
profits of the bank was lower, and this caused a fall in the valug of stocks at the
end of period | (rows 32 and 33). This capital loss, contrary to the capital loss
at the beginning of the period, was caused by a fall in cash flow rather than a
rise in the interest rate. The government ran a deficit in period 1 {row 37).
There are a number of reasons for this, Firms’ taxes were lower because of the
fall in profits, and the household’s taxes were lower because of the capital loss;
the government’s interest payments were higher because of the higher interest
rate. The increase in the bank’s taxes works the other way, but this increase
was guite small, and thus the net effect on the government’s budget was
negative.

The response of a firm to a decrease n sales has been discussed in Section
3.1.3. The decrease in sales in period | led the firms in period 2 to lower prices,
expected sales, planned production, investment, employment, and wage rates
(rows 1, 6, 8-12). The household was again constrained in its labor supply.
but this time because of the decrease in labor demand by the firms. (Uncon-
strained, the household wanted to work essentially the same amount as the
base run value; see row 19.) The unemployment rate was higher in period 2
than in period 1 {row 5} because of the more severe labor constraint on the
houschold. Sales were again lower in period 2 because of the lower consump-
tion of the household.

The system continued at a lower level of sales and production throughout
the five periods presented in the table. The main reason for this is the lower
level of consumption of the houschold resulting from the higher interest rate.
By period 3 the firms had reduced their inventories to essentially the base run
value (row 4). The unemployment rate was back to zero by period 5. Given
the particular parameter values used, the wage rate falls more than the price
level each period (rows 1 and 6). This fall in the real wage leads the household
to want to work less, and by period 3 its unconstrained supply of labor (row
19), while lower than the base run value, is no longer greater than the
maximum amount aliowed. The drop in the real wage 1s also the main reason
that after-tax cash flow is higher than the base run value in period 5 {row 23)
even though sales are lower. The government budget is in deficit throughout
the period.

Experiment 2: A decrease in government purchases of goods. Part of this
experiment has been discussed in Section 3.1.3 in the analysis of firm
behavior. The decrease in goods purchases has no effect on anyone’s decisions
in period |, but it does lead to lower sales, slightly lower production, and a
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higher level of inventories. The lower production is again due to the increased
labor requirements resulting from the change in sales. Profits are lower, which
causes a capital loss on stocks. Dividends are also lower. The reaction
function does not change the interest rate at the end of period 1 (row 7)
because the unemployment rate is zero and prices are unchanged.

In period 2 the firms responded to the sales decrease in the same manner as
discussed in Section 3.1.3, namely by contracting. Although the price level
and wage rate are the same to four digits in Table 3-4, the wage rate dropped
slightly more. This led the household to lower very slightly its unconstrained
supply of labor (row 19}, but it was forced to supply even less because of the
drop in the demand for labor from the firms (row 13). This is the main reason
for the decrease in consumption in period 2. Sales were thus even lower in
period 2 than they were in period | because of the consumption decrease. At
the end of period 2 the reaction function lowered the interest rate {row 7)
because of the positive level of unemployment and the fall in prices. This
resulted in a capital gain at the end of period 2 (rows 32-33).

The system continued at the lower level of sales and production throughout
the five periods in the table, The main factor that prevents the system from
falling more than it does and that will eventually lead it 1o stop falling is the
interest rate. As the unemplovment rate rises and prices fafl, the interest rate
falls. A falling interest rate leads the household to consume more, both
because of the fall in the interest rate itself (the intertemporal substitution
effect) and the rise in wealth due to the capital gains on stocks. A fall in the
interest rate may also lead the firms to switch to more expensive, less
labor-intensive machines, which increases investment. Although this hap-
pened in the analysis of firm behavior in Table 3-3, the interest rate decreases
were not large enough in Table 3-4 for this to take place in the current
experiment. Although this is not presented in Table 3-4, the firms did switch
to the more expensive machines in pertod 6 and thus increased their invest-
ment expenditures. It should be noted that one consequence that this switch
has is to lower the demand for employment, which further constrains the
household and leads it to lower consumption further. The substitution of
more expensive machines is thus not in itself enough to stop the system from
falling,

Orher Contractionary Experiments

Given an understanding of the two experiments in Table 3-4, other contrac-
tionary experiments are easy to follow. If for any reason demand is lowered
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—either government demand, firm demand, or household demand—a
contractionary situation 1s likely to develop in which firms lower employ-
ment, the household lowers consumption because of the labor constraint, the
firms lower employment more because of the further fall in sales, and so on.

Two of the experiments that were run involved an increase in the personal
income tax rate, d,,, and a decrease in the level of transfer payments, TR,
Both led to decreased consumption by the household. The main difference
between the two experiments is that the increase in 4, leads, other things
being equal, 1o a decrease in the unconstrained supply of labor, whereas the
decrease in TR, leads 10 an increase in the supply. The unemployment rate,
which is a positive function of the unconstrained supply of labor, is thus
higher in the transfer payment experiment than it is in the other.

An increase in the profit tax rate, d,,, led to a fall in after-tax cash flow,
dividends, and the price of stocks. The lower dividends and wealth of the
household led it to consume less, which then started a contraction. This is the
main channel through which an increase in the profit tax rate affects the
economy, namely by first affecting the income and wealth of the household.
As discussed in Section 3.1.3, an increase in o, may also lead the firm to
switch to the less expensive machines, which lowers investment, but this is of
rather minor importance.

An increase in the discount rate, RD,, lowered the profits and dividends of
the bank and thus the price of stocks. The lower dividends and wealth of the
household led it to consume less. To the exient that bank profits are a small
fraction of total profits in the economy, this effect on households is not likely
to be a very large one in practice. A change in RD, has no direct effect on the
interest rate since it does not appear in the interest rate reaction function. An
increase in RD, does lead to a decrease in bank borrowing from the govern-
ment, BO,, which from (3.60) means that there are fewer government securi-
ties outstanding than otherwise (that is, — 4, is smaller). Remember that 4,, is
the instrument by which the government achieves the target interest rate each
period as dictated by the interest rate reaction function. Because of the
interest rate reaction function, RD, has little effect on R,. The government
merely offsets any changes in bank borrowing that result from changesin RD,
by changes in A,.

An increase in the reserve requirement rate, g,,, also lowered bank profits
and dividends, which then affected the household. Again, this effect is likely to
be small in practice if bank profits are a small fraction of total profits. Bank
reserves were higher because of the higher requirement rate, which from
(3.60) means that there were fewer government securities outstanding than
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otherwise. g,,, like RD,, has little effect on R, because the government merely
offsets any changes in bank reserves that result from changes in g,, by changes
in A4,

Expansionary Experiments

Two “expansionary” experiments that were run involved a decrease in the
interest rate and an increase in government ptirchases of goods, Expansionary
experiments from a position of equilibrium are of somewhat less interest than
contractionary ones in terms of learning about the properties of the model.
When the system is in equilibrium, as it is in the base run, there are only two
ways in which more output can be produced: one is for the household to work
more, and the other is for the firms to switch to less labor-intensive machines.
The household's work effort is a positive function of the real wage and the
interest rate; it is a negative function of the initial value of wealth, the tax rate,
and the level of transfer payments. The firms’ switching to less labor-intensive
machines is a positive function of the real wage and a negative function of the
interest rate. The disequilibrium features of the model are thus not likely to be
apparent for expansionary experiments, and the effects on output hinge on
the labor supply response of the household and the investment response of the
firms. The foltowing is a brief discussion of the expansionary experiments,

When the interest rate was decreased, the household worked iess in period
1. The real wage was unchanged hecause the interest rate decrease was not
large enough to affect the firms’ decisions in period 1. Given this and given the
lower interest rate and the higher initial value of wealth from the interest rate
decrease, the effect on household work effort was negative. Household con-
sumption was higher in period 1, and thus sales were higher, Production was
lower because of the increased labor requirements due to the change in sales
and because of the decrease in labor supply. The stock of inventories was thus
lower at the end of period 1. The lower work effort and higher consumption
meant that the household dissaved in period 1.

The firms responded in period 2 to the higher sales, lower inventories, and
lower labor supply by raising prices and wages. The price level was raised less
than the wage rate, and this increase in the real wage led the household to
increase its work effort in period 2 compared to the base run value. It
continued to dissave in period 2. The real wage began to fall in period 3, but
labor supply remained higher than its base run value. The main reason for this
has to do with the saving behavior of the household. As noted, the lower
interest rate led the household to dissave; this decreases wealth, which has a
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positive effect on labor supply in the next period. By period 3 the positive
effect from the lower wealth outweighed the negative effects from the lower
interest rate and the lower real wage.

The unemployment rate was zero for the first four periods, butin period 5 it
was positive. Although labor supply and production were higher than they
were in the base run, the household wanted to work slightly more than the
labor constraint allowed, and so the unemployment rate was positive.

For the experiment in which government purchases of goods were in-
creased, labor supply was the same in period 1, higher in period 2, and lower
in periods 3 and beyond. It was unchanged in period 1 because the increase in
goods purchases has no effect on the decisions in period 1. It was higher in
period 2 primarily because the real wage was higher, and it was lower in
periods 3 and beyond primarily because the real wage was lower.

The unemployment rate was zero throughout the five periods of the
experiment; production was lower because of the lower labor supply; and
prices and wages were higher because of the increase in sales and decrease in
inventories. The interest rate was higher beginning in period 3 because of the
increase in prices. Capital losses on stocks began occurring at the end of
period 2 because of the higher interest rate.

3.1.6 Summary and Further Discussion

1. One of the main properties of the model is that disequilibrium can occur
because of expectation errors. Once the system is in disequilibrium in the
sense that expected values differ from actual values, it will remain so. In
particular, a multiplier reaction can take place in which the firms constrain
the houschold in its labor supply; the household responds by lowering
consumption and thus sales of the firms; the firms respond by lowering
production and their demand for labor, which further constrains the house-
hold; the household responds by lowering consumption even maore; and so
on.

2. Contrary 1o a model like the one of Phelps and Winter that was discussed
in Section 3.1.1, the present model does not return te equilibrium in a
straightforward way once it is shocked. In fact, the model never returns to
equilibrium. No agent knows or ever learns the complete model, and thus
decisions are always being made on the basis of expectations that turn out not
to be correct. There is no convergence of expectations to the true values. This
feature of the model does not depend on the expectations being formed in
simple ways; it would be true even if agents formed their expectations on the
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basis of predictions from sophisticated models as long as the models were not
the true model and did not converge 1o the true model.

This feature of less than perfect expectations seems sensible in the present
context. In order for agents to form correct expectations, they would have to
know the maximization problems of all other agents. They also would have to
know the exact way that transactions take place once the decisions have been
solved for. In a mode] like the present one it seems unreasonable to assume
that agents have this much information. {This is contrary to simple models of
the Phelps and Winter type, where the assumption does not necessarily seem
implausible.) It also seems unreasonable to assume that agents all learn the
correct model over time. At the least, if they did finally learn it, the length of
time needed to do so seems so long as to be for all practical purposes infinity.

The imposition of long-run constraints on models was discussed in Section
2.1.5, where it was noted that these constraints can play a critical role in the
development of a model. It can now be seen why | believe that long-run
constraints may be playing too much of a role in recent work. In order for a
model like the present one to return to equilibrium once it ts shocked, one has
to make what seem to be unreasonable assumptions about the ability of
agents to learn the complete model. Unless these assumptions are made, no
long-run equilibrium constraints can be imposed on the model.

3. No price and wage rigidities have been postulated in the model. If this
were done, it would provide another explanation of the existence of disequi-
librium aside from expectations errors. One reason this was not done is to
show that disequilibrium phenomena can easily arise without such rigidities,

4. The interest rate is the key variable that prevents the system from
contracting indefinitely. As unemployment increases or prices fall, the inter-
est rate is lowered by the interest rate reaction function. A fall in the interest
rate results in a capital gain on stocks. Both the lower interest rate and the
higher wealth have a positive effect on the consumption of the household. The
lower interest rate may also lead the firms to switch to more expensive, less
labor-intensive machines, which increases investment expenditures.

5. The fact that the interest rate has such important effects in the model
means that monetary policy 1s quite important. With the interest rate reaction
function included in the maodel, monetary policy is endogenous, and there-
fore monetary policy experiments cannot be run, One can, however, drop the
reaction function and take the interest rate as exogenous. Monetary policy
experiments can then be run by changing the interest rate, and, as just noted,
this will have important effects on the system.

With the reaction function dropped, it is possible to take all three monetary
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instruments — the amount of government securities outstanding (— A, ), the
reserve requirement rate (g,,), and the discount rate {RD, ] —as exogenous. In
this case R, is endogenous and is implicitly determined. Monetary policy
experiments can then be run by changing one or more of these variables. The
primary way that these changes would affect the system is through their effect
on the interest rate.

6. The unemplovment rate is a positive function of the supply of labor,
which in turn s a function of variables such as the real wage, the interest rate,
the income tax rate, and the Jevel of transfer payments. The effects of a policy
change on the unemployment rate thus depend in part on the labor supply
response to the policy change. For example, increasing the income tax rate
lowers labor supply, whereas decreasing the level of transfer payments raises
it. Given the many factors that affect labor supply, there is clearly no stable
relationship in the model between the unemployment rate and real output
and between the unemployment rate and the rate of inflation. There is, in
other words, no stable Okun’s law and no stable Phillips curve in the model.

7. An interesting question about the long-run properties of the model is
whether it is possible to concoct a self-repeating run in which there exists
unemployment. It can be seen from (3.50) that this is not possible. The firm
expects the unconstrained and constrained aggregate supplies of labor to be
the same. If this is not true for, say, period f, which the firm knows at the
beginning of period ¢ + 1, the firm will not make the same decisions in period
t+ 1 as it did in period ¢,

The key assumption that allows there to be no self~repeating run with
unemployment is that the firms observe the unconstrained as well as the
constrained aggregate supplies of labor. Assume instead that the firms do not
observe the unconstrained supply, and consider a self-repeating run with no
unemployment. Now change the utility function of the household in such a
way that 1t desires to work more and consume more, but keep the same levels
of money holdings and wealth. Assume also that when constrained by the old
self-repeating value of labor supply, the household chooses the same labor
supply, consumption, and money holdings as it did before {(and thus the same
value of wealth as before). If the firms do not know the unconstrained supply
of labor, there is no way for the information on the change in the utility
function to be communicated to them. They only observe the actual demand
for goods and supply of labor, which are the same as before. The firms thus
make the same decisions as before, the household is subject to the same labor
constraint as before (and so makes the same decisions as before), and soon. A
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self-repeating run will thus exist, but now in a situation where there is
unemployment, Although this result is artificial, it does help to illustrate a
feature of the model regarding information flows.

3.1.7 Comparison of the Model to the IS-LM Model and to a Class of
Rational Expectations Models

The 15-LAM Model

It may help in understanding the present model to compare it to two
well-known models. The first is the IS-LM modef, which has undoubtedly
been the most popular model of the last three decades. A standard version of
the 1S-1.M model consists of the following ten equations: (1) a consumption
function in income and assets (the level of assets is exogenous), (2) an
investment function in the rate of interest and income, (3) an mcome
identity, where income is consumption plus investment plus government
spending, (4) a real money demand function in the rate of interest and
income, (3) a money supply function in the rate of interest (or the money
supply taken to be exogenous), (6) an equilibrium condition equating money
supply to money demand, (7) a production function in labor and the capital
stock (the capital stock is exogenous), (8) a demand for labor equation
equating the marginal product of labor to the real wage rate, (9) a labor supply
function in either the money wage (the “Keynesian™ version) or the real wage
(the “classical” version), (10) an equilibrium condition equating the supply of
Jabor to the demand for labor, These ten equations determine the following
ten unknowns: consumption, investment, income, demand for money, sup-
ply of money, demand for labor, supply of labor, the price level, the wage rate,
and the interest rate.

One of the main differences between my model and the IS-LM model is the
treatment of consumption and labor supply. In my model the consumption
and labor supply decisions are jointly determined. Both are a function of the
same variables: the wage rate, the price level, the interest rate, the tax rate, the
level of transfer payments, and wealth, In the IS-LM model, on the other
hand, the decisions are not integrated. Labor supply is a function of the
money wage or the real wage, and consumption is a function of income and
assets. From a microeconomic point of view these decisions are not consist-
ent. The only justification for using income as an explanatory variable in the
consumption function is if the households are always constrained in their
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labor supply decisions. This is, however, inconsistent with the labor supply
equation, where it is implicitly assumed that the households are not con-
strained.

Another important difference is the treatment of investment and employ-
ment. In my model the investment and employment decisions are jointly
determined. Both decisions are a function of the various factors that affect the
sohutions of the firms’ maximization problems. These decisions are not
integrated in the IS-EM model. Investment is a function of the interest rate
and income, and the demand for employment is a function of the real wage
rate and the shape of the production function.

A third difference is that the IS-LM model 15 a static equilibrium one,
whereas my model 1s dynamic and allows for the possibility of disequilibrium,
Because of its static nature, there are no wealth, inventory, or capital-stock
effects in the IS-LM model. These effects play an important role in my model.
Woealth effects are easy to handle in the model because of the accounting for
ihe flow-of-funds and balance-sheet constraints. This also means that there is
no confusion regarding the government budget constraint: the constraint is
automatically accounted for, so that any savings or dissavings of the govern-
ment must result in a change in at least one of its assets or liabilities. This
constraint is not part of the IS-LM model, and it has caused considerable
discussion (see, for example, Christ 1968).

The equilibrium nature of the IS-LM model means that there is no
unemployment. In the Keynesian version of the model it is possible to
increase output by increasing government spending, but this comes about not
by lessening some disequilibrium constraint but by inducing the households
to work more by increasing the money wage. As discussed in the previous
sections, disequilibrium effects can be quite important in my model. Unem-
ployment can exist, and multiplier reactions can take place over time.

One of the key variables that affect consumption in my model is the interest
rate, This comes about because of the multiperiod nature of the utility
maximization problem, where intertemporal substitution effects are allowed.
There are no such effects in the IS-LM model because it is static, and thus the
interest rate does not affect consumption.

A Class of Rational Expectations Models

A class of rational expectations (RE) models has recently been developed that
has become quite popular. This class includes the models in Lucas (1973),
Sargent {1973, 1976), Sargent and Wallace (1976), and Barro (1976). Al-
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though the models in these five studies are not identical, they are similar
enough to be able to be grouped together for purposes of the present compari-
somn.

Three characteristics of the RE models are (1) the assumption that expecta-
tions are rational, (2) the assumption that information is imperfect regarding
the current state of the economy, and (3) the postulation of an aggrepate
supply equation in which aggregate supply is a function of exogenous terms
plus the difference between the actual and the expected price level. The
models have the important property that government actions affect real
output only if they are unanticipated. Because information is imperfect,
unanticipated government actions can affect the difference between the
actual and the expected price level, and so they can affect, for at least one
period, aggregate supply. Anticipated government actions, on the other hand,
do not affect this difference (because, since expectations are rational, all the
information regarding anticipated government actions has already been
incorporated into the actual and expected price levels), and so they cannot
affect aggregate supply.

A key diffcrence between the RE models and my model is that expectations
are not rational in my model. The implications of the nonrationality of
expectations have already been discussed and will not be repeated here. There
15, however, another important difference between the models, which is that
the RE models are not choice-theoretic. While agents are assumed to be
rational in the sense that they know the model and use all the available
information in the system in forming their expectations, they are at the same
time irrational in the sense that their decisions are not derived from the
assumption of maximizing behavior.

To the extent that the aggregate supply equation in the RE models has any
microeconomic justification, it is based on the Lucas and Rapping (LR)
model (1969). In this model a household is assumed to maximize a two-pe-
riod utility function in consumption and leisure subject to a two-period
budget constraint. Current 1abor supply is a function of the current wage rate
and price level, the discounted future wage rate and price level, and the initial
value of assets, The discount rate is the nominal interest rate. The signs of the
derivatives of this function are ambiguous for the usual reasons. If it is
assumed, as Lucas and Rapping do, that current and future consumption and
future leisure are substitutes for current leisure and that income and asset
effects are small, then current labor supply is a positive function of the current
wage rate and a negative function of the current and future price level and the
future wage rate. This model s used to justify, in at least a loose sense, the
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assumption in the RE models that the difference between the actual and the
expected price level has a positive effect on aggregate supply. An actual price
level higher than expected is analogous to an increase 1n the current wage rate
relative to the current and future price level and the future wage rate.

Although the LR model is used in part as a justification for the aggregate
supply equation in the RE models, there are some important features of the
LR model that are not incorporated into the supply equation. One variable
that is omitted is the interest rate. As just discussed, the interest rate has an
effect on the current supply of labor in the LR model, and thus it should be
included in the supply equation in the RE models. The interest rate clearly
belongs in an equation whose justification is based in part on an appeal to
intertemporal substitution effects, The RE models, with the exception of
Barro’s (1976), also exclude from the supply equation any asset variables,
even though the initial value of assets has an effect on the current supply of
labor in the LR model. Another omission of both the LR and RE models is
the exclasion of personal tax rates from the analysis. It is well known that
personal tax rates have an effect on the labor supply of a utility-maximizing
household.

It is also true that many of the other eguations of the RE models are not
based on the assumption of maximizing behavior. Sargent and Wallace, for
example, note that their model is ad hoc, where by ad fioc we mean that the
model 18 not denved from a consistent set of assumptions about individuals’
and firms’ objective functions and the information available to them” (1976,
p. 241).

The RE models can thus be criticized on theoretical grounds in that it
seems odd to postulate rationality with respect to the formation of expecta-
tions (in particular that agents are sophisticated enough to know the complete
model) but not with respect to overall behavior,

Regarding policy effects, it seems likely that in moedels in which there are
both rational expectations and maximizing agents, anticipated government
actions will affect the economy. To the extent that the government affects,
directly or indirectly, variables that influence the solutions of the households’
utility maximization problems, real output will be affected. It would be an
unusual model that insulated the households’ decision problems from every-
thing that the government affects. The policy property of the RE models that
anticipated government actions do not affect real output is thus not likely to
be true in a maodel in which there are rational expectations and maximizing
agents.
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3.2 The Two-Country Model
3.2.1 Introduction

The way in which I approached the construction of a two-country model was
to consider how one would link my single-country model to another model
exactly like it. Because the flow-of-funds and balance-sheet constraints are
met in the single-country model, they are also met in the two-country model,
which distinguishes it in an important way from previous models. Stock and
flow effects are completely integrated in the model. There is, for example, no
natural distinction between stock-market and flow-market determination of
the exchange rate, a distinction that has played an important role in the
literature on the monetary approach to the balance of payments. (Sge, for
example, Frenkel and Rodriguez 1975, Frenkel and Johnson 1976; Dorn-
busch 1976; Kouri 1976; and the survey by Myhrman 1976.) The exchange
rate is merely one endogenous variable out of many, and in no rigorous sense
can it be said 1o be the variable that clears a particular market. In other words,
there is no need for a stock-flow distinction in the model. {Other studies in
which the stock-flow distinction is important include Allen 1973; Black 1973;
Branson 1974; and Girton and Henderson 1976.)

In the following sections capital letters denote variables for country 1,
lowercase letters denote variables for country 2, and an asterisk (*) on a
variable denotes the other country’s purchase or holding of the variable. The
exchange rate, denoted e,, is the price of country 2's currency in terms of
country 1’s currency. There is assumed to be an international reserve, de-
noted @, for country I's holdings and g, for country 2’s holdings, which is
denominated in the currency of country 1. The total amount of this reserve is
assumed to be constant across time. There is assumed to be one good per
country,

3.2.2 Trade Linkages

A way of introducing trade in the model is to add cf, to the utility function
(3.9) of the household:

(3.9)” U, sf!:‘"(Cim TH — Lhr - Nhl! Ci’ft)s

- where ¢¥ is household #'s consumption of the foreign good. The term
—eyoh 1s then added to the savings equation, (3.13):

(3.13)" Sy =7Y, — T\ — P Cy, — eppah,
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where p;, is the price of the foreign good. This adds one decision variable, ¢,
and two exogenous vanables, ¢, and p,,, to the maximization problem of the
household. The demand for the home good will be, among other things, a
function of the two prices and the exchange rate, and similarly for the demand
for the foreign good.

3.2.3 Price Linkages

In addition to the obvious trade linkages between countries, there may be
price linkages. In particular, prices of domestic goods may be influenced by
the prices of foreign goods. One way of introducing this into the model is to
modify the equation determining firm f’s expected aggregate demand for
(domestic) goods, (3.45). Since a household’s demand for domestic goodsis a
function of the price of domestic goods and the price of foreign goods, it is
reasonable to assume that a firm expects that the aggregate demand for
domestic goods is a function of the average price of domestic goods and the
average price of foreign goods:

(3.45)" XA, = XA,ﬂl(WP : )ﬂ( Cie )ﬁ Be<0.  Bu>0,
—1 €1y
where p, 15 the average price of foreign goods.

Replacing (3.45) with (3.45)" adds two exogenous variables to the maximi-
zation problem of the firm: the exchange rate and the average price of foreign
goods. If the product of these two, which is the average price of foreign goods
in domestic currency, increases, the firm expects, other things being equal,
that the demand for domestic goods will increase. An increase in the domestic
currency price of foreign goods is thus like a demand increase, and the hirm
responds to a demand increase by raising its price. Higher import prices thus
lead to higher domestic prices through this channel,

3.2.4 Introduction of a Foreign Security

Although it is easy to introduce a foreign good into the model, it is not as easy
to introduce a foreign security; the model is not set up to handle different
securities in a convenient way. One way of introducing a foreign security is
the following. Assume that only banks hold foreign securities, and let g%
denote the amount of the security held by bank b. Foreign securities, like
domestic securities, are assumed to be one-period bonds. Bank #'s demand
for foreign securities is assumed to be a function, among other things, of each
country’s interest rate:
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(365) a?;z =J{t:,5(Rn r:s L ):

where #, 15 country 2’s interest rate. This assumption is ad hoc in that the
equation is not derived from the solution of a maximization problem for bank
b, but for present purposes it is sufficient for illustrating the main features of
the model. In the empirical work this assumption is not used because perfect
substitutability between foreign and domestic securities 1s assumed,

The introduction of af, to the model requires that (3.55) determining bank
profits be modified:

(3.55)" 7y =RA; — RDBO + reaf,

where the last term is the interest revenue in domestic currency on the foreign
security holdings. The bank’s budget constraint (3.58) is also modified:

(3.58)” 0= A'Abf+ AMbr"*‘ABRw'—'ABOm"I" etAa?,’,.
Finally, (M27} is modified to reflect foreign holdings of domestic securities:

(M27)” 0= A} + Ag+ Ay + Ay + A, + AL,

3.2.5 Determination of the Exchange Rate

The hasic feature of the two-country model with respect to the determination
of the exchange rate can be most easily seen by aggregating the houschold,
firms, and bank into one sector, called the *private sector.” Let S, denote the
level of savings of the private sector, which is the sumn of the savings of the
household and firms. {As discussed in Section 3.1.4, the savings of the bank is
always zero.) Let 4, denote the sum of A7, A, A, and 4,,. Also, change the
b subscript on BR,,, BO,,, and a}, to p to keep the notation consistent. The
same aggregation hold for country 2, with capital and lowercase letters
reversed.

Although the level of savings of an agent is determined by a definition in the
model, it will be convenient to represent the determination of savings in the
following way:

(TT) Spe=tnl. . )
(T2) S =IraA. - ),
(T3) S0 = Jrsl- - ),
(T4) S =Jral- - )
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Equation (T1) represents the determination of the savings of the private
sector of country 1. Almost every variable in the model, including the
variables that pertain to country 2, has at least an indirect effect on savings,
and thus the argument list of the function in (T1) is long. This is also true of
(T2), which represents the determination of the savings of the government of
country 1. Equations (T3) and (T4) are similar equations for country 2.

The next thing to be done is to aggregate the budget constraints of the
individual agents into a budget constraint of the private sector. This cancels
out the securities that are only held within the private sector, which in the
present case are money holdings. Adding the budget constraints (3.14) for the
household, (3.38) for each firm, and (3.58)” for the bank yields:

{T5) 0=3S,— ABR, + ABO,, — AA, — eAay,.
The government budget constraint (3.60) in the present notation is
(T6) 0=S,+ABR, ~ ABO, — Ad,, — AQ,,

where the term A(Q,, which is the change in holdings of the international
reserve of the government, is added to the equation. Similar equations hold
for country 2:

1
(T 0=s,= Abr, + Abo, — Aa, — —Ad5,,
3

(T8) 0= s, + Abr,, — Abo, — Aa, — zl;Aq,.
!

The level of bank reserves, BR,,, is determined by (3.53). It is equal to
— g, M, where g,, is the reserve requirement rate and — 37, is the level of
demand deposits. M, drops out of the model in the aggregation to the private
sector, and so an equation like (3.53) cannot be written down for BR,,. BR,,
is, of course, still determined in the model, and for the purpose of the
equations here its determination can be represented in the same manner as in
{T1)~(T4) for the savings variables:

(T9 BR,, = frd. . .).

-This equation stands for the determination of BR,, where nearly every
variable in the model is in the argument list. Bank borrowing from the

monetary authority is determined by (3.54), which in the present notation is
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BO,
(TI0) 22 =7{RD,—R),  7.<0.

Pt

Similar equations hold for country 2:

(TI) by =fnil. . )

M) 2 yd= ),

pt

Equation (3.63), the equation determining the domestic demand for the
foreign security, in the present notation is

(T13) & =fns(Riry oo o)
A similar equation holds for country 2°s demand for country 1’s security:
(T14) Ak =/frndRrH o o o )

The following three definitions close the model:
(TI5)  0=dA, + 4, +4%,
(T16) 0=gq,+a,+a,,
(T17)  0=AQ,+ Ag,.

Equation (T13) states that the sum of the holdings of country 1’s bond across
holders is zero. (Remember that liabilities are negative values.) Equation
(T16) is the similar equation for country 2. Equation (T17) states that there is
no change in total world reserves.

The savings variables satisfy the property that 5, + S, + e, + &5, =0,
and therefore one of the equations (T 1)-(T8) and (T15)~(T [ 7} is redundant.
It will be useful to drop (T 17); this leaves 16 independent equations. There are
19 variables in the model: S, Sg, Sy, Sgrs Apes Qs Apys Ay BRy, b1y, BO,,,
b0y, Oy G, €1y Ry, 1,y Ay, and ag,. In the case of fixed exchange rates ¢, is
exogenous and (J,1s endogenous, and in the case of flexible exchange rates g, 1s
endogenous and {, is exogenous. Given that one of these two variables is
taken to be exogenous, the model can be closed by taking A4, and a,, to be the
exogenous monetary policy variables.

It should be clear from this representation that ¢, is not determined solely in
stock markets or in flow markets; it is simultaneously determined along with
the other endogenous variables. This, as discussed earlier, is an important
difference between this model and previous models.
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3.2.6 Properties of the Model

1 have not obtained any simulation results for the two-country model. Given
the results for the single-country model and given (as will be seen in Section
4.2.2) the special case of the two-country model that had to be used to guide
the econometric specifications, simulation results for the two-country model
seemed unnecessary. The main features to be remembered about the model
are the following.

1. Adding a foreign good to the utility function of the household means that
the demand for the foreign good will be a function of the same variables that
affect the household’s consumption decision in the single-country model plus
two new variables: the price of the foreign good and the exchange rate.

2. Adding the price of the foreign good to the equation determining the
firm’s expected aggregate demand for the domestic good means that the price
of the foreign good and the exchange rate will affect the domestic price level.

3. Any model of exchange rate determination that is used for the empirical
work should be consistent with (T1)-{T17). In particular, no distinction
should be necessary between stock-market and flow-market determination of
the exchange rate.



4 An Econometric Model

4.1 The United States (US) Model
4.1.1 Introduction

The construction of an econometric model is described 1n this chapter. This
model is based on the theoretical model in Chapter 3, and thus the discussion
in this chapter provides an example of the transition from a theoretical model
to an econometric model. It will be clear, as stressed in Chapter 2, that this
transition is not always very tight, and I will try to indicate where I think it is
particularly weak in the present case. [ have tried to maintain the three main
features of the theoretical model in the econometric specifications, namely,
the assumption of maximizing behavior, the explicit treatment of disequi-
librium effects, and the accounting for balance-sheet constraints. The United
States (US) model is discussed in this section, and the multicountry (MC)
model is discussed in the next section. The presentation of the models in this
chapter relies fairly heavily on the use of tables, especially the tables in
Appendixes A and B. Not everything in the tables is discussed in the text, so
for a complete understanding of the models the tables must be read along with
the text.

4.1.2 Data Collection and the Choice of Variables and Identities
The Data and Variables

As discussed in Section 2.2.1, the first step in the construction of an empirical
model is to collect the raw data, create the variables of interest from the raw
data, and separate the variables into exogenous variables, endogenous vari-
ables explained by identities, and endogenous variables explained by esti-
mated equations. I find it easiest to present this type of work in tables, which
in the present case are located in Appendix A at the back of the book.
Table A-1 Ilists the six sectors of the model and some frequently used
notation. The sectors are houschold (#), firm (f), financial (4), foreign (7,
federal government (g/). and state and local government (s). The household



104 Macroeconometric Models

sector 15 the sum of three sectors in the Flow of Funds Accounts: (1)
households, personal trusts, and nonprofit organizations; (2) farms, corporate
and noncorporate; and (3) nonfarm noncorporate business. The firm sector
comprises nonfinancial corporate business, excluding farms. The financial
sector is the sum of commercial banking and private nonbank financial
institutions. The federal government sector is the sum of U.S. government,
federally sponsored credit agencies and mortgage pools, and monetary au-
thority.

If the balance-sheet constraints are to be met, the data from the National
Income and Product Accounts {INIA), which are flow data, must be consistent
with the asset and liability data from the Flow of Funds Accounts (FFA).
Fortunately, the FFA data are constructed to be consistent with the NIA data,
so the main task in the collection of the data 1s merely to ensure that the data
have been collected from the two sources in the appropriate way to satisfy the
constraints. To review what these constraints are like, consider (3.13) and
(3.14) of the theoretical model, which are repeated here:

(3i3) Sh.' = Yh{ - Th{ - Phrcﬁm
(3.14) 0=38, — AAd,, — AM,,,

where S denotes savings, ¥ denotes income, T denotes taxes, P denotes the
price level, € denotes consumption, 4 denotes net assets other than money,
and M denotes money. The dataon &, Y, 7, P, and C are NIA data, and the
data on 4 and M are FFA data. The data must be consistent in the sense that
both {3.13) and (3.14) must hold: the §,, that satisfies (3.13) must be the same
as the S, that satisfies (3.14). An additional restriction on the FFA data is that
the sum of the 4’s across all sectors must be zero, since an asset of one sector is
a liability of some other sector, Likewise, the sum of the M’s across all sectors
must be zero.

Table A-2 presents all the raw-data variables. The variables from the NIA
are presented first in the table, in the order in which they appear in the Survey
of Current Business. The variables from the FFA are presented next, ordered
by the code numbers on the Flow of Funds tape. Some of these variables are
NIA variables that are not published in the Survey but that are needed to link
the two accounts. Interest rate variables are presented next, followed by
- employment and population variables. All the raw-data variables are listed in
alphabetical order at the end of Table A-2 for ease of reference.

Given Table A-2 and the discussion of it in Appendix A, it should be
possible to duplicate the collection of the data with no help from me,
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Although one would seldom want to do this, since a tape of the data set can be
easily supplied, this kind of detail should be presented if at all feasible; it has
the obvious scientific merit of allowing for the reproducibility of the results,
and in general it helps to lessen the “black box™ nature of the discussion of
many econometric models, especially large models.

Table A-3 presents the balance-sheet constraints that the data satisfy. This
table provides the main checks on the collection of the data. If any of the
checks are not met, one or more errors have been made in the collection
process. Although the checks in Table A-3 may look easy, considerable work
is involved in having them met: all the receipts from sector [ to sector J must
be determined for all Fand J{f and Jin the present case run from 1 to 6). Once
the checks have been met, however, one can have considerable confidence
that this part of the data base is correct.

Table A-4, the key reference table for the variables in the model, lists all the
variables in alphabetical order. These are not in general the raw-data vari-
ables, but variables that have been constructed from a number of the raw-data
variables. With a few exceptions, which are noted in the table, the variables
that are not defined by identities are defined solely in terms of the raw-data
variables. I have found that coding the variables in this way lessens the
chances of error, since the order in which the variables are constructed does
not matter. The present procedure also has the advantage of providing a clear
indication of the links from the raw data to the variables in the model. Order
does in general matter, of course, for the variables in the table that are defined
in terms of the identities, so one must be careful with respect to these.

The Identities

Table A-5 lists all the equations of the model. There are 128 equations; the
first 30 are stochastic and the remaining 98 are identities. One of the equa-
tions is redundant, and it is easiest to take Eq. 80 to be the redundant one. The
30 stochastic equations are discussed in Sections 4.1.4-4.1.9,

The identities in the table are of two types. One type simply defines one
variable in terms of others. The identities of this type are Eqs. 31, 33, 34, 43,
and 58-128. The other type defines one variable as a rate or ratio times
another variable or set of variables, where the rate or ratio has been con-
structed to have the identity hold. The identities of this type are Egs. 32,
35-42, and 44 - 57. Consider, for example, Eq. 49:

49, TE = dzgﬂf,
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where 7T}, is the amount of corporate profit taxes paid by /1o g, 7,is the level of
corporate profits of £, and o, is a ““tax rate.” Data exist for 7, and 7, and d,,
was constructed as T,/7.. The variable d,, is then interpreted as a tax rate and
is taken to be exogenous. This rate, of course, varies over time as tax laws and
other things that afect the relationship between 7}, and 7, change, but no
attempt is made in the model to explain these changes, This general proce-
dure was followed for the other identities involving tax rates.

A similar procedure was followed to handle relative price changes. Con-
sider Eqg. 38:

38. PIH = y.PD,

where PIH is the price deflator for housing investment, PD is the price
deflator for total domestic sales, and y; is a ratio. Data exist for PIF and PD,
and s was constructed as PIH/PD. ., which varies over time as the
relationship between PIH and PD changes, is taken to be exogenous. This
procedure was followed for the other identities involving prices and wages.
This treatment means that relative prices and relative wages are exogenous in
the model. (Prices relative to wages are not, however, exogenous.) It is beyond
the scope of an aggregated modet like the present one to explain relative prices
and wages, and the foregoing treatment is a simple way of handling these
changes. Note, of course, that in actual forecasts with the model, assumptions
have to be made about the future values of the ratios.
The last identity of the second type is Eq. 57:

57. BR=—g,M,,

where BR is the level of bank reserves, M, is the net value of demand deposits
and currency of the financial sector, and g, is a “reserve requirement ratio.”
Data on BR and M, exist, and g, was constructed as — BR/M,. (M, is
negative, since the financial sector is a net debtor with respect to demand
deposits and currency, and so the minus sign makes g, positive.) g, is taken to
be exogenous. It varies over time as actual reserve requirements and other
features that affect the relationship between BR and A, change.

4.1.3 Treatment of Unobserved Variables
Expectations

For the most part 1 have followed the traditional approach in trying to
account for expectational effects, namely by the use of lagged dependent
variables (see the discussion in Section 2.2.2). A different approach was
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followed, however, in trying to estimate real interest rates for use as explana-
tory variables in a number of the stochastic equations. In order to estimate a
real interest rate one needs an estimate of the expected rate of inflation over
the particular period of the interest rate (for example, five years for a five-year
rate). In the present case four different estimates of the expected rate of
inflation were tried, Each estimate was taken to be the predicted values from a
particular regression. For the first regression the actual rate of price inflation
(PX) was regressed on its first eight lagged values and a constant. For the
second regression PX was regressed on the first four lagged values of four
variables, a constant, and time. The four variables were PY itself, the rate of
wage inflation (W}, the rate of change of import prices (P/Mj), and a demand
pressure variable (Z7). For the third regression the actual rate of wage
inflation ( Ifi’}) was regressed on its first eight lagged values and a constant. For
the fourth regression 1/, was regressed on the same set of variables used for the
second regression. The four equations are as follows {¢-statistics are in paren-
theses).

4.1 PX= 458 + .526 PX_,+ .245 PX_,+ .083 PY_,

(1.57)  (5.47) (2.30) (0.76)

+ 178 PX_,— .120 PX_,— .036 PX_,— 018 PX_,
(1.65) (1.08) (0.33) (0.17)

+ 039 PY,
(0.41)

SE = 1.75, R?= 731, DW = 1,92, 193411-19821I]

(4.2) PX=—548 + 0151 ¢+ 172 PX_,+ .187 PX_,

(1.03)  (1.80)  (1.86) (1.98) _
— 004 PX_;+ .100 PY .+ .102 W, + 127 W,
©.05) (1.14) (1.73) (2.12)
+ 062 We,+ 021 W,.,+ 016 PIM_,
(1.07) (0.36) (0.87)
+ 050 PIM_,+ .045 PIM_,— 030 PIM_,
(2.11) (1.81) (1.41)
— 41,6 ZZ_,+ 231 ZZ_,~ 1.7 27_,
(2.61) (0.96) (0.07)
+ 63 ZZ_,
(0.40)

SE = 1.39, R? = 816, DW = 1.85, 19541 - 19821I1
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4.3) W= 178 + 130 W, + .150 W, + .149 W,

(243)  (1.40) (1.60) (1.60) .
+ 084 W, + 130 Wes+ 196 W+ 092 W,
091  (1.40) (2.12) (0.99)
— 206 W,
(2.23)

SE = 2.49, R? = .332, DW = 2.05, 195411- 198211l
(4.4) W,=—5.10+ 0115 ¢+ .505 PX_,— 208 PX_,

(5.27) (065  (1.09) (0.47)
+ 544 PX_,— 007 PX_,— 080 W.,— .131 W.,
(1.54) (0.03) 0.84) (124
— 062 We,~ .124 W.,— 041 PIM_,
0.53) (115 (1.43) .
+ .060 PIM_,— 030 PiM._5+ 020 PiM_,
{1.64) (0.72) (0.49)
— 261 ZZ_,+ 71 ZZ.,— 10 ZZ_,
(1.00) (0.02) (0.02)
- 65 Z7_,
(0.22)

SE = 2.18, R*= 472, DW = 1.96, 19541 - 198211

Let PX* denote the predicted value from either the first or second equation,
and let W;denote the predicted value from either the third or fourth equation.
If these predicted values are taken to be expected values, then an estimate of a
real interest rate is the nominal rate minus the particular predicted value. For
example, RSA — PX¢ or RS4 — Wj is an estimate of the real after-tax short-
term interest rate, where RS54 is the nominal after-tax short-term interest rate.
Similarly, RMA — PX¢ or RMA ~ W}’ is an estimate of the real after-tax
mortgage rate, where RMA is the nominal after-tax mortgage rate.

This treatment of expectations is somewhere in between the simple use of
lagged dependent variables of the traditional approach and the assumption
that expectations are rational. The expectations are not rational because
{4.1)-{4.4) are not the equations that the model uses to explain actual wages
- and prices. The equations are, however (especially Egs. 4.2 and 4.4), more
sophisticated than the simple geometrically declining lag implicit in the
traditional approach, and thus the expectations are based on somewhat more
information.
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The real interest rate was always entered linearly as an explanatory variable
in the estimated equations, and therefore any error made in estimating the
level of the expected inflation rate that is constant across time is merely
absorbed in the estimate of the constant term. This approach does, however,
have the problem of not distinguishing between short-term and long-term
expected rates of inflation. The same expected inflation variable is subtracted
from both the short-term rate and the long-term rates. This is a good example
of a sttuation in which less structure is imposed on the expected rates than
would be imposed by the assumption of rational expectations, where the
expected inflation rates would in general differ by length of period (since the
model would in general predict this).

The attempt to find real interest rate effects in the empirical work is
consistent with the theoretical model. Although no mention was made of real
interest rates in Chapter 3, their effects are in the model. Consider, for
example, the household’s maximization problem. The household’s response
to an interest rate change will be different if, say, the price level in periods 2
and 3 is expected to change than if it is not. Likewise, a firm’s response to an
interest rate change is a function of what it expects future prices to be.

Labor Constraint Variable for the Household Sector

An important feature of the theoretical model is the possibility that house-
holds may at times be constrained in how much they can work. This possible
constraint poses a difficult problem for empirical work because the con-
straints are not directly observed. The approach that I have used is the
following.

Let CSUN denote the expenditures on services that the household sector
would make if it were not constrained in its labor supply, and let CS denote
the actual expenditures made, where CS is observed. Assume that one has
specified an equation explaining CSUN, that is, an equation explaining the
unconstrained decision:

(4.5) CSUN=f{...).

Assume that all the variabies on the RHS of this equation are observed. If the
household sector is not constrained, then C§ equals CSUN, and there is no
problem. If the household sector is constrained, then CSis less than CSUNif,
as in the theoretical model, binding labor constraints cause the household
sector to consume less than it would have consumed unconstrained. If one
can find a variable, say Z, such that
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; ! LmT

Figure 4-1 Desired shape of the labor constraint variable (Z) as a function of the
measure of labor market tightness (LAMT)

(4.6) CS=CSUN + 72, y>0,

then one has immediately from (4.5) and (4.6) an equation in observed
variables. The problem of accounting for the constraint is thus reduced to a
problem of finding a variable Z for which the specification in (4.6) seems
reasonable.

The variable Z should take on a value of zero when labor markets are tight
and households are not constrained and a value less than zero otherwise.
When the variable is less than zero, it should be a linear function of the
difference between the constrained and unconstrained decision values of the
household sector. Let LMT denote some measure of labor market tightness.
" The desired shape of Z as a function of LM T is presented in Figure 4-1. Point
A is some value that is farger than the largest value of LM T that is ever likely
to be observed, and point B is the value of LMT above which it seems
reasonable to assume that the household sector is not constrained. An
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approximation to the curve in Figure 4-1 that was used in the empirical work
is the following;

(47  Z=1 -4

7 is zero when LM T equals A, and it is minus infinity when LA T equals zero.

There are a number of measures of labor market tightness that one might
consider in the construction of Z. One obvious possibility is | — I/R, where
UR is the unemployment rate. In the present case, however, a different
measure was used, which is a detrended ratio of total hours paid for in the
economy to the total population age 16 and over. This measure is defined by
Eqgs. 95 and 96 1n Table A-5. Equation 95 determines the actual ratio (JJ), and
Eq. 96 determines the detrended ratio (JJ7*). (The coefhcient —.00083312 in
Eq. 96 is the estimate of the coefhicient of 7 in the regression of log J/on a
constant and ¢ for the 19521- 198211 period.} Which measure of labor market
tightness to use is largely an empirical question; I have found that JJ/* gives
slightly better results than does | — U/R. The results are not, however, very
different, and an example of the use of 1 — UR instead of JJ* for the
household sector is presented near the end of this section. The value of A4 that
was used for J/*in (4.7} is 337.0, which is slightly larger than the largest value
of JJ* observed in the sample period. Equation {(4.7) with this value of A is
Eq. 97 in the model.

Demand Pressure Variables

In the theoretical model a firm’s price and wage decisions are a function,
among other things, of its expectations of the current and future demand
curves for its goods and of the current and future supply curves of labor that it
faces. These expectations are in turn a function, among other things, of lagged
values of the demand for the firm’s goods at the prices that it set and of the
supply of labor that it received at the wage rates that it set. For the empirical
work one needs some way of accounting for these demand and supply effects
on prices and wages. A number of “demand pressure” variables were tried in
the estimation of the price and wage equations, One might expect theretobea
- nonlinear relationship between demand and prices in the sense that as
demand pressure rises, prices rise at an ever-increasing rate, and therefore a
number of nonlinear specifications were tried. However, the data do not
appear to be capable of distinguishing among different functional forms and
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demand pressure variables, and in the end two very simple variables were
used, one in the price equation and one in the wage equation.

The demand pressure variable for the price equation, denoted Z7, was
taken to be

_ GNPR*— GNPR
GNPR* ’

where GNPR* is an estimate of a high activity level of GNPR. (GNPR is real
GNP.) GNPR* was constructed from peak-to-peak interpolations of GNFPR.
The peak quarters are presented in Table A-4. ZZ is simply the percentage
difference between the high activity level of GNPR and the actual level.
Equation (4.8) is Eq. 98 in Table A-5. The demand pressure variable for the
wage equation was taken to be the civilian unemployment rate {UR):

_ U
LI+ L2+ 13-,

Equation {4.9) is Eq. 87 in Table A-5.

48 7z

49y  UR

Measurement of Excess Labor and Excess Capital

In the theoretical model the amounts of excess labor and excess capital on
hand have an effect on the decisions of the firm, particularly the investment
and employment decisions. In order to test for this in the empirical work, one
needs some way of estimating the amount of excess labor and excess capital
on hand in each period. This in turn requires some way of estimating the
technology of the firm sector.

Consider first the estimation of the capital stock and the postulation of a
production function. The capital stock was constructed to satisfy the follow-
ing equation;

(4.10) KK=(1=-d)KK | +IK,
where KK is the capital stock of the firm sector and /K, is gross investment.

The measurement of 3, is discussed in Appendix A. The production function
is postulated to be one of fixed proportions:

(4.11) Y= min[d(JH}), W(KK - H<)),

where Y is production, J, is the number of workers employed, [/ is the
number of hours worked per worker, KK is the capital stock given above, HfX
is the number of hours each unit of KK is utilized, and A and y are coefficients
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that may change over time due to technical progress. The variables Y, J,, and
KK are observed; the others are not.

Equations (4,10) and {4.11) are not consistent with the putty-clay technoel-
ogy of the theoretical model; they are at best only good approximations. Each
machine in the theoretical model wears out after m periods, but its productiv-
ity does not lessen as it gets older. Consequently, even if there were only one
type of machine ever in existence, {(4.10} would not be true. Rather,
KK — KK_, would equal IK,— IK, ., where IK.,, is the number of ma-
chines that wear out at the beginning of the period. It is also the case that no
technical change was postulated in the theoretical model, but even if it were, it
would not enter in the way specified in (4.11); it would take the form of
machines having different 4 and u coefficients according to when they were
purchased. One could not write down an equation like (4.11) but instead
would have to keep track of when each machine was purchased and what the
coefficients were for that machine. This kind of detail is clearly not possible
with apgregate data, and therefore one must resort to simpler specifications.

Given the above production function, excess labor was measured as fol-
lows. Output per paid-for worker hour, Y/(JH,), was first plotted for the
19521~ 19821II period. (Data on hours paid for, H,, exist, whereas data on
hours worked, H%, do not.) The peaks of this series were assumed to corre-
spond to cases in which the number of hours worked equals the number of
hours paid for, which implies that values of A in (4.11) are observed at the
peaks. The values of A other than those at the peaks were then assumed to lie
on straight lines between the peaks. Given an estimate of A for a particular
period and given the production function {4.11), the estimate of the number
of worker hours required to produce the output of the period (denoted
JHMIN) is simply Y/A. (This is Eq. 94 in Table A-5.) The actual number of
worker hours paid for can then be compared to JHMIN to measure the
amount of excess labor on hand. The exact form that this comparison takes in
the model is discussed in Section 4.1.5. The peaks that were used for the
interpolations are listed in Table A-4 under the description of A.

With respect to the measurement of excess capital, there are no data on
hours paid for or worked per unit of KK, and thus one must be content with
plotting Y/KK. This is, from the production function (4.11), a plot of uH¥%,
where Hf¥ is the average number of hours that each machine is utilized. If it is
- assumed that at cach peak of this series Hf* is equal to the same constant, say
H, then one observes at the peaks uH. Interpolation between peaks can then
produce a complete series on uH. If, finally, H is assumed to be the maximum
number of hours per period that each unit of KK can be utilized, then Y/( uﬁ)
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is the minimum amount of capital required to produce ¥ (denoted KKMIN).
(This is Eq. 93 in Table A-5.) The peaks that were used for the interpolations
are listed in Table A-4 under the description of uf.

4.1.4 Stochastic Equations for the Household Sector

The two main decision variables of a household in the theoretical model are
consumption and labor supply. The determinants of these variables include
the initial value of wealth and the current and expected future values of the
wage rate, the price level, the interest rate, the tax rate, and the level of transfer
payments. The labor constraint also affects the decisions if it is binding. The
aim of the econometric work is to match the decision variables and the
determinants of the variables to observed aggregate variables and then to
estimate equations explaining the aggregate vanables.

Expenditures of the household sector have been disaggregated into four
types: consumption of services (CS), consumption of nondurable goods
{CN), consumption of durable goods (CD), and investment in housing (1H, /.
Four labor supply variables have been used: labor force of prime-age males
(L), labor force of prime-age females (£.2), labor force of all others (L3}, and
the number of people holding more than one job, called “moonlighters”
{LM). These eight variables are determined by eight estimated equations.

The explanatory variables that were tried for each equation are the follow-
ing: (1) the initial value of wealth {44_,); (2) the after-tax wage rate (W4); (3}
the price of the particular good in the case of the expenditure equations and a
price index of all the goods in the case of the labor supply equations (PCS,
PCN, PCD, PIH, or P,); {4) the after-tax short-term and long-term interest
rates, either nominal (R84, RMA) or real ( RSA or RMA minus an estimate of
the expected rate of inflation, where the latter uses the predicted values PXe
from Eq. 4.1 or 4.2 or the predicted values W}' from Eq. 4.3 or 4.4); (3)
nonlabor income ( YN or ¥YTR); {6) the labor constraint variable (Z); and (7)
the lagged dependent variable,

The Searching Procedure

Much searching was done in arriving at the final estimated equations for the
household sector. With respect to functional forms, both the linear and
logarithmic forms of the equations were tried, and the decision was made
fairly early in the process to use the linear form. In general the log form led to
fewer significant coefficient estimates than did the linear form, and this was
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the main reason for dropping it. The results were, however, quite similar
using both forms, and the main conclusions regarding the household sector
would not be changed if the log form were used. All the equations were
estimated in per-capita terms for both forms.

A basic set of explanatory variables was first tried for each equation. A
number of changes from this set were then made o see if improvements could
be found. The changes consisted of (1) trying each explanatory variable lagged
one quarter rather than unlagged, (2) replacing ¥, which was in the basic set,
with YTR to see which nonlabor income variable worked better, (3) con-
straining the wage and price variables to enter the equation as the ratio of the
wage rate to the price level rather than separately, (4) trying both the
short-term and long-term interest rates together as well as separately, (5)
trying both the nominal interest rates and the real interest rates (separately),
and (6) estimating the equation under the assumption of first-order serial
correlation of the error term. All this searching was done using the 2SLS
technique. If in the process a particular variable in an equation continually
had the wrong sign, it was finally dropped from the specification, With a few
exceptions, the same was also true for variables that were of the right sign but
had ¢-statistics less than one in absolute vatue.

This searching did not result in very many examples in which a variable was
significant but of the wrong sign. Had this been true, I would probably not
have stopped when I did but instead would have examined the theory and the
data further. In order to give the reader a feeling for the kinds of equations that
were rejected, some examples will be given later after the basic equations have
been presented.

Special Treatment of Housing Investiment

Before the estimated equations are presented, the special treatment of hous-
ing investment must be noted. Housing investment poses a problem with
respect to the links from the theoretical model to the econometric specifica-
tions because the theoretical model is not set up to handle investment goods
for a household. If consumption of housing services is proportional to the
stock of housing, the variables from the theoretical model that affect con-
sumption can be taken to affect the housing stock. If, however, the actual
housing stock only adjusts slowly to some desired stock, this use of the
theoretical model is incomplete; one needs in addition to specify the lagged
adjustments. The following specification, which seems to give reasonable
results, was used for this purpose.
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Let KH** denote the “‘desired” stock of housing. Ifhousing consumption is
proportional to the housing stock, then the determinants of consumption can
be assumed to be the determinants of XH**:

(4.12) KH*™=f(..)),

where the arguments of [ are the determinants of consumption from the
theoretical model. Two types of lagged adjustment were postulated. The first
is an adjustment of the housing stock to its desired value:

(4.13) KH*—KH_| = A(KH** — KH_)).
Given (4.13), “desired”” gross investment is
(4.14)  TH¥=KH*—(1 —d,)KH_,,

where d;, is the depreciation rate. By definition IH, = KH — (1 — §,)KH_,,
and (4.14) is merely the same equation for the desired values. The second type
of adjustment is an adjustment of gross investment to its desired value:

.15 IH,—IH,_,=WIH}f—1IH,_ ).
Combining (4.12)—(4.15) vields:
@.16)  IH, = —WH,  + 93, — DKH_ | +9f(.. ).

This treatment thus adds to the housing investment equation both the lagged
dependent variable and the lagged stock of housing. Otherwise, the explana-
tory variables are the same as they are in the other expenditure equations.

This treatment is an example of the ad hoc nature of theory with respect to
lagged adjustments. “Extra” theorizing is involved in the specification of the
housing investment equation, and the specification is not derived from the
assumption of maximizing behavior.

In the empirical work, {(4.16) was estimated in per-capita terms, In particu-
lar, TH, was divided by POP, and IH,__, and KH_, were divided by POP._,,
where POP is population. If (4.12)~(4.15) are defined 1n per-capita terms,
where current values are divided by POP and lagged values are divided by
POP_,, then the present per-capita treatment of (4.16) follows. The only
problem with this is that the definition that was used to justify (4.14) does not
hold if the lagged housing stock is divided by POP_,. All variables must be
divided by the same population variable in order for the definition to hold.
This is, however, a minor problem, and it has been ignored. The alternative
treatment is o divide alt variables in {(4.16) by the same population variable,
say POP, but this is inconvenient to work with.
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The Final Eight Consumption and Labor Supply Equations

All estimates presented in this chapter are two-stage least squares (25LS)
estimates if the equation contains RHS endogenous variables and ordinary
least squares (OLS) estimates if it does not. Chapter 6 contains a discussion of
all the estimates that bave been obtained for the model; it also contains {in
Table 6-1) a list of the first-stage regressors that were used for each equation
for the 2SLS technigue., The estimation period was 19541- 1982111 {115
observations) for all equations except Eq. 15, where the period was 19561 -
1982111 (107 observations).

The final consumption and labor supply equations that were chosen are as
follows:

s CS AA
1. 0P~ - 000188 + .986 (POP)_1+ 000554(P0P)_1

(0.06) (61.48) (2.40)
YN
+ 0198 W4+ .00714 W — 00126 RSA
(2.07) (0.36) b (5.87)
+.0231 Z

(1.92)
SE = .00190, R? = 999, DW = 2.45

CN CN AA
2 g 0w o () v ann(5)

(3.96) (10.03}
YN

+ .185 WA — .0469 PCN + 0637 FOP - P,

(2.48) (2.16) (2.14)
— 000610 RSA + .0829 Z
(1.05) (3.54)

SE = .00315, R? = 994, DW = 1.58

CD D AA
3 POP 0735 + 458 (POP)M, + ;)GO?;S (POP)M,

(3.57)  (5.95)
YTR

+ 405 WA — 104 PCD+ .{)668PaP—_Ph

{4.08) (3.12) {1.19)
— 00617 RMA+ 123 Z
(7.96) (3.38)

SE = .00445, R? = 989, DW = 1.77
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4, I, _ 0650 + 738 (m’?) - 0157 (ﬁ)
-1 -1

POP (3.89)  (9.86) POP (3.18) POP

+.00182 (%) + 159 WA_,— 0178 PIH_,
(3.73) -6 (1.88)

+ .0356 (Fo"%%) — 00367 RMA_,
(0.99) Al (5.19)
SE = .00243, R2= 958, DW =2.09, p = .551
(4.65)
Ll Ll YN
5. == 230 + .769 (-—) — 0278 (—-—)
POPI (3.67)  (12.20) POPL/ (3.56) POP - Py/—y
SE = .00200, R2 = .972, DW = 225
6. F%=.0605+ 832 (F%) + 160 WA — 0200 P,
(3.75)  (17.98) 3N (2.95)
+ .03647
(2.86)
SE = .00294, R2= 999, DW = 2.14
I3 L3 AA
7. —— = 133 + .782 («-—) —.0012;(—)
Por3 (5.02)  (17.53) POP3/ (3.76) POP/ -
+ 0930 WA — 0318 P, + 0738 Z
(4.14) (4.25) (4.81)
SE = 00258, R2 = 907, DW = 1.96
LA LM
— = . + .
8. POP 0150 + 634 (POP)_,, 00676 WA_,

(7.17)  (11.96)
~ 00374 P,_, + .0580 Z

{1.48) (6.40)
SE = .00149, R? = .865, DW = 1,95

(0.90)

It will be uscful in discussing these results to consider the effects of each
explanatory variable across the eight equations. (1) The results for the asset
variable {44/POPF)_, are good in the sense that this variable is significant in all
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four of the expenditure equations. It is significant (and of the expected
negative sign) in one of the four labor supply equations. (2) The wage rate and
price variables are significant in all four expenditure equations with the
exceptions of the housing investment equation, where the ¢-statistic for the
price variable is 1.88, and the consumption of services equation, where the
price variable was dropped because of the wrong sign. The wage and price
variables appear in three of the four labor supply equations and are significant
in two of these three. (3) With respect to the interest rate variables, the
short-term rate is in the first two equations and the long-term rate is in the
third and fourth equations. The coefficient estimates are significant except for
the estimate in Eq. 2, where the ¢-statistic is 1.05. {(4) The results for the
nonlabor income variables are not very strong. The YN variable (total
nonlabor income) appears in the expenditure equations 1, 2, and 4, but with
i-statistics of only 0.36, 2.14, and 0.99. It also appears. in one labor supply
equation (Eq. 5}, with the expected negative sign and with a ¢-statistic of 3.56.
The YTR variable (transfer pavments) appears in expenditure equation 3,
with a f-statistic of 1.19. (5) The labor constraint variable (Z) appears in three
expenditure equations and three labor supply equations, It is significant in all
but equation 1, where the f-statistic is 1.92.

With respect to the housing investment equation, the implied value of y in
(4.15)is 1 — 738 = .262, which says that the adjustment of gross investment
10 desired gross investment is 26,2 percent per quarter. Given this estimate
and given the value of J;; of .00655, which was used to construct KH and
which is the value used in the model, the implied value of 41in (4.13) is .066.
This says that the adjustment of the housing stock to its desired value is 6.6
percent per quarter.

In general, these results seem fairly supportive of the theory. With the
exception of the nonlabor income variables, the variables that one would
expect from the theory to influence household expenditures and labor supply
are significant in most of the equations. With respect to the equations
themselves, the weakest results are for Eq. 5, which explains the labor force
participation of prime-age males. Most prime-age males work, and their
participation does not seem to be much affected by economic variables, with
the possible exception of nonlabor income.

Other Results from the Searching Procedure

In the process of searching for the final equations to be used in the model, one
gets a feeling tor what the data do and do not support. This information is not
always conveved to the reader by merely presenting the final set of equations;
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it is sometimes helpful to present a few of the intermediate results. This will
now be done regarding the results for the household sector.

1. The results are not sensitive to the use of JJ* as the measure of labor
market tightness in the construction of the labor constraint variable Z. Very
similar results were obtained using 1 — UR as the measure of labor market
tightness and defining Zto be | — ,975/(1 — UR), where .975 is slightly larger
than the largest value of 1 — /R in the sample period. Consider, for example,
the first three equations. The ¢-statistics for Z defined the new way were 1.91,
3.40, and 3.29, which compare to 1.92, 3.54, and 3.38 above. The SEs were
00189, 00318, and .00435, which compare 10 00190, .00315, and .00445
above. It is clear that there is little to choose between the two measures, or to
put it another way, the data cannot be used to decide between the two.

2. The data do not support the use of real interest rates in the expenditure
equations. One way to test for the effects of real interest rates is to include the
nominal interest rate and the expected rate of inflation as separate explana-
tory variables. If the real interest rate is the correct variable to use, the
coefficient estimate of the expected rate of inflation variable should be of
opposite sign and equal in absolute value to the coefficient estimate of the
nominal interest rate variable. To test for this, the four estimates of the
expected rate of inflation that were discussed in Section 4.1.3 were added (one
at a time) to the four expenditure equations. For 10 of the 16 cases the
coefficient estimate of the expected rate of inflation was of the wrong (nega-
tive) sign, and for the 6 cases in which it was of the right sign the largest
t-statistic was only 0.52. In the 6 cases in which the signs were right, the sizes of
the estimates were much smaller in absolute value than the sizes of the
estimates of the coefficient of the nominal interest rate, and the other coefi-
cient estimates in the equations changed very little. Two of the 12 negative
estimates were significant, with ¢-statistics of 2.09 and 2.16. Use of the actual
rates of inflation in place of the expected rates led to similar poor results.

It is clear that these results do not support the use of real interest ratesin the
expenditure equations. These negative results may be due, of course, to poor
estimates of the expected rate of inflation. It may be, for exampie, that better
estimates would be obtained under the assumption that expectations are
rational, and until further work is done, these nepative resulis are very
tentative,

3. The data do not support the treatment of consumer durable expenditures
as investment expenditures. When KD_,/POP_, was added to Eq. 3, its
coefficient estimate was unreasonably small (—.00968 with a z-statistic of
2.23). Under the assumption that the treatment of housing investment
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discussed earlier also pertains to consumer durable expenditures, the implied
value of 4 in (4.13) from this regression is .072. (The coefficient estimate of
CD_,/POP.., was .525, and the value of the depreciation rate, 4, is .0515.)
This says that the adjustment of the stock of durable goods to its desired value
is 7.2 percent per quarter, which is only slightly larger than the 6.6 percent
figure obtained for the housing stock. Given what seemed to be an unreason-
ably low value of A, the decision was made to treat consumer durable
expenditures like expenditures on services and nondurables.

4. The data provide mild support for the use of the after-tax wage rate rather
than the before-tax wage rate in the equations. The wage rate variable that is
used, W4, is equal to W0, where @ = (1 — d¥t — d¥t — d,, — d,,). (This is
Eq. 126 in Table A-5.) W), is the before-tax wage rate. ¢ and &} are marginal
personal income tax rates, and d,, and d,; are employee social security tax
rates. To test that the appropriate wage rate variable is 1,0 rather than
merely W, the wage rate variable can be included in the form oW, (?, where
4 1s a coeflicient to be estimated along with the regular coefficient a. If the
after-tax wage rate is the correct variable to use, the estimate of A should be
close to 1, and if the before-tax wage rate is correct, the estimate of A should be
close to 0.

When 4 is estimated, the equation is nonlinear in coefficients. The estima-
tion of such equations is discussed in Chapter 6. For the present results the
2S8LS technique was used. The estimates of A for the four expenditure
equations were 2.8, 2.6, 0.3, and 0.7, with standard errors of the respective
coefficient estimates of 2.12, 0.86, 0.58, and 1.00. (There is some collinearity
between the estimates of o and A. The ¢-statistics for the estimates of a
changed from 2.07, 2.48, 4.08, and 2.61 to 0.91, 3.48, 2.78, and 2.09
respectively when A4 was estimated rather than constrained to be 1. Except for
the second equation, the f-statistics are lower in the unconstrained case.) One
estimate of A is significantly different from 0, and none are significantly
different from 1. Although the estimates are obviously not precise, three of the
four estimates are closer to 1 than to 0, and thus the results provide at least
some support to the use of the after-tax wage rate.

5. The data again provide mild support for the use of the after-tax interest
rates rather than the before-tax rates. The interest rate variable that is used in
Egs. 1 and 2, RS4, isequal to RS + @, where O = (1 ~ d}f — d}f). (This is Eq.
127 in Table A-5.) RS is the before-tax short-term rate. When the interest rate
variable was included in these two equations as aRS - (%, the estimates of A
were —2.6 and 2.5, with standard errors of the coefficient estimates of 4.35
and 11.72. The interest rate variable that is used in Eqs. 3 and 4, RMA, is
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equal to RM - Q. (This is Eq. 128 in Table A-5.) RM is the before-tax
mortgage rate. When the interest rate variable was included in the two
equations as aRM « (%, the estimates of 2 were 3.0 and 4.6, with standard
errors of the coefficient estimates of 1.75 and 1.90. There is again some
collinearity between the estimates of & and A, and the estimates of 4 are not
precise. One of the four is significantly different from 0, and none are
significantly different from . Given that three of the estimates are closer to |
than to 0, there is sorne support for the use of the after-tax interest rates. The
support here is weaker than it was in the wage rate case because the estimated
standard errors of 4 are larger.

6. It should alse be noted with respect to the treatment of taxes that the
nonlabor income variable, YW, is after-tax nonlabor income (Eq. 88). This
treatment is again in keeping with the theoretical model. Given that the
results using YV were not very good, no tests of this variable versus a
before-tax version were made. It seemed quite unlikely that the data would be
able to discriminate between the two.

The Demand-for-Money Equation

The final estimated equation for the household sector is a demand-for-money
equation:

M M,
9. log mmmt— = 0297 — 000698 t + .835 log (——L—)_l
POP - By (3.63) (2.64) (19.22) POFP - B,
+ 123 log (ML_P) — 00416 RSA
(3.13) K (3.81)

SE = .0140, R* = .970, DW = 2.07

This is a standard demand-for-money equation in which the per-capita
demand for real money balances of the household sector, M,/ POP - P, ). isa
function of per-capita real income, YT/ POP - P,), and the after-tax short-
term interest rate, RS4. A time trend has been added to the equation to
account for possible trend changes in the relationship. This equation is
consisient with the theoretical model, where the optimal level of money
holdings of the household is a negative function of the interest rate.

Swmmary and Further Discussion

The following paragraphs provide a summary of the general features of the
empirical model of household behavior. Not surprisingly, these features are
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similar to the general features of the theoretical model in Section 3.1.2, since
the empirical model was constructed with this similarity in mind, The reader
should keep in mind in the following discussion that the smaller the labor
constraint, the larger is the labor constraint variable,

1. Household expenditures respond to the following variables: the after-tax
wage rate (1), the price level (—), the after-tax short-term or long-term interest
rate (—), after-tax nonlabor income (+), the initial value of wealth (+), and the
labor constraint variable {+).

2. Labor supply responds to the following variables: the after-tax wage rate
{+), the price level (—), after-tax nonlabor income (=), the initial value of
wealth (—), and the labor constraint variable (+).

3. A decrease in tax rates (the marginal personal income tax rate and the
emplovee social security tax rate) increases expenditures through the wage
rate and nonlabor income variables. A decrease in tax rates also decreases
expenditures through the interest rate variables. {A decrease in tax rates, other
things being equal, raises the after-tax interest rate, which has a negative effect
on expenditures.) The net effect of a decrease in tax rates is thus ambiguous,
although it will be seen when the quantitative properties of the model are
examined in Section 9.4 that the net effect is positive. Labor supply responds
to a decrease in tax rates positively through the wage rate variable and
negatively through the nonlabor income variable. It will be seen that the
positive effect dominates in the model.

4. Transfer payments are part of nonlabor income, and thus an increase in
transfer payments has a negative effect on labor supply. Therefore, a decrease
in net taxes through an increase in transfer payments has a negative effect on
labor supply, whereas a decrease in net taxes through a decrease in tax rates
has a positive effect,

5. An increase in interest rates has a negative effect on expenditures, which,
other things being equal, has a positive effect on the household savings rate
{SR). The savings rate is thus indirectly a positive function of interest rates.

6. An increase in the savings rate increases wealth (44), which in turn
increases expenditures (with a lag of one quarter). The increase in expendi-
tures in turn decreases the savings rate. There is thus a tendency for a change
in the savings rate to reverse itself over time because of the effects of the wealth
variable on expenditures.

7. The labor constraint variable is a nonlinear function of hours paid for.
When labor markets are tight, this variable has very little effect on expendi-
tures (since its value is close to zero). This is the unconstrained case in which
consumption and labor supply decisions are simply a function of wage rates,
prices, interest rates, nonlabor income, and wealth. When labor markets are
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lpose and households are constrained in their labor supply decisions, the labor
constraint variable has an effect on expenditures. Because it is a function of
hours paid for, its inclusion in the equations means that income is on the RHS
of the equations in the form of separate wage-rate and hours-paid-for vari-
ables when the constraint is binding. In the constrained case the expenditure
equations are thus closer than otherwise to typical consumption equations in
which income is an explanatory variable.

8. The labor constraint varable also enters the labor supply equations.
Three of the labor supply variables are labor force participation variables, and
therefore the inclusion of the labor constraint variable in these equations
means that labor force participation is predicted to be less in loose labor
markets than in tight labor markets. This effect is sometimes called the
“discouraged worker” effect. Given the functional form of the labor con-
straint variable, this effect is close to zero when labor markets are tight.

415 Stochastic Equations for the Firm Sector
Sequential Approximation to the Joint Decisions

The maximization problem of a firm in the theoretical model is fairly
complicated, which is partly a result of the large number of decision variables.
The five main variables are the firm’s price, production, investment, demand
for employment, and wage rate. In the theoretical model these five decisions
are jointly determined, that is, they are the result of solving one maximization
problem. The variables that affect this solution include (1) the initial stocks of
excess capifal, excess labor, and inventories, (2) the current and expected
future values of the interest rate, (3) the current and expected future demand
schedules for the firm’s output, {4) the current and expected future supply
schedules of labor facing the firm, and (3) expectations of other firms’ future
price and wage decisions.

The theoretical model of firm behavior is more difficult to handle empin-
cally than is the theoretical model of household behavior, and, as will be seen,
the links from the theory to the econometric specifications are weaker for
firms. One of the key approximations that was made was to assume that the
five decisions of a firm are made sequentially rather than jointly. The
sequence starts from the price decision and then goes to the production
decision, to the investment and employment decisions, and finally to the
wage rate decision. In this way of looking at the problem. the firm first chooses
its optimal price path. This path then implies a certain expected sales path,
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from which the optimal production path is chosen. Given the optimal
production path, the optimal paths of investment and employment are
chosen. Finally, given the optimal employment path, the optimal wage path is
chosen, which is the path that the firm expects is necessary to attract the
amount of labor implied by its optimal employment path.

Seven observed variables were chosen to represent the five decisions: (1) the
price level of the firm sector (P;), (2) production (Y}, (3) investment in
nonresidential plant and equipment (IK,), (4) the number of jobs in the firm
sector (J;). (5) the average number of hours paid per job (), (6} the average
number of overtime hours paid per job { HO), and (7) the wage rate of the firm
sector (W),

A Constraint on the Behavior of the Real Wage

Before the estimated equations are discussed, a constraint that was imposed
on the relationship between the nominal wage rate (W) and the price level
(P;) needs to be explained. It does not seem sensible for the real wage rate
(W,/P;) to be a function of either W, or P separately, and in order to ensure
that this not be true, a constraint on the coefficients of the price and wage
equations must be imposed. The relevant parts of the two equations are

417y  log Pr=plog Py + Brlog Wit . . .,
(4.18)  log W=y, log W, +ylog Pt pylog P+ .. L.
From these two equations, the reduced form equation for the real wage

(ignoring the other endogenous variables in the two equations) is

1
(4.19)  log W,;—log P,= E—_E;;m(l — fflog Wy,

t
1 = Bora
+ ..

[l — ) — v5(1 —~ B;)] log Pr;

In order for the real wage not to be a function of the wage and price levels, the
coefficient of log W, in (4.19) must equal the negative of the coefficient of
log P,_, . This requires that

(4.20)  O=(y, + )1 — B} — f(1 — 7).

This restriction was imposed in the estimation of the model. (The imposition
of coefficient restrictions within the context of the various estimation tech-
niques is discussed in Chapter 6.)
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The Price and Wage Equations

The main variables that affect the solution of a firm’s maximization problem
in the theoretical model were mentioned at the beginning of this section. The
empirical work for the price and wage equations consisted of trving these
variables, directly or indirectly, as explanatory variables. Observed variables
were used directly, and unobserved variables were used indirectly by trying
observed variables that seemed likely to affect the unobserved variables,

As noted in Section 4.1.3, a number of demand pressure variables were
tried in the price and wage equations. In the end the decision was made simply
to use ZZ in the price equation and UR in the wage equation. The results of
trying other variables are discussed later in this section.

1t was argued in Section 3.2.3 that import prices are likely to affect domestic
prices, and therefore the import price index (PIAM) was tried in the price
equation. With respect to accounting for the effects of expectations of other
firms’ price decisions on actual price decisions, the main variable that was
tried was simply the lagged price level. It is difficult to think of variables that
may help capture the effects of expectations of future price decisions on
current decisions. The lagged price level is obviously one possibility; another
is the wage rate. If wages are high, this may lead firms to expect prices to be
high in the future, which may then affect their current price decisions. It is
somewhat unclear whether one should use the current wage rate or the lagged
wage rate in the price equation. Given that the data in the model are
quarterly, some of the data on wages within the quarter may be used by firms
in setting prices within the quarter. In the empirical work both the current
wage rate and the wage rate lagged one quarter were tried; the current wage
rate gave slightly better results.

The final equation that was chosen is the following:

10. log Pr= 187 + 922 log P, + 0339 log W,(1 + ds, + ds,)
(7.32)  (82.62) (6.95)
+ 0339 log PIM — 0810 ZZ_,,
(8.56) (4.22)

SE = .00406, R? = 999, DW = | 46

where P;is the price level set by the firm sector, }¥,1s the wage rate, ds, and ds,
are employer social security tax rates, PIM is the import price deflator, and
Z7Z is the demand pressure variable. The price level is a function of the lagged
price level, the wage rate inclusive of emplover social security costs, the
import price deflator, and the demand pressure variable, ZZ,
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In the empirical work for the wage equation, the lagged wage rate and the
current and lagged price level were used as proxies for the expectations of
future wages of other firms. The unemployment rate, UR, was used as a proxy
for expectations about the labor supply curve, In addition, a time trend was
added to the equation to account for trend changes in the wage rate relative to
the price level, The inclusion of the time trend is important, since the time
trend 1s essentially the vanable that identifies the price equation. Given that
the demand pressure variable ZZ and the unemployment rate are highly
correlated, the only variable not included in the price equation that is
included in the wage equation is essentially the time trend. Another way of
looking at the wage eguation, especially given the restriction (4.20) that is
imposed on the coefficients of the price and wage equations, is that it is a real
wage equation.

The estimated wage equation is

16. log W,=—.423 + 929 log W, + 427 log PX
(3.52) (45.75)
— 382 log PX_, + 000671 t — 0760 UR.
(3.50) (4.31) (1.53)

SE = .00546, R? = 999, DW = 2.00

The wage rate is a function of the lagged wage rate, the current and lagged
values of the price level, the time trend, and the unemployment rate. The
price variable that is used in the wage equation is PX rather than F,. PXis the
price deflator for sales of the firm sector, and P,is the price deflator for sales of
the firm sector minus farm output. The two deflators are very similar, and for
purposes of imposing the real wage constraint discussed above, the two were
taken to be the same. Equation 16 was estimated under the coefficient
restriction (4.20), where the values used for f, and f, are the values estimated
in Eq. 10. (See Section 6.3.2 for further discussion of this.) The wage equation
is numbered 16 rather than 11 to emphasize that in the sequential approxi-
mation to the joint decisions, the wage decision is considered to come last.
It is possibie from the coefficients of Egs. 10 and 16 to calculate the
coefficients of the real wage equation (4.19). The iagged dependent variable
coefficient (that is, the coefficient of log W,_, —log P, in Eq. 4.19), for
example, is .911. When Eq. 16 was estimated without the restriction (4.20)
imposed, the fit was essentially unchanged and the coefficient estimates
changed very little. The unrestricted estimates of the coefficients of log PX
and log PX_, were 461 and —.411, which compare to the restricted estimates
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of .427 and —.382. An F test accepted the hypothesis at the 95-percent
confidence level that the restriction is valid. The F value was 0.12, which
compares to the critical value of 3,93 (with 1,109 degrees of freedom),

Movements of the real wage in the mode] affect the division of income
between profits and wages. (The level of profits of the firm sector is deter-
mined by a definition, Eq. 67 in Table A-5, where it is a positive function of
prices and a negative function of the wage rate.} The coefficient of the current
price variable in the wage equation is less than one, and thus when, say, the
price level rises by 1 percent in the gquarter, the wage rate rises by less than 1
percent, other things being equal. A shock to the price level thus means an
initial fall in the real wage. If, for example, the price of imports { PIM) rises by
1 percent, this will lead to an increase in the price level of .0339 percent in the
current quarter, but to an increase in the wage rate of only about half this
amount. An increase in the price of imports thus has a negative effect on the
real wage,

The results of searching for the price and wage equations will now be
discussed. The only searching that was done for the wage equation was to try
alternative measures of demand pressure. The use of 1 /IR in place of UR led
to almost identical results. The fits were essentially the same (SE = 005435
versus 00546 above), and the f-statistic for the coefficient of 1/UR was 1.55,
which compares to 1.53 above. The use of ZZ in place of 'R produced poorer
results. The t-statistic for the coeflicient of ZZ was only 0.39. The use of log
{ZZ + .04), which is a nonlinear transformation of ZZ that takes on a value
of minus infinity when GNPR exceeds GNPR* by 4.0 percent, in place of UR
produced similar results to those for ZZ. The ¢t-statistic for the coefficient of
log (ZZ + .04) was 0.34,

More searching was done for the price equation. (Results using the one-
quarter-lagged values of the demand pressure variables rather than the cur-
rent values gave better results, and only the results using the lagged values will
be reported here,) A nonlinear transformation of ZZ_ |, log (£Z, + a), where
a is some preassigned number, led to results that were almost identical to
those using ZZ_, . For values of 2 of .01, .04, and . 10 the r-statistics were 3.82,
4.03, and 4.12 respectively, which compare to the value of 4.22 given above
using ZZ_,. The fits were very close. Three other candidates for the demand
pressure variable did not lead to significant coeflicient estimates. They were
{1) the initial stock of excess labor on hand, (2) the initial stock of excess
capital on hand, and (3) the initial ratio of the stock of inventories to the level
of sales. The excess capital variable was closest to being significant, with a
t-statistic of 1.91,
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The use of UR_, or 1I/UR_, in place of ZZ_, produced slightly better
results. The f-statistics were 6.36 and 5.59 respectively, compared to 4.22 for
ZZ_,, and the fits were somewhat better (SE = 00376 and .00387 respec-
tively, compared to .00406 above). When UR_; and ZZ_, were both included
in the equation, U/R_, was significant but ZZ_, was not. A stmilar result was
obtained when 1/U/R_, and ZZ_, were both included in the equation. In spite
of these results, I decided to use Z7_, as the demand pressure variable in the
price equation. The unemployment rate ts more difficult to predict than is
GNPR (and thus ZZ) because it is more sensitive to errors made in predicting
the labor force variables. My general experience is that versions of the price
equation that use an unemployment rate variable as the demand pressure
variable lead to less accurate predictions of prices within the context of the
overall model than do other versions. This is true even though the other
versions may not have as good single-equation fits, These differences are
generally small, however, and the use of ZZ_, over UR_, or 1/UUR_ isnotan
important issue. The results in this book would not be changed very much if
UR_, or |/UR_, were used instead.

Two dummy variables were added to the price equation to try to pick up
possible effects of the price freeze in 19711V and the removal of the freeze in
19721, One dummy variable had a value of 1 in 1971V and 0 otherwise, and
the other had a value of 1 in 19721 and 0 otherwise. Neither of these variables
was significant, and their inclusion had little effect on the other coeflicient
estimates. The coefficient estimates were of the expected signs (negative and
positive, respectively), but the i-statistics were only 0.12 and 1.47. The price
freeze thus appeared to have too small an effect on P;to be picked up by an
equation like Eq. 10, and therefore no price freeze variables were used. With
the current wage rate included in the price equation, the wage rate lagged one
quarter was not significant. The latter was thus not included in the final
specification.

With respect to emplover social security tax rates, the tax rates have a
positive effect on the price level through the W, (1 + dy, + d,,) term in Eq. 10.
This term is the wage rate inclusive of employer social security taxes, The
inclusion of these tax rates in the price equation means that an increase in the
rates has a negative effect on the real wage. In other words, at least some of the
increase in employer social security taxes is estimated to be passed along to
workers in the form of a lower real wage. The inclusion of the social security
tax rates in the price equation is not supported by the data, When the terms
log Wyand log (1 + ds, + ds,) are included separately in Eq. 10, the estimate
of the tax variable is significant but of the wrong sign (—.529 with a t-statistic
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of 2.66). The main problem is that there is not much variation in the tax rates.
Poor results are thus not surprising and are not necessarily to be trusted as
indicating that the tax rates truly do not belong in the equation. The answer to
this problem here was merely to assume that the tax rates affect the price level
in the same way that the wage rate does.

No evidence could be found that profit taxes affect the price level. When,
for example, the variable log (1 + dy, + ;) was added to Eq. 10, its coeffi-
cient estimate was insignificant, with a r-statistic of 1.21 (d,, and d), are the
corporate profit tax rates). For the same variable lagged one quarter, the
f-statistic was 1.12. Little evidence could thus be found that firms pass on
profit taxes in the form of higher prices relative to wages. Again, however,
there is not much variation in tax rates, so very little confidence should be
placed on this negative result. Unlike the case for the social security tax rates,
there is no obvious way to restrict the profit tax rates 1o enter the price
equation, and therefore nothing was tried. The model thus has the property
that a change in profit tax rates does not directly affect the real wage.

In previous versions of the US model, two cost-of-capital variables were
included in the price equation, the bond rate R B and an investment tax credit
variable denoted 7XCR. In the theoretical model the interest rate affects the
firm’s decisions, and in the case of experiment 5 in Table 3-3 an increase in
the interest rate led the firm to raise its prices in perieds 2 and 3. The
cost-of-capital variables were thus used to sec if there was any empirical
support for the proposition that these variables affect prices. When RB and
TXCR are included in Eq. 10, they are significant, with ¢-statistics of 4.69 and
2.17 respectively. The coefficient estimate of RB is positive (.00249) and the
coefficient estimate of TYCR is negative (—.00239), both as expected. (TXCR
takes on a value of 1.0 when the credit of 7 percent is in full force -~ 19641
1966111, 196711~ 19691, and 19711V —19751; a value of 1.43 when the credit of
10 percent is in force— 197511 on; a value of .5 when the credit of 7 percent is
estimated to be half in force because of the Long amendment or timing
considerations — 1962111 - 19631V and 1971111; and 0.0 when the credit is not
in force.)

With RB included in the price equation, the model has the property that
high interest rates, other things being equal, are inflationary. A tight monetary
policy defined as high interest rates has a direct positive effect on prices as well
as the usual indirect negative effect on prices through the negative effect of
high interest rates on demand. The direct positive interest rate effect on prices
in this version is large, and for a number of experiments it dominates the
indirect negative effect. I finally decided that the effect seems too large, and I
have dropped the cost-of-capital variables from the price equation. It may be
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that some left-out variable from the price equation, such as inflationary
expectations, affects both RB and Prand that RB is spuriously picking up the
effects of this variable on P. This decision does have a significant effect on the
properties of the model, and it should not be taken lightly. If RB actually
belongs in the price equation, then excluding it bas seriously misspecified the
model with respect to a number of policy properties.

The Production Equation

The spectfication of the production equation is the point at which the
assumption that a firm’s decisions are made sequentially begins to be used.
The equation is based on the assumption that the firm sector first sets its price,
then knows what its sales for the current period will be, and from this latter
information decides on what its production for the current period will be.

In the theoretical model production is smoothed relative to sales, that is,
the optimal production path of a firm generally has less variance than its
expected sales path. The reason for this is the various costs of adjustment,
which include costs of changing employment, costs of changing the capital
stock, and costs of having the stock of inventories deviate from f, times sales,
If a firm were only interested in minimizing inventory costs, it would produce
according to the following equation (assuming that sales for the current
period are known);

(4.21) Y=X+gXx—-V_,

where Y is the level of production, X is the level of sales, and V_, is the stock
of inventories at the beginning of the period. Since by definition,
V—V_, =¥~ X, producing according to (4.21) would ensure that V"= X.
Because of the other adjustment costs, it is generally not optimal for a firm to
produce according to (4.21). In the theoretical model there was no need to
postulate explicitly how a firm's production plan deviated from (4.21) be-
cause its optimal production path just resulted, along with the other optimal
paths, from the direct solution of its maximization problem. For the empiri-
cal work, on the other hand, it is necessary to make further assumptions.
The estimated production equation is based on the following three as-
sumptions:

@4.22)  V*=px,
(423)  Y*=X+oa(1*—V_),
(424) Y—Y_,=MY*—Y_,)
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where + denotes a desired value. Equation (4.22) states that the desired stock
of inventories is proportional to current sales. Equation (4.23) states that the
desired level of production is equal to sales plus some fraction of the differ-
ence between the desired stock of inventories and the stock on hand at the end
of the previous period. Equation (4.24) states that actual production partially
adjusts to desired production each period. Combining the three equations
yields

(4.25) Y=(1—AY_ |+ Al +af)X— ial_,.
The estimated equation is

1. Y= 114 + 162 Y_, + 1011 X— .193 V_,
(4.36)  (3.67) (19.59)  (4.44)
~ 2.06 D593+ 793 D594+ 2.10 D601,
(1.86) (0.64) (1.89)

SE = 1.12, R*= 999, DW = 220, p = .605
(6.73)

where D593, D594, and D601 are dummy variables for the 1959 steel strike.
The implied value of A1s 1 — .162 = 838, which means that actual produc-
tion adjusts 83.8 percent of the way to desired production in the current
quarter. The implied value of e is .230, which means that desired production
is equal to sales plus 23.0 percent of the desired change in inventories. The
implied value of #1is .898, which means that the desired stock of inventories is
estimated to equal 89.8 percent of the (quarterly) level of sales.

No searching was done for the production equation other than to try a few
strike dummy variables.

The Investment Equation

The investment equation is based on the assumption that the production
decision has already been made. In the theoretical model, because of costs of
changing the capital stock, it may sometimes be optimal for a firm to hold
excess capital. If there were no such costs, investment each period would
merely be the amount needed to have enough capital to produce the cutput of
the period. In the theoretical model there was no need to postulate explicitly
~how investment deviates from this amount, but for the empirical work this
must be done.
The estimated investment eguation 1s based on the following three equa-
tions:
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(4.26) (KK — KK_)* = o KK_, — KKMIN_,) + q,AY + ,AY_,
+ wAY_, + @AY,

(4.27)  IKF=(KK—KK_)*+ 6;KK_,,
(4.28)  IK,~ IK, | = MIK} ~ IK.)),

where * again denotes a desired value. IK, is gross investment of the firm
sector, KK is the capital stock, and KKAMIN is the minimum amount of capital
needed to produce the output of the period. (KK — KK_)* is desired net
investment, and 7K is desired gross investment. Equation (4.26) states that
desired net investment is a function of the amount of excess capital on hand
and of four change-in-output terms. If output has not changed for four
periods and if there is no excess capital, then desired net investment is zero.
The change-in-output terms are meant in part to be proxies for expected
future output changes. Equation {4.27) relates desired gross investment to
desired net investment. 6, KK_ | 15 the depreciation of the capital stock during
period ¢ — 1. By definition, /K,= KK — KK | + §,KK_ |, and (4.27) is
merely this same equation for the desired values. Equation (4.28) is a stock
adjustment equation relating the desired change in gross investment to the
actual change. It is meant to approximate cost of adjustment effects.
Combining (4.26)-(4.28) vields

(4.29) 1K~ IK,_, = (KK | — KKMIN_,) + oy AY + AaAY_,
+ AAY_, + A AY_, — AIK,, — 6,KK_ ).

Equation (4.29) has two restrictions that were not imposed in the empirical
work. First, there is no constant term 1n (4.29), but one was used in the
estimated equation. Second, from the last term in (4.29) the coeflicients of
1K, , and 6,KK_, are the same, and this constraint was not imposed.

The estimated equation is

12. AIK,= — 0146 — 0130 (KK — KKMIN)_, + .0967 AY
0.11)  (2.83) (5.70)
+.0004 AY_, + .0140 AY_, + .0196 AY_,
(0.02) (0.88) (1.24)
w107 IK_, + 167 SKK_,.
(2.48) (2.59)

SE=.390, R?= 534, DW =213

The estimated value of 1is . 107 if taken from the K, term and .167 if taken
from the 6,KK _, term. This means that gross investment adjusts between
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about 10.7 and 16.7 percent to its desired value each quarter. The implied
value of o, is between - 078 and —.121, which means that between 7.8 and
12.1 percent of the amount of excess capital on hand is desired to be
eliminated each quarter.

The estimate of the constant term in Eq. 12 is highly insignificant, and the
results were little affected when the constant term was excluded. With respect
to the other restriction, when the constraint on the coefficients of /K, and
6, KK_, was imposed, the estimated value of A was essentially zero (an
estimate of .002, with a r-statistic of 0.12). This is the reason the restriction
was not imposed, and it is a good example of the compromises that are
sometimes made in empirical work. The theoretical restriction itself is, of
course, not very tight in the sense that (4.29) only represents a rough approxi-
mation to the investment decision in the theoretical model.

Note that the interest rate does not appear as an explanatory variable in the
investment equation. When the after-tax bond rate, RBA, was added to the
equation, its coefficient estimate was significant but of the wrong sign (.209
with a f-statistic of 3.48). Similar results were obtained by lagging K84 one
and then two quarters. The coefficient estimates and f-statistics were 223,
3.49 and .277, 3.92, respectively. There is thus no evidence that interest rates
negatively affect investment in an equation like Eq. 12. Interest rates do,
however, have important negative indirect effects on investment in the
model. (See poinis 2 and 3 at the end of this section.) The investment tax
credit variable discussed earlier, TXCR, was of the wrong expected sign and
not significant when added to Eq. 12. Tts coefficient estimate was —.038, with
a r-statistic of 0.31.

The significance of the excess capital variable in Eq. 12 provides support for
the proposition that firms spend time off their production functions. With
respect to the output terms in the equation, only the current term is signifi-
cant, and the results would not be much affected if the other three terms were
dropped.

The Three Employment and Hours Equations

The employment and hours equations are similar in spirit to the investment
equation. They are also based on the assumption that the production decision
has already been made. Because of adjustment costs, it may sometimes be
~ optimal in the theoretical model for firms to hold excess labor. Were it not for
the costs of changing employment, the optimal level of employment would
merely be the amount needed to produce the ouput of the period. In the
theoretical model there was no need to postulate explicitly how employment
deviates from this amount, but this must be done for the empirical work.
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The estimated employment equation is based on the following three
equations:

Je
(4.30)  AlogJ=aqq log?]ﬁul +aAlog Y +aAlog Y., +asAlog Vo,

_ JHMIN_,
H ft 1 ’

(4.32)  Hr, = He*,

@31  JE,

where JHAMIN 1s the number of worker hours required to produce the output
of the period, /7* is the average number of hours per job that the firm would
like to be worked if there were no adjustment costs, and .J#* is the number of
workers the firm would like to employ if there were no adjustment costs. The
term log (J— ,/J% ) in (4.30) will be referred to as the “amount of excess labor
on hand.” Equation (4.30) states that the change in employment is a function
of the amount of excess labor on hand and three change-in-output terms (all
changes are changes in logs). If output has not changed for three periods and if
there is no excess labor on hand, the change in employment is zero. As was the
case for investment, the change-in-output terms are meant in part to be
proxies for expected future output changes. Equation (4.31) defines the
desired number of jobs, which is simply equal to the required number of
worker hours divided by the desired number of hours worked per job.
Equation (4.32) postulates that the desired number of hours worked is a
smoothly trending variable, where H and & are constants.
Combining (4.30)-(4.32) yields

Jo
L il B
log THMIN., + oot +toAlog ¥V

+ oM log Yo, FoAlog Yo,

(4.33) Alog Jr= oy log H+ QY

The estimated equation is

J.

13. Alog J,= —.885 ~ 141 1ogm+.000176f
(3.76)  (3.75) L (4.28)
+ 281 Alog Y+ 119 Alog¥_,

(8.33) (3.03)
+ 033 Alog Y., — .00967 D593 + 00174 D594,
(1.02) {2.70) (0.50)

SE = 00335, R2=.780, DW = 2.04, h = 447
(4.44)
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where D593 and D594 are dummy variables for the 1959 steel strike, The
estimated value of oy 1s —. 141, which means that, other things being equal,
14.1 percent of the amount of excess labor on hand is eliminated each quarter.
The implied value of H is 531.97, which at a weekly rate is 40.92 hours. The
implied value of d i1s —.00125. The trend variable ¢ is equal to 9 for the first
quarter of the sample period (19541), and so the implied value of HX, for
19541 at a weekly rate 15 40,92 » exp (—.00125 X 9} = 40.46. For 1982111 t1s
equal to 123, and therefore the implied value for this quarter is 40.92 - exp
(—.00125 X 123) = 35.09, In general these numbers seem reasonable, The
significance of the excess labor variable in Eq. 13, like the significance of the
excess capital variable in Eq. 12, provides support for the proposition that
firms spend some time off their production functions.

The main hours equation is based on (4.31) and (4.32) and the following
equation:

(4.34)  Alog H,=j log gﬁ:i + o log -:J;Q:l +aAlog Y.
1 1

The first term on the RHS of (4.34) is the (logarithmic) difference between the
actual number of hours paid for in the previous period and the desired
number. The reason for the inclusion of this term in the hours equation but
not in the employment equation is that, unlike J,, H, fluctuates around a
slowly trending level of hours. This restriction is captured by the first term in
(4.34). The other two terms are the amount of excess labor on hand and the
current change in output. Both of these terms have an important effect on the
employment decision, and they should also affect the hours decision since the
two are closely related. Past output changes might also be expected to affect
the hours decision, but these were not found to be significant and thus are not
included in (4.34),

Combining (4.31), (4.32), and (4.34) yields

— J,

- _ —t

(4.35)  Alog Hy= (0o = Alog H + Alog Hy-, + o log 7rrima—
+ {0y — At +aAlog ¥,
The estimated equation is
J

_ B _ /.

14. Alog Hy= 1.37 — .284 log H-, — .0659 log 7rrerro—

(4.95) (5.16) (3.55)
—.000250 r+ .120 Alog Y.
(4.94) (4.40)

SE = .00285, R? = .398, DW = 2.18



An Econometric Model 137

The estimated value of A is —.284, which means that, other things being
equal, actual hours are adjusted toward desired hours by 28.4 percent per
quarter. The excess labor term is significant, with an estimated value of o, of
—.0659. The implied value of H is 534.60, which is 41.12 hours at a weekly
rate. This compares closely to the value of 40.92 implied by Eq. 13, The
implied value of § is —.00115, which compares closely to the value of
-.00125 implied by Eq. 13. No attempt was made {0 impose the restriction
that H and & are the same in Eqs. 13 and 14. Given the closeness of the
estimates, it is unlikely that imposing this restriction would make much
difference. Again, the significance of the excess labor variable is support for
the theoretical model.

The second hours equation explains overtime hours (H). It is of consider-
ably less importance than the employment equation and the other hours
equation. One would expect HO to be related to total hours, H,, in the
manner indicated in Figure 4-2. Up to some point A (for example, 40 hours
per week), HO should be zero or some small constant amount, and after point
A, increases in 0 and H should be roughly one for one. An approximation
to the curve 1n Figure 4-2 is

(4.36) HO=-exp (o +af1),
which in log form is
(4.37)  log HO=oa; + w,H,.

The foregoing discussion is based on the implicit premise that /. has no
trend. In practice H,has a negative trend, which means that 4 in Figure 4-2 is
likely to be shifting left over time. In order to account for this effect, H,was
detrended before being included in (4.37). H,was regressed on a constant and
¢ for the 19521~ 1982111 period, which resulted in an estimate of the coeffi-
cient for t of —.56464, The variable included in the estimated equation was
then H,+ 564641, which is denoted /7*. (This is Eq. 100 in Table A-5.) The
estimated equation is

15. log HO = —8.34 + 0223 H}.
(5.15) (7.38)

SE =.0552, R?= 905, DW = 1.82, p= .909
(21.38)

There is considerable serial correlation in this equation (p == .909), but as a
rough approximation it seems satisfactory.
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HO
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Figure4-2 Expected relationship between overtime hours (H ) and total hours (H)

The Demuand for Money Equation

The estimated demand for money equation for the firm sector is

17. log%= 106 + 920 log (%)—1 + .0477 log X
(1.04) (26.10) (2.39)
— 00700 RS(1 — d,, — dyy).
(3.26)

SE = .0237, R?> = 936, DW = 2.06

" The demand for real money balances, M,/PX, is a function of sales, X, and the
after-tax short-term interest rate, RS(1 — d,, — d,;). The tax rates used here
are corporate tax rates, not personal tax rates as in Eq. 9. The level of sales is
used as the transactions variable.
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The Dividend Equation
The estimated dividend equation is
18. sz - .0227 + .978 Df—] '+" .0201 (ﬂf'- ng - j}j),
(1.05) (108.28) (5.04)
SE =.125, R? = .99%, DW = |.58

where D, is the level of dividends and n,— T, — T} is the value of after-tax
profits. This is a standard dividend equation in which the current level of
dividends is a function of current and past values of after-tax profits.

The Interest Payments Equation

The current level of interest payments of the firm sector is a function of its
outstanding debt and of the interest rates that were in effect at the times of the
relevant debt issues, The estimated equation that attempts to approximate
this is

19, INT,=—3.59 + 746 INT,_, + .0200 (—A4)+ .467 RB.
(1.96) (8.59) (1.91) (4.25)
SE = .364, R*= 999, DW = 2.01,p= .954
(25.41)

INT,is the level of interest payments, 4,is the value of net financial assets of
the firm sector, and RB is the bond rate. 4,is negative because the firm sector
is a net debtor. Interest payments are estimated to be a function of the debt of
the firm sector and the bond rate.

Equation 19 has rather poor statistical properties. The coeflicient estimates
are not robust to slight changes in the specification, and the estimated serial
correlation coefficient is high (p = .954), This is not necessarily unexpected,
since the equation does not capture the fact that debt is issued in a variety of
maturities at different interest rates, Fortunately, the equation does not have
an important effect on the properties of the model except for one of the
-~ experiments in Chapter 11, which concerns a version of the model in which
there are rational expectations in the bond and stock markets. The results of
this experiment indicate that the coeflicient estimate of RB in Eq. 19 may be
too large. This issue is discussed in Section 11.7.3.
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The Inventory Valuation Adjustment Equation

The equation explaining inventory valuation adjustment is

20. V4= 152 — 952 PX+ 922 PX_,,
(0.98) (3.51) (3.34)

SE = 1.24, R* = 865, DW= 1.71,p= .801
(12.45)

where 774 is the value of the inventory valuation adjustment and PX is the
price level. In the theoretical model 7V A is equal to —(PX — PX_)V_,, and
Eq. 20 is an attempt to approximate this. The coefficient estimates for PX and
PX_, are of opposite sign and close to each other in absolute value, which is as
expected. The variable V., was added to the equation to see if any effect of the
stock of inventories on IVA could be found. Its coeflicient estimate was of the
wrong sign (—.0410, with a z-statistic of 1.92), and therefore V_, was not
included in the equation.

The Capital Consumption Equation

The capital consumption of the firm sector (CC) is assumed to be a function
of the current and past values of nominal investment expenditures
(PIK - IK,), where the lag structure is geometrically declining. The estimated
equation is

21, CCy=~ 0930+ 966 CC,,+ 0447 PIK - IK,
(3.69)  (67.13) (4.69)
+ .562 DDSIL
(6.29)

SE =.145, R?= 999, DW = 1.99

The dummy variable DD811 takes on a value of 1 from 19811 on and a value
of 0 otherwise. Equation 21, like Egs. 19 and 20, is only meant to be a rough
approximation. Capital consumption is a function of current and past tax
laws and accounting practices (as well as of current and past investrnent
expenditures), both of which have changed over time. Equation 21 ignores
these changes except for the inclusion of DD811. There appeared to be an
important break in the relationship between capital consumption and invest-
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ment expenditures beginning in 19811, which could be captured fairly well by
merely adding DD811 to the equation.

Summary and Further Discussion

The key equations of the firm sector are Eqs. 10-14 and 16. Some of the
features of these equations are as follows.

1. Production is stnoothed relative to sales. Investment, employment, and
hours are smoothed relative to production. The buffer for production is the
stock of inventories. The buffer for investment is the amount of excess capital
on hand, and the buffer for employment and hours is the amount of excess
labor on hand.

2. Although the bond rate is not an explanatory variable in the investment
equation, interest rates have indirect negative effects on investment, Interest
rates are explanatory variables in the consumer expenditure equations with
negative coefficients, and thus an increase in interest rates directly lowers
expenditures. This in turn lowers sales (X), which lowers production and then
investment and employment. The main channel by which interest rates affect
the economy is through their effects on consumer expenditures.

3. Although interest rates affect investment in the manner just discussed,
there is no means in the model by which interest rates affect capital-labor
substitution. Any changes in the substitution of capital for labor (or vice
versa) brought about by changes in the cost of capital relative to the cost of
labor are not explained. The effects of long-run changes in the relationship of
capital to labor are captured in the model through the peak-to-peak interpo-
lations that are involved in the construction of excess capital and excess labor,
in particular of KHMIN and JHMIN. The interpolations are, however,
exogenous, and thus nothing in the model is allowed to affect them.

The spirit of the model is that firms spend much of the time “off their
production functions, which means that for much of the time one is not
directly observing the number of capital and labor hours that are actually
needed in the production process. If this is true, it is obviously going to be
difficult to pick up the effects of, say, interest rate changes on the capital-labor
ratio. I have made no attempt to do this in the model. If capital-labor
substitution is a fairly slow and smooth process, then little is likely to be lost
by the present approach, even with the use of the model for periods as long as,
say, five years. If, on the other hand, substitution is fast or erratic, then the
present model is likely to be seriously misspecified and should not hold up
well in tests,
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4.1.6 Stochastic Equations for the Financial Sector

The stochastic equations for the financial sector consist of an equation
explaining member bank borrowing from the Federal Reserve, two term
structure equations, an equation explaining the change in stock prices. and a
demand for currency equation.

The Bank Borrowing Equation

The variable BO/BR is the ratio of borrowed reserves to total reserves. This
ratio is assumed to be a function of the difference between the three-month
Treasury bill rate /RS) and the discount rate {RD). The estimated equation is

22, so_ 0148 + .00455 (RS — RD).

BR (3.79)  (1.34)

SE =.0162, R2= 382, DW =232 p= 606
(7.93)

This equation does not it very well, and the estimate of the serial correlation
coeflicient is fairly high. There 13, however, at least some slight evidence that
bank borrowing responds to the interest rate differential.

The Two Term Structure Equations

The expectations theory of the term structure of interest rates states that
long-term rates are a function of the current and expected future short-term
rates. The two long-term interest rates in the model are the bond rate {RB)
and the mortgage rate {(RM). These rates are assumed to be determined
according to the expectations theory, where current and past values of the
short-term interest rate are used as proxies for expected future values. The two
estimated equations are

23. RB= 114 + 889 RB_,+ 277 R5-— 218 RS_,
(2.54)  (53.00) (10.82) {(6.48)
+ .074 RS_,,
(3.48)

SE =.171, R? =997 DW = .74
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24. RM= 343 + 846 RM_,+ .178 RS+ 041 RS_,
(3.36) (29.00) {4.64) {0.80)
— 043 RS_,.
(1.23)

SE = .258, R? = .992, DW = 2.23

Note that the lagged dependent variable is included as an explanatory variable
in each equation, which implies a fairly complicated lag structure relating
each long-term rate to the past vatues of the short-term rate.

The expected rate of inflation variables that were discussed in Section 4.1.3
were tried in the equations, but no significant results were obtained. The best
that was done from all the regressions tried was a ¢-statistic of 1.16 for the first
expected wage inflation variable in the RB equation. One must thus conclude
either that the expected inflation variables are poor measures of expectations
or that any effects of expected future inflation rates on expected future
nominal short-term interest rates are captured in the current and past short-
term rates.

The Capital Gains Fquation

The variable (G is the change in the market value of stocks held by the
household sector. In the theoretical model the aggregate value of stocks is
determined as the present discounted value of expected future after-tax cash
flow, the discount rates being the current and expected future short-term
interest rates. The theoretical model thus implies that CG should be a
function of changes in expected future after-tax cash flow and of changes in
current and expected future interest rates. In the empirical work the change in
the bond rate, ARB, was used as a proxy for changes in expected future
interest rates, and the current and one-quarter-lagged values of the change in
after-tax cash flow, A(CF — T, — T), were used as proxies for changes in
expected future after-tax cash flow. The estimated equation is

25, CG= 109 — 244 ARB+ 375 A(CF—T,—T})
(2.23)  (1.26) (1.49)
+ 407 ACF—Ty— Ty,
(2.08)

SE =484, R* = 145, DW = 1.90
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The explanatory power of this equation is low, as would be expected, but at
least some effect of interest rates and cash flow on stock prices scems to have
been picked up.

The Demand for Currency Equation

The estimated demand for currency equation is

CUR CUR
26, log =106 — 000133 1+ 897 log (-—_m—)
POP-PX 3gny 019y assy M OF P44

X
+ .0801 log —=
(2.36) POP
— 00313 RS54,
(4.00)

SE = .0103, R?= 937, DW = 2.69

where CUR is the value of currency. This equation states that the real
per-capita demand for currency is a function of the real per-capita level of
sales and of the after-tax short-term interest rate. A time trend is also included
in the equation, although it is not significant.

4.1.7 The Stochastic Equation for the Foreign Sector

There is one estimated equation for the foreign sector, an equation explaining
the demand for imports (JAf). Since this demand is demand by the domestic
sectors, the position of the equation is somewhat arbitrary. It was put here to
highlight the fact that the demand for imports has an important effect on the
savings of the foreign sector.

It was argued in Section 3.2.2 that the demand for imports should be a
function of the variables that affect a household’s maximization problem. For
the empirical work, this would mean trying the variables that were used in
Section 4.1.4 to explain the expenditure and labor supply decisions of the
houschold sector. The one problem with this is that in practice many imports

~are for use by the firm sector, and it is not possible to get a breakdown of
imports by sector of purchase. As a compromise, | replaced (as possible
explanatory variables) the wage rate variable, 174, and the labor constraint
variable, 7, by per-capita domestic sales, X/POP. The explanatory variables
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that were iried included the wealth variable of the household sector,
(AA/PCP)_,, the price of imports, the price of domestic goods, interest rates,
and per-capita domestic sales. The wealth variable was not significant and
thus was dropped. The equation that was chosen s

27. IM o077+ 752 (—@3’-)_, + 0256
POP— qaay  (s3n MOP @.10) FOF
— 0114 PIM_, + .0393 PX., — .00126 RMA_,
(3.90) (4.64) (2.59)
— 00654 D651 + .00356 D652 — .0109 D691
(2.18) (1.17) (3.65)
+.0166 D692 — 00798 D714
(5.42) (2.64)
+ 0123 D721,
(4.10)

SE = 00294, R2 = 994, DW = 1.71

The dummy variables are for periods in which there was a dock strike or
recovery from a strike,

Equation 27 is similar to the import equations that are estimated for the
multicountry model in Section 4.2.5. The demand for imports is a positive
function of domestic activity and of the domestic price level and a negative
function of the price of imports and of the interest rate. The interest rate in
this case is measured by the after-tax mortgage rate, RMA. The price variables
and the interest rate are lagged one quarter.

4.1.8 The Stochastic Equation for the State and Local Government Sector

The stochastic equation for the state and local government sector explains
unemployment insurance benefits (UB). The estimated egquation is

28. log UB= .369 + 1.58 log U+ .465 log Wy
(0.69) (18.00) (6.06)
SE = .0706, R2= 992, DW = 1.80, 5= .761

(12.59)

Unemployment insurance benefits are a function of the level of unemploy-
ment {{) and of the nominal wage rate. The inclusion of the nominal wage
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rate 1s designed to try to pick up the effects of increases in wages and prices on
legislated benefits per unemployed worker.

41.9 Stochastic Equations for the Federal Government Sector

There are two estimated equations for the federal government sector: the first
is an equation explaining the interest payments of the federal government,
and the second is an equation explaining the short-term interest rate. The
second equation is interpreted as an interest rate reaction function of the
Federal Reserve.

The Interest Payments Equalion

The current level of interest payments of the federal government is a function
of current and past government security issues and of the values of the interest
rates at the time of the issues. The estimated equation that attempts to
approximate this is

29. log INT,= — 870+ .873 log INT,_ + .148 log(—A,)
477 (29.65) (4.95)
+ 0572 log RS + .0818 log RB,
{5.54) (2.18)

SE = .0270, R? =999, DW = |.§9

where INT, is the level of interest payments, 4, is the value of net financial
assets of the federal government, RS is the current short-term interest rate,
and R B is the current long-term interest rate. The federal government is a net
debtor, and therefore A, is negative. This equation has better statistical
properties than does the equation explaining the interest payments of the firm
sector (Eq. 19), although it is still only a rough approximation.

The Interest Rate Reaction Function of the Federal Reserve

A key question in any macro model is what one assumes about monetary
policy. In the theoretical model monetary policy is determined by an interest
rate reaction function, and in the empirical work an equation like this was
estimated. This equation is interpreted as an equation explaining the behav-
1or of the Federal Reserve (Fed).

In at least one respect, trying to explain Fed behavior is more difficult than,
say, trying to explain the behavior of the household or firm sectors. Since the
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Fed is run by a relatively small number of people, there can be fairly abrupt
changes in behavior if the people with influence change their minds or are
replaced by others with different views. Abrupt changes are less likely to
happen for the household and firm sectors because of the large number of
decision makers in each sector. Having said this, I have, however, found an
equation that seems to explain Fed behavior fairly well from 1954 up to
197911, which is roughly the beginning of the time of Paul Volcker as
chairman of the Fed. Beginning with 197911 there seems to have been an
abrupt change in behavior, although, as will be seen, even this change seems
capable of being modeled.

The equation explaining Fed behavior has on the LHS the three-month
Treasury bill rate /RS). This treatment is based on the assumption that the
Fed has a target bill rate each quarter and achieves this target through
manipulation of its policy instruments. The RHS variables in this equation
are variables that seem likely to affect the target rate. The variables that were
chosen are (1) the rate of inflation as measured by the percentage change in
the price deflator for domestic sales. PD, (2) the degree of labor market
tightness as measured by J/*, (3) the percentage change in real GNP, GNPR,
and (4) the percentage change in the money supply lagged one quarter, M1_, .
What seemed 10 happen when Volcker became chairman was that the size of
the coefficient of M1_, increased substantially. This was modeled by adding
the variable DD793 - M1_, to the equation, where DD793 is a dummy
variable that is O before 19791II and 1 thereafier. The estimated equation is

30. RS =~ 046 + .858 RS_,+ .0687 PD+ .0296 JJ*
(2.99) (25.55) (2.11) (2.99) .
+ .0597 GNPR + .032 M1_,+ .131 DD793 - M1_,.
(2.92) (1.71) (4.20)

SE= 687, R2= 953, DW =191

Equation 30 is a “leaning against the wind” equation in the sense that the
Fed is predicted to allow the bill rate to rise in response to increases in
inflation, labor market tightness, real growth, and money supply growth.
What the results show is that the weight given to money supply growth in the
setting of the bill rate target is much greater in the Volcker period than before

A.032 + .131 = .163 versus .032 before). Aside from the change in the equa-
tion when Volcker became chairman, the coefficients do not appear to have
changed much over time, A Chow test, for example, accepted the hypothesis
that the coefficients are the same (aside from the Volcker change) for the
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periods before and after 19691. (The F value was 1.17, which compares to the
critical F value with 7,111 degrees of freedom of 2.10 at the 95-percent
confidence level.) In other words, the test accepted the hypothesis that there
was no structural change in Fed behavior when Arthur Burns became
chairman,

4.1.10 Possible Assumptions about Monetary and Fiscal Policies

The main federal government fiscal policy variables in the model are the
following:

C, Purchases of goods

dig Personal income tax parameter
thy Profit tax rate

dyy Indirect business tax rate

sy Employee social security tax rate
sy Employer social security tax rate
I, Number of civilian jobs

I Number of military jobs
TR, Transfer pavments to households

Some of these variables appear as explanatory variables in the stochastic
equations and thus directly affect the decision variables; others indirectly
affect the decision variables by influencing vanables (through identities)
which in turn influence, directly or indirectly, the decision variables. The
response of the model to changes in the various fiscal policy variables is
examined in Section 9.4.

Monetary policy is less straightforward to discuss. It will be useful for
present purposes to list some of the equations that are involved in determin-
ing the effects of monetary policy on the economy.

9, M,=J{RS, . . ),
17. M,=fARS, . . ),
26. CUR = fo(RS, . . ),
BO
22. Zr = 0148 +.00455 (RS — RD),
57, BR=—g,M,,

71. 0=AM, + AM, + AM + AM, + AM, + AM — ACUR,
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77. 0=25,— 8, — AM, + ACUR + A(BR — BO) ~ AQ — DIS,,
81. M1 = MI_, + AM, + AM,+ AM, + AM, + MDIF.

The other key equation is the interest rate reaction function, Eq. 30, which
explains RS,

In considering the determination of variables in the model, it is convenient
to match variables to equations, and this will be done in the following
discussion. It should be remembered, however, that this is done only for
expositional convenience. The model is simultaneous, and nearly all the
equations are involved in the determination of each endogenous variable.

Consider the matching of variables to equations in the block given above.
The demand for money variables, M, M, and CUR, can be matched to the
stochastic equations that determine them, 9, 17, and 26. Bank borrowing,
BO, can be matched to its stochastic equation, 22, and total bank reserves,
BR, can be matched to its identity, 57. A, can be matched to Eq. 71, which
states that the sum of net demand deposits and currency across all scctors is
zero. M1 can be matched to its identity, 81. This leaves Eq. 77, the federal
government budget constraint; the question is what endogenous variable is to
be matched to this equation. The government savings variable, S,, is deter-
mined elsewhere in the model and thus is not a candidate. IfEq. 30 isincluded
in the model (and thus RS matched toit), the obvious variable to maich to Eq.
77 is A, the net financial asset variable of the government. (4, will be referred
to as the “government security” variable. Remember that 4, is negative
because the government is a net debtor.) This means that 4, is the variable
that adjusts to allow RS 1o be the value determined by Eq. 30. In other words,
the target bill rate is assumed to be achieved by the purchase or sale of
government securities, that is, by open market operations.

If A, is taken to be endogenous, the following variables in the block given
above are then exogenous: the discount rate, RID; the reserve requirement
ratio, g, ; demand deposit and currency holdings of the foreign sector, the state
and local government sector, and the federal government sector, M,, M, and
M,; gold and foreign exchange holdings of the federal government, Q; the
discrepancy term, DIS,; and the variable that is involved in the definition of
M1, MDIF. Instead of treating A, as endogenous, one could take either RD or
£, to be endogenous and match it to Eq. 77. This would mean that the target

. bill rate was achieved by changing the discount rate or the reserve require-
ment ratio instead of the amount of government securities outstanding. Since
the main instrument of monetary policy in practice 15 open market opera-
tions, it seems better to treat 4, as endogenous rather than RD or g;.
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One can also consider the case in which Eq. 30 is dropped from the model,
In this case, RS is matched to Eq. 77 and A, is taken to be exogenous. The
interest rate is “implicitly” determined: it is the rate needed to clear the asset
market given a fixed value of 4,. (In the numerical solution of the model in
this case, RS is solved using, say, Eq. 9, M, is solved using Eq. 71, A, is solved
using Eq. 57, and BR is solved using Eq. 77.) When Eq. 30 is dropped,
monetary policy is exogenous, and the response of the model to changesin 4,
can be examined.

In the exogenous monetary policy case, the main way in which monetary
policy affects the economy is by changing interest rates. Changes in 4, change
interest rates, which in turn change real variables. The main effects of interest
rates on the economy are the direct effects on consumer expenditures (Eqs. 1,
2, 3, and 4). What this means is that the three instruments of monetary
policy—A4,, RD, and g,—all do the same thing, namely, they affect the
economy by affecting interest rates. Using all three instruments is essentially
no different from using one with respect to trying to achieve, say, some real
output target. It also means that in the endogenous monetary policy case
where A4, is endogenous and RD and g, are exogenous, changes in RD and g,
have virtually no effect on the economy. Any effects that they might have are
simply “undone™ by changes in A, in the process of achieving the target
interest rate implied by Eg. 30.

It is also possible in the exogenous monetary policy case to take some
variable other than A4, to be exogenous. One possible choice is the money
supply, M1, and another is the level of nonborrowed reserves, BR — BO. Both
of these are common variables to take as policy variables in monetary policy
experiments. If either of these is taken to be exogenous, 4, must be endoge-
nous.

To return to fiscal policy variables, it should be obvious that fiscal policy
effects are not independent of what one assumes about monetary policy. Fora
given change in fiscal policy, there are a variety of assumptions that can be
made about monetary policy. The main possible assumptions are (1) Eq. 30
included in the model and thus monetary policy endogenous, (2) the bil rate
exogenous, (3) the money supply exogenous, (4) nonborrowed reserves exoge-
nous, and (5) government securities outstanding, A,, exogenous. In all but
assumption 5, 4, is endogenous. It will be seen in Section 9.4.4 that fiscal
policy effects are in fact quite sensitive to what is assumed about monetary
policy. The reason for this is that the different assumptions have quite
different implications for interest rates, and the latter have large effects on the
real side of the economy.
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4.1.11 General Remarks about the Transition

1. The links between the theoretical model and the econometric specifica-
tions are closer for the household sector than they are for the firm sector,
although the specifications of the main equations for the firm sector are in the
spirit of the theoretical model. An important simplification for the empirical
work is the assumption that the firm sector’s decisions are made sequentially,
which is contrary to the case in the theoretical model. Also, the restriction that
was imposed on the real wage rate in the empiricat work, although it seems
quite sensible to impose it in the aggregate, is not closely linked to the
theoretical work, where the emphasis was on the behavior of individual firms.

2. There is a heavy use of lagged dependent variables in the model, and they
are very important explanatory variables. They can be looked upon as
accounting in part for expectational effects and in part for lagged adjustment
effects, where it 15 not possible to separate out these two types of effects. This
treatment is discussed in Section 2.2.2. The more sophisticated treatment that
was tried for the estimation of expectations regarding future inflation rates
was not successful. The expectations variables were not significant in the
consumer expenditure equations, where they should be if real rather than
nominal interest rates affect behavior, or in the term structure equations,
where they should be if expected future inflation rates are not adequately
captured in the current and lagged values of the short-term interest rate.

3. A number of the stochastic equations are not tied very closely (if at all) to
decision variables in the theoretical model. These equations tend to be less
important with respect to their effects on the main variables in the model.
Equations in this category include the overtime hours equation, 15, the
dividend equation, 18, the two interest payments equations, 19 and 29, the
inventory valuation adjustment equation, 20, the capital consumption equa-
tion, 21, and the unemployment insurance benefits equation, 28. Some of
these equations are simply approximations to definitions that would hold if
sufficient data were available.

4, Equation 30 is more heroic than the other main behavioral equations in
that it is an attempt to model the behavior of a small number of individuals. It
can, of course, be dropped from the model and monetary policy taken to be
exogenous. In this sense the equation is less important than the others.

5. Since the theoretical model was used to guide the specification of the
econometric model, it is likely that the two models have similar qualitative
policy effects. The policy properties of the econometric model are examined
in Section 9.4, and it is true that the gualitative effects are similar. For
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example, the disequilibrium features of the theoretical model are captured in
the econometric model through the labor constraint variable, Z, and the
interest rate effects on households’ decisions in the theoretical model are
captured in the econometric model through the interest rate variables in the
expenditure equations.

6. Two important variables in the model are taken to be exogenous when in
fact they should not be. They are the import price deflator, PIM, and exports,
EX. This limitation is eliminated in the next section, where the US model is
embedded in the multicountry model. In fact, one way of looking at the
multicountry model is that it is a way of making P/Af and EX endogenous,

4.2 The Multicountry (MC) Model
421 Introduction

The econometric model is extended to a number of countries in this section.
Quarterly data have been collected or constructed for 64 countries (counting
the United States), and the model contains estimated equations for 43
countries. The basic estimation period is 19581- 19811V (96 observations).
For equations that are relevant only when exchange rates are flexible, the
basic estimation period is 197211~ 198 11V (39 observations). The theoretical
basis of the model was discussed in Section 3.2.

The model differs from previous models in a number of ways, and it will be
useful to discuss these briefly here. First, linkages among countries with
respect to exchange rates, interest rates, and prices appear to be more impor-
tant in the present model than they are in previous models, which have been
primarily trade linkage models. The LINK model (Ball 1973), for example, is
of this kind, although some recent work has been done on making capital
movements endogenous in the model. (See Hickman 1974, p. 203, for a
discussion of this; see also Berner et al. 1976 for a discussion of a five-country
model in which capital flows are endogenous.} Second, the theory on which
the model is based differs somewhat from previous theories. This has been
discussed in Section 3.2. Third, the number of countries in the model is larger
than usual, and the data are all quarterly. Considerable work has gone into the
construction of quarterly data bases for all the countries. Some of the
quarterly data had to be interpolated from annual data, and a few data points
had to be guessed. The collection and construction of the data bases are
discussed in subsequent sections.

Finally, there is an important difference between the approach Ihave taken
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and an approach like that of Project LINK, I alone have estimated small
models for each country and then linked them together, rather than, as
Project LINK has done, taking models developed by others and linking them
together. The advantage of the LINK approach is that larger models for each
country can be used; it is clearly not feasible for one person to construct
medium- or large-scale models for each country. The advantage of the present
approach, on the other hand, is that the person constructing the individual
models knows from the beginning that they are to be linked together, and this
may lead to better specification of the linkages. It is unlikelv, for example, that
the specification of the exchange rate and interest rate linkages in the present
model would develop from the LINK approach. Whether this possible gain in
the linkage specification outweighs the loss of having to deal with small
models of each country is an open question.

4.2.2 Further Theory

The theoretical model as represented by (T1)-{T17) in Section 3.2.5 cannot
be implemented in practice. The main problem is that data on bilateral
financial flows do not exist. In other words, data on domestic holdings of the
securities of a particular foreign country do not exist, and therefore equations
like (T13) and (T14) cannot be estimated. Moreover, data on the breakdown
of the savings of a country between private and government savings (.5, and
Sg) do not always exist. These and other data problems make the transition to
a multicountry econometric model particularly difficult, In order to make the
transition here, a special case of the theoretical model must be considered.
This special case is discussed in this section. Since this discussion is an
extension of the discussion of the theoretical model in Section 3.2, the ¢
subscript has been retained for the variables. In the discussion of the econo-
metric model, which begins in Section 4,2, 3, the ¢ subscript has been dropped.

Interest Rate Reaction Functions

The two monetary policy variables in the equation set {T 1)-(T17){other than
the discount rates RD and rd, which are not of concern here) are 4, and a,,. If
these two variables are taken to be exogenous, the two interest rates, R, and #,,
are “implicitly” determined. An alternative to this treatment is to postulate
" interest rate reaction functions for both R, and 7,:

(T18) Ro=frsl. . )
(T19) r=JIrsle - )
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where the arguments in the functions are vaniables that affect the monetary
authorities” decisions regarding the interest rates. In this case 4, and a,, are
endogenous.

Exchange Rate Reaction Functions

The policy variable most closely related to the exchange rate, ¢,, is 2, {or ¢,),
country 1’s (or country 2’s) holdings of the international reserve. If 0, is taken
to be exogenous, ¢, is implicitly determined. An alternative to this is to
postulate an exchange rate reaction function:

(T20) € = fraol- . )

where the arguments in the function are variables that affect the authorities’
decisions regarding the exchange rate. In this case @, is endogenous.

Perfect Substitutability and the Forward Rate

The special case of the theoretical model used here includes the interest rate
and exchange rate reaction functions. It also includes the assumption that the
securities of the two countries are perfect substitutes. Perfect substitution is
defined as follows. The covered interest rate from country |’s perspective on
the bond of country 2, say r/, 1s (¢,/F, )(1 + r) — |, where F, is the forward
rate. If for R, = r/ people are indifferent as to which bond they hold, the bonds
will be defined to be perfect substitutes. In this case the equation system
(T1)-(T17) is modified as follows. First, (T13) and (T14) drop out, since the
private sector is now indifferent between the two bonds. Second, arbitrage will
ensure that R, = r/, and thus a new equation is added:

{(T21) R, =(e,/E)X1 +r)— L

Third, the model is underidentified with respect to 4,,, 4%, a,, and 4%, and
one of these variables must be taken to be exogenous. (This indeterminacy is
analogous to the indeterminacy that arises in, say, a two-consumer, two-firm
model in which the two consumers are indifferent between the goods pro-
duced by the two firms. It is not possible in this model to determine the
allocation of the two goods between the two consumers.)

Equation {T2 1) introduces a new variable, F,, into the model, and therefore
its determination must be specified. If it is assumed that F, equals the expected
future spot rate, one could try to estimate an equation explaining F,, where
the explanatory variables would be variables that one believes affect expecta-
tions. Instead of estimating an equation, one could assume that expectations
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are rational and estimate the model under this constraint. If F, is determined
in either of these two ways, it will be said to play an “active’ role in the model.

If Fisactive, it is not possible to have R,, r,, and ¢, all implicitly determined
or determined by reaction functions. Given (T21) and the equation for F,
(implicit if there are rational expectations, explicit otherwise), only two of the
three vartables can be implicitly determined or determined by reaction
functions. (Also, if F, is active and exchange rates are fixed., it is not possible to
have both R, and r, implicitly determined or determined by reaction func-
tions.) An alternative case to F, being active is the case in which R,, r,, and ¢,
are implicitly determined or determined by reaction functions and F, is
determined by (T21). In this case F, will be said to play a *‘passive” role in the
model. Given R,, r,, and e, £, merely adjusts to ensure that the arbitrage
condition holds. The special case of the theoretical model used here is based
on the assumption that F, is passive.

In surmmary, the special case of the theoretical model used here is based on
the assumptions that (1) the interest rates are determined by reaction func-
tions, (2) the exchange rate is determined by a reaction function, {3) the
securities of the different countries are perfect substitutes, and (4) the forward
rate is passive. The assumption that is most questionable in this choice is
probably the assumption that e, is determined by a reaction function. The
alternative assumption is that e, is implicitly determined, with reserves, Q,,
being exogenous. In practice there is obviously some intervention of the
monetary authorities in the exchange markets, and therefore this alternative
assumption is also questionable. The assumption that ¢, is determined by a
reaction function means that intervention is complete: the monetary author-
ity has a target ¢, each period and achieves this target by appropriate changes
in @,. This assumption may not, however, be as restrictive as it first sounds,
The monetary authority is likely to be aware of the market forces that are
operating on ¢, in the absence of intervention (that is, the forces behind the
determination of ¢, when ¢, is implicitly determined), and it may take these
forces into account in setting its target each period. If some of the explanatory
variables in the reaction function are in part measures of these forces, then the
estimated reaction function may provide a better explanation of ¢, than one
would otherwise have thought. Similar arguments apply to the assumption
that R, and #, are determined by reaction functions.

The assumption that F| is passive means that the forward market imposes
no “discipline” on the monetary authority’s choice of the exchange rate.
Again, if the monetary authority takes into account market forces operating
on ¢, in the absence of intervention, including market forces in the forward
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market, and if the explanatory variables in the reaction function for ¢, are in
part measures of these forces, then the estimated reaction function for ¢, may
not be too poor an approximation.

Given the assumption that F, is passive and given that F, does not appear as
an explanatory variable in any of the equations, F, plays no role in the
empirical model. For each country it is determined by an estimated version of
the arbitrage condition, {T21), but the predictions from these equations have
no effect on the predictions of any of the other variables in the model.

Fixed Exchange Rates

The assumption that F, is passive is not sensible in the case of fixed exchange
rates: for most observations F, is equal to or very close to ¢, when ¢, is fixed. A
different choice was thus made for the fixed rate case. This choice was
designed to try to account for the possibility that the bonds of the different
countries are not perfect substitutes as well as for the fact that F, is not passive.
The procedure that was followed in the fixed rate case is as follows. The
United States was assumed to be the “leading” country with respect to the
determination of interest rates. Assume in the above model that the United
States is country 1. Consider the determination of r,, country 2’s interest rate.
If exchange rates are fixed, bonds are perfect substitutes, and F, is equal to e,
then r, is determined by (T21) and is equal to R,. In other words, country 2’s
interest rate is merely country 1’s interest rate: country | sets the one world
interest rate and country 2’s monetary authority has no control over country
2’s rate. If the bonds are not perfect substitutes, (T21)} does not hold and
country 2’s monetary authority can affect its rate. If, however, the bonds are
close to being perfect substitutes, then very large changes in a,, will be needed
to change r, very much.

In the empirical work, interest rate reaction functions were estimated for
each country, but with the U.S. interest rate added as an explanatory variable
to each equation. If the bonds are close to being perfect substitutes, the U.S,
rate should be the only significant variable in these equations and should have
a coefficient estimate close to 1.0, If the bonds are not at all close substitutes,
the coefficient estimate should be close to zero and the other variables should
be significant. The in-between case should correspond to both the U.S. rate
and the other vanables being significant.

This argument about the U.S. rate in the interest rate reaction functions
does not pertain to the flexible exchange rate case. One would thus not expect
the interest rate reaction functions to be the same in the fixed and flexible rate
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cases, and therefore in the empirical work separate interest rate reaction
functions were estimated for each country for the fixed and flexible rate
periods. The U.S. rate may still be an explanatory variable in the reaction
functions for the flexible rate period. This would be, however, because the
U.S. rate is one of the variables that affect the monetary authority’s interest
rate decision, not because the U.S. rate is being used to try to capture the
degree of substitutability of the bonds.

Contrary to the case for the other countries, the U.S. interest rate reaction
function was estimated over the entire sample period. This procedure is
consistent with the assumption made above that the United States is the
interest rate leader in the fixed rate period. If it is the leader, then it is not
constrained as the other countries are, so there is no reason on this account to
expect the function to be different in the fixed and flexible rate periods.

Aggregation

The final issue to consider regarding the special case of the theoretical model
is the level of aggregation. The private and government sectors have been
aggregated together for this case, and thus there is only one sector per country.
In this case the budget constraint for country 1 is the sum of (T5) and (T6):

(T5)  0=35,— Ad, — eAa¥ — AQ,.

S, is equal to S, + S,,, A4, is equal to A4, + A4, and the p subscript has
been dropped from a* since it is now unnecessary. The budget constraint for
country 2 is similarly the sum of (T7) and (T8):

1 I
{T7y’ 05— Aa, — :?:A/i,* - ;:Aq,.

Equations (T15) and (T16) are now written as follows;
(T15)" 0=, + A% '
(T16)! O=gq,+ar
Consider now a further type of aggregation. Let A4/ = A4, + eAa* + AQ,
| and Aq] = Ag, + EI:AA;" + el,Aq" In this notation (TS5} and (T7)" are

(TS)”  0=35,— A4},
(T7)"  0=s,— Aa/.
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If one adds the first difference of (T15)’, the first difference of (T16)’
multiplied by ¢,, and {(T17) in Section 3.2.5, the result is

(T17)  0=Ad + eAq,.

Equation (T17)’ is redundant, given (T3)” and {T7)*, because S, and s, satisfy
the property that &, + e,5, = 0.

This aggregation is very conventent because it allows data on 4, and @/ to
be constructed by summing past values of S, and s, from some given base
period values, Data on S, (the balance of payments on current account) are
available for most countries, whereas data on A,, 4* @, and F (that is,
bilateral financial data) are generally not available, The cost of this type of
aggregation 1is that capital gains and losses on bonds from exchange rate
changes are not accounted for. Given the current data, there is kittle that can
be done about this. The key assumption behind this aggregation is that the
secunities of the different countries are perfect substitutes. If this were not so,
(T13) and (T14) would not drop out, and bilateral financial data would be
needed to estimate them.

Final Equations

To summarize, the special case of the theoretical model consists of the
following equations:

(T1)y’ S, =fadl .. [savings of country 1]
(T3) 5, = fr3d. . ), {savings of country 2]
(T5)” 0=25— A4/, [budget constraint of country 1]
(T~ 0 =3 — Ag/, [budget constraint of country 2]
(TIR) R.= fiagl. . ) [interest rate reaction function of country 1]
(T19) r=trel. . [interest rate reaction function of country 2]
{T20) & = f7a0(. . ) [exchange rate reaction function]
(T21) R=(e/F)1+r)— 1L [arbitrage condition]

This is the model that has guided the econometric specifications.

It should finally be noted that although nothing has been said about the
determination of S, and 5, in this section, this determination is a critical part of
the model. Equations (T1) and (T3)" are merely a convenient way of
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summarizing part of the model. In the complete model .S, and s, are deter-
mined by definitions and are affected by nearly every variable in the model,

4.2.3 Data Collection and Choice of Variables and Identities

The discussion in this section relies heavily on the tables in Appendix B,
located at the end of the book. It 1s assumed that these tables will have been
studied carefully before this section is read.

The Data and Variables (Tables B-1, B-2, B-7)

The raw data were taken from two of the four tapes that are constructed every
month by the International Monetary Fund: the International Financial
Statistics {[FS) tape and the Direction of Trade (DOT) tape. The way in which
each variable was constructed is explained in brackets in Table B-2 of
Appendix B. Some variables were taken directly from the tapes, and some
were constructed from other variables. When “IFS” precedes a numberin the
table, this refers to the variable on the IFS tape with that particular number,
Some adjustments were made to the raw data, and these are explained in
Appendix B. The main adjustment was the construction of quarterly Na-
tional Income Accounts (NIA) data from annual data when the quarterly data
were not available. Anotherimportant adjustment concerns the linking of the
Balance of Payments data to the other export and import data. The two key
variables involved in this process are * and 77*. The variable S¥ is the
balance of payments on current account, and 77T/ is the value of net
transfers. The construction of these variables is explained in Table B-7 in
Appendix B. Most of the data are not seasonally adjusted.

Note that two interest rates are listed in Table B-2, the short-term rate, RS,
and the long-term rate, RB;. For many countries only discount rate data are
available for RS;, and this is an important limitation of the data base. The
availability of interest data by country is listed in Table B-1 in Appendix B.

The variable 4¥ in Table B-2, which is the net stock of foreign security and
reserve holdings, was constructed by summing past values of S* from a base
period value of zero, The summation began in the first quarter for which data
on S existed. This means that the 4* series is off by a constant amount each
‘period (the difference between the true value of 4* in the base period and
zero). In the estimation work the functional forms were chosen in such a way
that this error was always absorbed in the estimate of the constant term. It is
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important to note that 4* measures only the net asset position of the country
vis-a-vis the rest of the world. Domestic wealth, such as the domestically
owned housing stock and plant and equipment stock, is not included.

The Identities (Table B-3)

Table B-3 contains a list of the equations for country i. There are up to 11
estimated equations per country, and these are listed first in the table.
Equations 12-21 are definitions. This section provides a discussion of these
equations except for the specification of the explanatory variables in the
stochastic equations, which is discussed in Section 4.2.5.

It will first be useful to consider the matching of the equations in Table B-3
to the equations listed earlier at the end of Section 4.2.2. The level of savings
of country i, which is represented by (T1)” or (T3)’ above, is determined by
Eq. 17, a definition, in the table. As noted earlier, the level of savings, S¥, is
the balance of payments on current account. Almost every variable in the
model is at least indirectly involved in its determination. Equation 17 states
that S* is equal to export revenue minus import costs plus net transfers.
Given S, the asset variable 4* is determined by Eq. 18, which is analogous to
(T5)" or (T7)" above. This is the budget constraint of country i.

Equations 7a and 7b are the interest rate reaction functions, which are
analogous to (T18) or (T19), and Eq. 9b is the exchange rate reaction
function, which is analogous to (T20). The “a” indicates that the equation is
estimated over the fixed exchange rate period, and the “b” indicates that it is
estimated over the flexible rate period. Equation 10b is an estimate of the
arbitrage condition, (T21) above. The exchange rate ¢; explained by Eq. 9b is
the average exchange rate for the period, whereas the exchange rate ee; in the
arbitrage equation 10b is the end-of-period rate. ee, is end-of-period because
the forward rate, F,, is also end-of-period. Equation 20 links ¢; to e¢;, where
u/,, in the equation is the historic ratio of ¢; to (ee; + ee;_)/2. y,; 15 taken 1o be
exogenous. As noted in Section 4.2.2, F; plays no role in the model, and
therefore neither does ee;. Equation [0b 1s included in the model merely to
see how closely the data meet the arbitrage condition.

This completes the matching of the equations in Table B-3 to those at the
end of Section 4.2.2. The other equations are as follows. Equation 1 deter-
mines the demand for merchandise imports, and Eq. 14 provides the link
from merchandise imports to total NIA imports. Equations 2 and 3 deter-
mine the demands for consumption and investment, respectively. Equation
16 is the definition for final sales. The level of final sales is equal to consump-
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tion plas investment phus government spending plus exports minus imports
plus a discrepancy term. Government spending is exogenous. Exports are
determined when the countries are linked together. The key export variable is
X758%,, and Eq. 15 links this variable to NIA exports. Equation 4 determines
production, and Eq. 12 determines inventory investment, which is the differ-
ence between production and sales. Equation 13 defines the stock of invento-
ries. Equation 5, the key price equation in the model, determines the GNP
deflator. The other price equation in the model is Eq. 11, which determines
the export price index as a function of the GNP deflator and other variables.
Equation 6 determines the demand for money. Even though the money
supply does not appear in the budget constraint of the country because it is
netted out in the aggregation, it does appear as an explanatory variable in the
interest rate reaction functions and thus must be explained. The money
supply is netted out in the aggregation because foreign holdings of domestic
money are effectively ignored by being included in 4*. This had to be done
because bilateral data on money holdings do not exist. Equation 8 determines
the long-term interest rate, RB;. It is a standard term structure equation.

Trade and Price Linkages (Table B-4)

The trade and price linkages are presented in Table B-4, Table B-4 takes as
input from cach country the total value of merchandise imports in 758,
M 75$4,, the export price index, PX;, and the exchange rate, ¢;. It returns for
cach country the total value of merchandise exportsin 758, X 75$;, the import
price index, PM,, and the world price index, PW$,. These last three variables
are used as inputs by each country. The model is solved for each quarter by
iterating between the equations for each country in Table B-3 and the
equations in Table B-4.

Note from Table B-2 that the data taken from the DOT tape are merchan-
dise exports from i to j in $, XX'$,. These data were converted to 75§ by
multiplying XX$, by e//(e;4PX;) (see XX 75%, in Table B-2). This could only
be done, however, ifdata on ¢;and PX,existed. Type A countries are countries
for which these data exist, and type B countries are the remaining countries.
The share variable o;; that is used in Table B-4 is defined in Table B-2. &, is the
share of #’s total merchandise imports from type A countries imported from j

'in 758, If jis a type B country, then a, is zero. Given the definition of M 7584,
in Table B-2, a;; has the property that ;o = 1. Table B-4 deals only with type
A countries. Total merchandise imports of a country from type B countries,
M7588; in Table B-2, is taken to be exogenous,
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4.2.4 Treatment of Unobserved Variables
Expectations

As discussed earlier, an important expectational assumption in the mult-
country model 1s that the forward rate is passive. No constraint has been
imposed that it equals the expected future spot rate, and so in general this will
not be true. It is not the case, for example, that the forward rate equals the
future spot rate that the model predicts.

As was the case for the US model, expectations are assumed to be ac-
counted for by the use of current and lagged values as proxies for expected
future values. Nothing different from the standard procedure discussed in
Section 2.2.2 was done. '

The Demand Pressure Variable

A demand pressure variable, denoted ZZ,, was used in the price equation for
each country. It was constructed as follows. (Y, is real gross national product
or rea] gross domestic product, and POP; is the level of population.) Log('Y,/
POP,) was first regressed on a constant, time, and three seasonal dummy
variables, and the estimated standard error, SF,, and the fitted values,
IW), from this regression were recorded. (The results from these
regressions are presented in Table 4-13 later in the chapter.) A new series,
{Y;/POP,}* was then constructed, where

{4.38 ( i )*=ex [10 Y; +4 - SE,

ZZ, was taken to be

_ (Y,/POP)* ~ Y, /POPF,
(439 ZzzZ T FOP)

Z7;is similar to the demand pressure variable ZZ in the US model. In the
US model ZZ is equal to (GNPR* — GNPR)/GNFPR* where GNPR* is
constructed from peak-to-peak interpolations of the GNPR series. In the
present case, { ¥;/POP,)* is not constructed from peak-to-peak interpolations
but is instead a variable that is the antilog of a variable whose value each
quarter is 4 standard errors greater than the value predicted by the regression
of log (Y,/POP,;} on a constant. time, and three seasonal dummy variables.
The use of 4 standard errors in this construction is not critical; similar results
would have been obtained had the number been, say, 2 or 3. To put it another
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way, as is the case for the US model, the data are not capable of discriminating
among different measures of demand pressure.

4.2.5 Stochastic Equations for the Individual Countries
(Tables 4-1 through 4-13)

The estimated equations for the individual countries are presented in Tables
4-1 through 4-13. Equations 1, 2, 4, 5, 6, and 8 were estimated by 28LS for
most countries; the other equations were estimated by OLS, The estimation
technique for each equation is indicated in the tables. The first-stage regres-
sors that were used for each equation estimated by ZSLS are not presented in
this book, since this would take up too much space. (The list of these
regressors is available from the author wpon request.) The selection criterion
for the first-stage regressors was the same as that used for the US model, which
is explatned in Chapter 6. Briefly, the main predetermined variables in each
country’s modet were chosen to constitute a ““basic™ set for that country, and
other variables were added to this set for each individual equation. The
variables that were added depended on the RHS endogenous variables in the
gquation being estimated,

All equations except 10b and 11 were estimated with a constant and three
seasonal dummy variables. To conserve space, the coefficient estimates of
these four variables are not reported in the tables. Data limitations prevented
all equations from being estimated for all countries and also required that
shorter sample periods from the basic period be used for many countries. The
main part of the model, excluding the United States, consists of the countries
Canada through the United Kingdom.

The searching procedure for the stochastic equations was as follows.
Lagged dependent variables were used extensively to try to account for
expectational and lagged adjustment effects. Explanatory variables were
dropped from the equations if they had coeflicient estimates of the wrong
expected sign. In many cases variables were left in the equations if their
coeflicient estimates were of the expected sign even if the estimates were not
significant by conventional standards. There is considerable collinearity
among many of the explanatory variables. especially the price variables, and
the number of observations is fairly small for equations estimated only over
the flexible exchange rate period. Many of the coefficients are thus not likely
to be estimated very precisely, and this is the reason for retaining variables
even if their coeflicient estimates had fairly large estimated standard errors.

Both current and one-quarter-lagged values were generally tried for the



TABLE 4-1. The 40 demand for import equations

M.
Equation 1: logﬁﬂl,— is the LHS variable
i

fxplanatory variables

R5, or

*

Al

Country log PY,  Iog PM, ;Bi logPZ—li,i W LHs | g2 SE DN g:ﬁ'}i"l}z
a a ab

Conada Gam Gon  (han e o gl 07 0k L se
Japan {{}??gJ Ei?gczl) mEg?ggg {21??) {??tl)g% (12:2) 1996 0440 1.99 581-522
fusta (28) (Ll Guen e d.sn qean 991 0%8 28 esi-en
:i::: {3:%; {%:tjlg; _0;;93 {éjgi) ;‘s (5f§§) .096 0344 2.09 381-804
(4.03) (3.31) i1.27) (5.59) (3.24) (6.59) -987 0429 2.35 581-814

France {1:%08) {1:32) _.a {4:2?3 — (m:g;) 995 0416 1.73 SB1-814
(::zlnany __1_4 _m,o_é -EBZEE;‘J <‘1‘:§§3 — (BEE) 995 .0305 1.87 611-821
! ¢1i01) (0.44) (1.33) (3.87) - (3.21) 871 L0081 215 6L1-814
Z:::lands {0:32; (%Z%E)a _;‘;Sab (z:§§) ;‘1'7 (5:%) 991 0336 2.23 611-814
(3.54) £2.25) {%.84:)1 (2,77 £4.06) {5.16) -970 0566 2.38 621-814

T R R B T
(1.54) (177 (L.29)  (7.00)  (3.95) (3.5 9% 0298 2.40 S8I-Bl4

United Kingdon — — — GoYy s (seyy 98l L0572 2.02 51-804
Finland - — — .39 ‘?g‘_’gg (4:333 964 0777 2.41 581-814
B . R I
[2.65) (1.77) {1.02) (5.34)  (2.25) (6.20) -986 0485 2.40 581-504

Portugal — — — e — o 10 163 .20 58i-804
:Z‘: ) (z:gg} d:;;} Ei{-}?g} ‘fé;} —:6 (ﬁ:% (880 L0578 2.23 621-794
y — — . N i (4700 691,105 1.88 691-784
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Yugoslavia
Australia

New Zealand
South Africa
Libya
Nigeriac
Saudi Arabia®
Venezuela®
Brazil®
hile®
Colombia
Mexico®
Israel
Jordan®
Syria

India

Korea
Malaysiac
pakistan®
Philippines

Thailand

-.32
(2,47}

.02

{2.58)

-.027%
{4.15)

-.011
(2.14)

.62
{4.52)
.52
(3.43)
.81
(5.59)
.55
(3.51)

L0566
(2.63}
.000074
(L.30}

00011
(3.063

L0022
(4.61)
.043
£4.29)
. 000021
(2.23)
.037
(0.35)

.000065
{3.51)

,0042
{1.51)
. 00022
(1.42)

.32
{1.95)
L0012
{0,83)
80074
5.9

06034
(3.96)

.558

.B48

. B20

.864

.926

.977

.994

.931

-814

618

. 755

-800

.252

.982

.931

673

703

.B83

L0838
.0632
L0835
L0772
.0739
L0778
0545
L0668
.08o1
L2344
.1108
L0525
.1269
174
. 1450
L1303
L1077
. 0506
L1148
L0863

L0583

2.04

1.68

2.03

2.00

i.65

611-754

603-814

582-811

62f-814

721-774

752-781

721-792

7E1-804

711-304

71i-804

711-304

711-804

691-8L3

731-804

041-804

611-794

641-814

711814

731-812

581-852

£54-814

Notes: a. Variable is lagged one quarter.

k. RB; rather than RS; is used.

¢, Equation estimated by OLS rather than 25LS.

+ t-statistics in absolute value are in parentheses.
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TABLE 4-2, The 38 consumption equations
c.
Equation 2: logPO; is the LHS variable
i
Explanatory variables
RS, or Y. AY
i i i-1 2 2 : Sample
Countzy R, 1o8m5p W baE s e R SE DM eriod
1 1 iwl i-
Canada -.0012 .1 0000091 .90
e P ee’ s — 998 .00850 2.35 581-821
Japan ”'cgoﬁg} (2'5] —_ (12'233 — .999  .0126 2.32 581-822
Austria ‘Egugg} (7'253 — [4.52) — 991 0185 1.74 651-821
. _gb ) ’
Belgium -.0017" .55 .00052 .39
0,84 @i o (5019 — 897 6120 1.65 5B1-804
Dennatk — {q'ig) Eg”gg) ga'fg) — 982 0237 1.8 581-B14
a
France “‘E?Oggg’ (s'ié) — [19'23) — .999 L0105 2.08 581-814
Germany ~. 0019 37 L0047 .66
5 A n aoen — 999 .00807 .26 611-821
Italy -.tégog% (2-53) — (Io'gg) — 998 6162 1.85 611-814
Netherlands -.an32ab .43 013 .64 _
e T Gw o . 996 0153 2.25 611-814
Norway -.0074 .66 00064 .26
5.5 (one (0.92) (579 — 991 L0156 1.79 621-814
Sweden .22 0040 .73 -.70 .
—_ (52 oes) (9031 a8 L0369 .0299 1.90 581-814
Switzerland -.0043 .35 L0018 .70 - )
e 650 s asem 897 L0103 2.16 581-8i4
United Kingdom ) "Eg“ig} (5'33) — .989 L0132 1.85 581-504
Finland - (4'52) .?goggiu [11'233 — 893 L0254 2.36 581-%14
ah
Ireland - 00307 .54 000033 .42
sy a0k (0 677 e - 993 L0165 1.44 581-804
Pertugal ”'(g"ig) (7':71,2} — (7'32) — 973 L0306 2.11 581-804
Spain -.0054 .35 .7
e t1.08) (3.00) — (10 82) — (589 L0267 2.20 621-794
. TR 4
Turkey _ (1:;2] (&0‘;;} (8';; — 965 L0228 1.66 691-784
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Yugoslavia .58 «35

(9.16) {5.00)
Australia «.0014 .12 L 0000061 .91 _
(1.84) (1.25) {0.56) {10,43)
New Zealand _ .39 008026 67 76
{1.62) (1.11} (3.33) (4.35)
South Africa -.0027 .42 _ .74 -
(2.56} (4.47) (12.45)
Libya ,000068 .88 .33
- - (1.02) (7.86) (1.05)
Saudi Arabia® _ .14 L0981 .81 .58
(0.34) {1.19) (4.16} {1.87)
Venezuela _ 12 .0000g25 .95 .50
(1.24) (0.63) (22.01) (3.22)
Argentina® .31 .79
- {1.78) - (10.12) -
Brazil . A7 — .B7 .32
(2.62) (16.58) {1.75)
Colombia® -.0029 .34 .69 .37
(2.60) (2.16) - (4.68) (1.73)
Mexico .53 .47
- (9,07 - (7.97) -
Peru — 46 . .65 ’_
(4.29) (8.78)
Israel .30 . 000045 .73 »
- (2.57) {1.47) {7.52)
Jordan® . .64 _ .33 _—
(6.46) (3.11}
Syria __ W77 __ .08 85
(3.47) 0.36) (2.99)
India® ~.0037% L33 A5 L49
(3.08) (3,77) - (2.75) (2.49)
Cores -.0016 .39 _ .45 .
{1.17) (7.46) (6.10)
Malaysia® _ .60 .00021 .38 _
(11,02} (7.82) (6.64)
Philippines -, 00232 .64 000053 .28 .
{1.74) (13.17) {2.91) (4.76)
Thailand -.0037 ,42 012 .58 .41
{1.26) (1.68) (0.83) (2.2m (1.41)

.993

997

-986

-588

2991

979

-986

J746

.997

827

389

977

.931

.935

877

969

-992

.569

995

.a219

L00877

.0158

.0136

.0322

L0503

L0147

L0711

L0223

L0165

0228

L0196

L0308

0506

L0415
L0166

L0539

L0138

0252

L0113

1.30

i.81

2.08

1.98

.76

1.93

1.92

1.64

1.67

1.73

1.66

1.86

611-784

603-814

582-811

621-314

651-774

721-792

621-804

671-804

641-804

711-804

581-804

611-814

691-814

731-504

641-804

611-794

641-814

711-814

581-802

654-814

Notes: a, Variable is lagged one quarter.
- i«‘.ﬂi tather than Rsi is used,

¢. Equation estimated by OLS rather than 2SLS.
* t-statistics in absolute value are in parentheses.
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Equation 3:

Mi is the 1HS variable

TABLE 4-3,

The 23 investment equations

Eﬂpianatory variables . 3 Sample

Country Al I, AY, AY AY, AY. constant t B R SE D period
inl i-3 i-3 i-2 i-3 i-4 1

Canads (afég) Eé}g;) (1:3} - - - (g%gii (2??;3) - (148 130.5 1.86 581-821
Japan - Ei{.}ié) (z:ig) (z:g) (3:%) (2352) (o?ii% (1?'249] - -285 217.5 2.20 583-822
pelgiun — W = Wi Ak & @an @em  — c1s1 324 1 sszeane
bennark - _(é?:g) - (i:ggj (o:gg) {1223) (2112) - - 603 .516 2.14 585-814
France — a1y - (o:gi) (2213) (e:gg) (1?&3) (6(.);?) - 141,43 2,29 383-814
Germany (o:gg} Ezlﬁg) - aim {o:gg) (z:ﬁ) (1?535) G (193 182 1.99 643-821
fraty (2:32) Esigf) - {112;) {z‘.gg) - (gsgg? {36.’6.1») - <247 158.6 2.05 612-814
Notheriands - -(213(2)) - (ﬁgg) (29%) oy (ztﬁf] e (187 354 2.24 613-814
Hosy - Gan = (2:.1;) (12%2) - (1::3;) (i[.)éé) - 146573 2.18 623-B14
Sueden - _(31?4;) — (s:gg} (5:§;) (‘m:?;) (z%ég] '(g(.)gg) (;:gg} -900 681 1.99 583-814
Sritzeriand G e amn @t @Ee e oag o %9 262 213 sesau
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United Xingdom _ -, 203 .15 _ .
(2.18; {4.258)
Finiand _ -.160 — o A7 .32
(3.01} (3.12) {5.84)
Greece W16 -, 153 — .07 Rix3 .20
{1.66) (3.16} {2.01) £0.497) {5.94)
Ireland — -.9%1 _ — s .20
(2.19) (6.04}
Partugal — -, 277 . . .02 .07
{3.93) (0.79) (3.12)
Spain -,031 .03 .06 08

(0.76)  {0.90)  (1.39}  (2.20)

Australia -, 071 Li6
(1.73)  (2.78)

New Zealand .45 -.841 .22
(4,22) (1.93) (2.10}

South Africa ~.062 .07 L11 LB7 .21
(1.19) (0.74) {1.11) (G.73) {2.27)

Argentina .11 -.282 .04
(0.62) {2.85) (0.87)

Isruel - -.243 _ By .04 _
(2.58} (0.69) {z2.23)
India .12 -.064 .07

{0.93) (1.83) (2.85)

289.9
(2.37}

383.2
(2.46}

.80
(1.86)

2.6
(1.36)

.81
(3.25)

6.7
(1.63)

121.2
{1,671

12,1
(1.60)

26,9
(0.96}

4.2
(1.51)

107.7
(2.31)

.85
(1.60)

2.9
(1.83)

7.7
(2.45)

.U66
(2.78)

.28
{2.20)

.61
{3.89)

.023
{0.16)

2.3
(1.50)

.13
(1.24)

.88
(0.85)

.25
(2.55}

.15
(0.27)

022
{1.85)

-.39
(3.53}

-.32
(2.87)

.23
(1.963

-.26
(1.70}

.299

.266

-197

378

.183

709

L311

159.9

357.8

1.66

7.62

.790

8.15

87.4

14.7

67,8

0.0

.814

2,12

2.21

1.99

1.61

1.92

1.96

2.04

.04

1.87

581-834

583-814

583-514

583-804

583-804

622-794

603-814

582-811

623-5814

671-804

692+814

611-794

Notes: « All equations estimated by OLS.
» t-statistics in absclute value are in parentheses,
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TABLE 4-4. The 13 production eguations

Equation 4: ¥y is the [HS variable

Explanatory variables Implied values

Countzry X v, s, 3 A & B s o ;:2?&3
panada (6:?31 Ei?gg} (s:;g} (3:§§} .55 .153 .83 .99% 249.6 2.07 58:-821
Austria [ngg} Ei?ig} [5:2Z) [1:12) 53,104 1.8l 996 2.00 1.96 651-821
belgium [42:3f} E;fﬁi} [4133} (10:22) 92 136 .88 999 1.90 1.75 581-804
Denmark (sé:gf) Eg?gg} (z:gi) (10:23) .97  .060 .69  ,909 218 1.73 581-814
Prance® (12:22) Eéfgg) (2:éi) {Szgéj .87 .148 1,63 999 2,08 2.12 581-814
Germany (1%igi) Ei%gg) {2253) (7:g:) B4 158 1,28 595 1.50 1.87 61l-821
Netherlands {24:?§) Zi?gg) {2:2;3 (10132J .93 068 .64 990 266 1.83 611-812
Sweden (29333) Ei?ggj (3:ég] (52321 .90 .051 1.31  .996 .847 2.27 581-814
savzerland  1be)  hoae)  @em (oigs  cBS (067 3.06 999 .245 1.83 581.814
United Kingdom (11222) Ei%gi) 25 (sapy 85 (146 12t 996 244.8 1.89 581-804
Finland [lé:ég} Ei?gi} — (7:23) 1.00 .056 1.79  .995 4B3.1 1,92 561-814
Spain oo (ss (@3 (i 95 029 145 999 5.87 1.8 621-794
Korea Lot o158 -1 .8 175 .77 .992 108.5 2.15 641-814

(15.01) (2.25) (1.53)

Notes: a. Equation estimated by OLS rather than 2SLS.
- t-statistics in absoiute value are in parentheses.

explanatory price and interest rate variables, and the values that gave the best

~ resulis were used. Similarly, both the short-term and long-term interest rate
variables were tried, and the variable that gave the best results was used. A
number of the equations were estimated under the assumption of first-order
serial correlation of the error term. 7 in the tables denotes the estimate of the
serial correlation coeflicient.
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Subject to data Limitations, the specification of the stochastic equations
follows fairly closely the specification of the equivalent equations in the US
model. When it does not, this will be noted. The asset variable, 4*, is an
important explanatory variable in a number of the equations, and one should
be aware of its limitations. As noted earlier, this variable measures only the
net asset position of the country vis-d-vis the rest of the world; it does not
include the domestic wealth of the country. Also, its value for each country is
off by a constant amount, and this required a choice for the functional form of
the variable in the equations that one might not have chosen otherwise.

The following subsections present a brief discussion of the results in each
table. For a complete picture of the results, the tables should be read carefully
along with the discussion. '

The 40 Demand-for-Import Equations {Table 4-1)

Equation | explains the real per-capita merchandise imports of country i. The
explanatory variables include the price of domestic goods, the price of
imports, the interest rates, per-capita income, and the lagged value of real
per-capita assets. The variables are in logarithms except for the interest rates
and the asset vanable. These demand-for-import equations are similar to the
demand-for-import equation in the US model, Eq. 27; the main differences
are that Eq. 27 is not in log form and that the asset variable was not found to
be significant for the United States and was thus dropped from the equation.
The log versus linear difference is not important in that similar results would
have been obtained had the US equation been in log form or the present
equations in linear form.

The results in Table 4-1 seem fairly good. Most of the variables appear in
the equations for the first 18 countries (Canada through Spain). The two price
variables (log FY; and log PM)) are expected to have coefficients of opposite
signs and of roughly the same size in absolute value, and this was generally
found to be the case, For the o1l exporting countries Nigeria, Saudi Arabia,
and Venezuela, the asset vartable is highly significant, This means that as
assets increase during rises int oil prices, the countries are predicted to increase
their demand for imports, which then lessens their buildup of assets.

The 38 Consumption Equations (Table 4-2)

Equation 2 explains real per-capita consumption. The explanatory variables
include the interest rates, real per-capita income, and the lagged value of real
per-capita assets. The use of income as an explanatory variable in the
consumption equations is inconsistent with the theoretical model of house-



TABLE 4-5.

Bquation 5: iog PY; is the LS variable

The 36 price equations

Expianatory varisbles

- 2 Sample
Countzy log PM, 77, t S, A R SE DKW period
a a
Canada {3‘(_3:?) (;.'(2)5) ‘?g(_]fg) (51_'3?) - ,999 00562 1,56 581-821
a
Japan (i?gg) (EZéé) "(’8‘?53) (21:213 (523?) (390 00868 2.26 581-822
i a
Austris (2:‘};) i (gogg) (10:22) — .87 L0145 2.31 651-821
N a
Belgium (f‘;i) (;:};) '%2‘?82) (ds:gg) —_ .995 00644 1.61 581-804
a a
Denmark [_:fi’g] E{‘}?gg) '{g?:ﬁ) {16:§§) — .99 0125 1.98 581-814
France (g[_’:g? — ‘((}g(.";'g) {39:35) — .999 00838 1,81 581-814
a a
Gornany (;ﬁf) {éiiéa '2??52) (szt?g) (éfri; 999 .00557 1.95 611-821
ey o72) e '?g?gé 29750) (3.5 <999 00814 1,79 611-814
a a
Netherlands Gty an e eoh - 999 00935 1.77 611-814
Norway (i?gg} —_ '(g{_’}g) (17:33) — L999 011} 1.63 622-814
a
Sweden (fgg) ((-),'g;;z ‘[g{_’}g) [24:23) — 999 .G0770 1.73 5B1-814
: a
Suttzeriand (é{.}ggj (;:g) '?8‘_’?3? [42132) — 989 . .00783 1,86 581814
United Kingdam (é?gé? — ’?2‘.’32) (4:{??) — L899 .0108 1.80 581-804
- a
Finland {:3.‘.]32) E;?gg} ‘?2?’%} mrgg) — 999 .0116 1,62 581-814
> -, =& o
Grocce (fgg) ’{{fg;) '((’g“’;‘;) (27:25) — .999 L0157 1,91 581-814
ad a
Ireland [;';?) d:éé) {gnég) (2]:51‘2) — 099 0169 1,88 581-804
a
Portugal (4:é§J 26?33) (20;,) (13:33) — L899 L0206 2.17 581-804
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Spain
Furkey
Yugoslavia
Australia
New Zecaland
Sputh Africa
Argentina
Brazil
Chile
Colombia
lsrael
Jordan
Syria

indiz

Korea
M&l&ysiab
Pakistan
Philippines

Thaitand

.059
(5.03)

071
(1.67)

0492
(2.72)

.931
{1.14}

.35
{8.31)

.087
(5.40)

.28
£6.07)
.026
0.71)
.13
(2.79)
.068
(0.65)
.081
(2.42)
L0162
(0.72)
.10
(3.46)
,023
(0.54)
058
(2.76)
.038
(2.74)

018
(B.40)

..081%
(1.16)

~.19%
{1.59)
-8
(2.,36)

-.080%
(0.62)

-.00011
{0.19)

00033
(0.18)
.0018
(1.13)

0000059
(0.02)

00088
(3.15)
L0012
(2,57)
L0089
(1.60)

06085
(0.61)

016
(0.41}
011
(2,59}

-. 00048
(0. 36}

013
{2.81}

L0023
{2.25)

.0030
(1.80}

L0088
(3.26)

0066
(3,54}

L0036
(2.98)

00082
(1.92)

.00098
(2.20)

97
(35,413

.94
{12.62)
.95
£19,21)
1,02
{56.19)
.94
£36.67)
.03
(18.90)
.63
(15.32)
.92
(31.63)
57
{5.20)
.76
(9.22)
.90
(16.48)
.51
(3.31}
.80
(12.18]

81
(7.38)

70
(8.73)

.62
(5.56)

78
(15.68)

.91
{36.68)

.54
{13.23)

.22
(1,78}

i
(1.54)

. 959

.G87

L9859

.969

.999

.999

.999

.599

999

.5999

923

.992

L997

.998

089

.997

L9899

.997

L0123

.D287

.0277

0121

.0154

L0165

L0716

0165

L0611

L0176

.0298

L0798

L0380

L0236

L0411

0249

L0147

D196

.0ig9

2.4%

1.53

621-7594

65:~-784

611-794

603-814

582-811

621-814

7ii-804

Tii-804

7i1-804

711-804

691-813

731-804

641-804

611-794

641-841

711-814

731-812

581-802

654-514

Notes: a. Variable is lagged one guarter,
b. Eguation estimated by OLS rather than 2SLS,

* t-statistics in sbsolute value are in parentheses.
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174 Macroeconometric Models

hold behavior in Chapter 3. If a household is choosing consumption and labor
supply to maximize utility, income is not the appropriate variable to use in
the consumption equation. This procedure can be justified, however, if
households are always constrained in their labor supply decision, and this is
what must be assumed here. This is an important difference between the US
model and the models of the other countries.

The results in Table 4-2 show that the interest rate and asset variables
appear in most of the equations through the equations for Spain. It thus
appears that interest rate and wealth effects on consumption have been picked
up, as well as the usual income effect.

The interest rate variables in both the import and consumption equations
are nominal rates. As was done in the estimation of the consumption equa-
tions for the US model, various proxies of expected future inflation rates were
added to the equations (in addition to the nominal interest rate) to see if their
coefficient estimates had the expected positive sign. The proxies consisted of
various weighted averages of current and past inflation rates. As in the U.S.
case, the results were not very good, which again may be due to the difficulty
of measuring expected future inflation rates. More attempts of this kind
should be made in future work, but for present purposes the nominal rates
have been used.

The 23 Investment Equations (Table 4-3)

The explanation of investment is complicated by the fact that capital stock
data were not constructed for the countries. (No benchmark capital stock data
were available from the IFS tape.) This means that the specification of the
investment equation for the US model, which relied on measures of the
capital stock and of the amount of excess capital on hand, could not be used.
What was done instead was to specify an investment equation that did not
require a measure of the capital stock. The equations are as follows:

(440 K —K,_,=1{—DEP,

{4.41) DEP, =g+ p,

(442) Kr=o,Y,_ ta,Y, ,taY _ ;+taY _,,
(4.43) (K,— K, )*=A(K¥—K..;), 0<id, =1,
(444) I*=(K,— K, ;)*+ DEP,,

(4.45) L —~1_ =i(IF—1._,), 0<4, =1,
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where K is the actual value of the capital stock, {, is gross investment, DEP, is
depreciation, Y; is the level of output, K* is the desired value of the capital
stock, (K; — K,_,}¥ is desired net investment, and F¥ is desired gross invest-
ment.

Equation (4.40) is a definition: the change in the capital stock equals gross
investment minus depreciation. In the absence of data on depreciation, it is
assumed in (4.41) that depreciation is simply a function of a constant and
time. The desired capital stock in (4.42) is assumed to be a function of the past
four values of output; the past output values are meant as proxies for expected
future values. Desired net investment in (4.43) is some fraction A, of the
difference between the desired capital stock and the actual capital stock of the
previous period. Desired gross investment in (4.44) is equal to desired net
investment plus depreciation. Equation (4.44) is the same as the definition
(4.40) except that it is in terms of desired rather than actual values. The actual
change in gross investment in {4.45) is some fraction A, of the difference
between desired gross investment and actual gross investment of the previous
period.

This specification is in the spirit of the theoretical model of firm behaviorin
Chapter 3 in the sense that the lagged adjustrment equations (4.43) and (4.45)
are meant to reflect costs of adjustment. It seems likely that A, will be much
larger than A, , and it may in fact be one, which would mean that there are no
adjustment costs with respect to changing gross investment.,

Combining {4.40)-(4.45) yields the following equation to estimate:

(4.46) Ali=(1 — )AL, — A A0 + L AaAY,
+ A A0A Yy + A A0GAY, s+ A A0,A Y,
+ Azu»iﬁo '_ j’!ﬁi +ﬂ1) + Ai}%ﬁlz'

If 4, = 1, the lagged dependent variable, Af,_,, drops out of the equation. If
B, > 0, the coefficient of ¢ is positive, and if §, > 0 and £, > 0, the constant
term in the equation is positive. With respect to the stochastic specification, if
an error term ¥, is added to (4.453), then the error term in (4.46) is i, — u,_,.
This means that the error term in (4.46) will be negatively serially correlated
unless 1, is first-order serially correlated with a serial correlation coefficient
greater than or equal to one. Note that by taking first differences the capital
stock variable has been eliminated from (4.46).

The estimates of (4.46) are presented in Table 4-3 for 23 countries. (All
these equations were estimated by OLS because there are no RHS endoge-
nous variables.) All the estimates of the constant terms are positive. For most
countries the estimate of the coefficient of AJ,_, was small and insignificant,



TABLE 4-6. The 26 demand for money equations
*

Equation 6: §5lm is the LHS varizbie
i

Explanatory variables

PYiYi 2 Sample
Country R.‘;i TO_ET t ﬁis_l 2 SE bW period
Canada -8.4 052 .45 .90 " _

(5.41) (3.79} (1.46) (18.64) 994 21.0 2,53 581-813

Japan -1.4 .20 .16 .B2
(2.32) {2.20) (0.93) (11.75) ,997 11.6 2.61 5B1-8Z2

Austriz .019 .91
— i (1.65) (17.58) ,994  .356 1.54 651-821
Belgiun =37 -29 075 e 897 1.08 2.49 58i-804

(4.48)  (5.17)  (4.48)  (7.95)

Denmark -.090 .58 Joe2? .33
(6,90} (12.24) {1.00) (5.56) ,997  .22% 1,57 581-814

France -.0138 J34 010 .56
(1.35)  (5.28)  (3.37) (6,10} 997 .181 2.25 581-814

Germany -.020 L300 -.00056 .56 .
(6.57)  (5.23)  [0.43)  (7.49) (598 .0463 2.51 611-821

Italy ~5.7 .45 2.1 .77 ‘ .
(2.01) (2.24) (2.48) (6.27} L9096 55.8 2.34 511-814

Netherlands -.B3% .52 LO087 .19
.77 (7.36) [5.30) {1.92) L987  .074 2,07 611-8i4

Norway -.011 .25 D24 L46
(0,42) (5.33) {4.15) (4,70) 991 (308 2.35 621-814

Sweden W37 ~.Di3 A4
—_ (9.5%) (5.85) (6.96) L9933 187 1.75 5B81-814

Switzerland -.030 L15 612 79
: ' -81d
(0.9 (1,263 (1.59) (10.54) L9580 280 1.5% 581-81
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tnited Kingdom

Finlund

Greece

Ireland

Portugal

Spain

b

Turkey

Australis

New Zezland

South Africa

b

Colombia

Peru

Phiiippines

Thailand

-1.8
(5.58)

-4,2
£0.40)

-,039
(0.94}

-1.8
(4.10}

-. 28
[2.57)

—.2?
(0.28)

-.037
(1.20)

-7,
(3.72)

~13.7
(4.61)

-1.6
(3.85)

-7.1
(0.51}

-.0035
(0.16)

-7
(1.67)

-.o061®
(1.47)

082
(3,59}

.71
(7.87)

.59
{3.14)

.008
(3.39)

.78
(5.49}

.51
(4.46)

W25
(4.15}

.13
{3.84)

.22
(5.60)

06
(3.06)

.32
{5.28)

.14
(5.04)

870
(2.88)

.10
{3.10)

.17
(3.69}

~1.0
(2,513

L0815
(2.49)

.097
{1.55)

.029
(2.673

070
(Z.49)

- B00T75
(.21}

-.042
(0.21)

-.79
(3.103

,076
{1.01)

5.0
{0.73}

.0081
(2.42}

.28
(2.66)

.0028
(3.58)

.87
(19,66}

39
(4,85}

.00
(0.94)

91
{18.94)

.55
(6.10}

A8
(4.07)

76
(8.46)

W79
(11.05)

67
(10.01)

.90
(14,763

.29
(1.83)

78
(13.12)

73
(8.47)

.58
(4.79})

-a68

.996

L9497

.996

.997

-997

.987

+954

.589

5,17 Z.18

60.6 1.96

-507 2,14

6.60 1.64

1,58 2.07

S0827 1.44

13.8 1,89

18.7 2.54

3,60 1.381

138.8 1.61

344 1.68

7.70. 1.72

L3351 1.7

581-804

58i-814

581-814

581-804

581-804

621-754

691-784

693-814

582~811

621-804

711-B04

611-804

581-8502

654-514

Notes: a. Yariable is lagged one quarter.
. Equation estimated by OLS rather than 25LS.
» t-statisties in abselute value are in parentheses,
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and for most countries the variable was dropped. This means that the estimate
of 4, is one for most countries. All the estimates of the coefficient of J,_, are
negative, as expected. The implied estimate of 1, ranges from .031 for Spain to
317 for Argentina. Most of the equations showed little evidence of serial
correlation of the error term, which means that the error term in (4.45) has a
high degree of positive serial correlation. The results for five countries showed
enough evidence of negative serial correlation to warrant estimating the
equations under the assumption of first-order serial correlation.

The output terms were left in the equations if their coefficient estimates
were positive. There is generally a high degree of collinearity among the
terms, and thus the coefficient estimates for the individual output terms are
generally not very precise.

Although the results in Table 4-3 look reasonable, the results in general of
estimating the investmeni equation are at best fair, There are two main
problems: the first is that reasonable results could be found for only 23
countries; the second is that the results are highly sensitive to whether or not
the current change in output, A¥,, isincluded in the equation. If the term o, ¥,
is included in (4.42), so that the desired capital stock is also a function of the
current level of output, then the term A, 4,a,AY, 1s included in (4.46). When
AY; was included in the estimated equations, its coefficient estimate seemed
much too large and the other coefficient estimates were substantially changed.
Even though most of the equations were estimated by 2SLS, there still
appeared to be substantial amounts of simultaneity bias. This problem
existed almost without exception across the countries. In the end the decision
was made to drop AY, from all the investment equations, but this lack of
robustness is not an encouraging feature of the results.

The 13 Preduction Equations (Table 4-4)

Equation 4 explains the level of production. It is based on the same three
equations that were used for the US model —{4.22), (4.23), and (4.24), These
equations are repeated here.

(422)  V*=gX,

(423) Y*=X+aoV*¥—T_)),

(4.24) Y—-Y_  =HY*-Y_).

Combining the three equations yields

(425) Y=AMl+taf)X—iaV_, + (1 —-)Y_,,

which is the equation estimated.
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The results of estimating (4.25) for 13 countries are presented in Table 4-4,
The implied values of A, o, and f are presented along with the actual
coefficient estimates. The estimates of A range from .53 for Austria to .97 for
Denmark. (£ is 1.0 for Finland because ¥,_, was dropped from the equation;
this variable was dropped because its coefficient estimate was highly insignifi-
cant.) The estimates of « range from .029 for Spain to . 175 for Korea. The fact
that the estimates of 4 are much larger than the estimates of « implies that
production adjusts much faster to its desired level than does the stock of
inventories. Serial correlation of the error terms is guite pronounced in most
of the equations.

Equation 4 is essentiaily an inventory investment equation, and these types
of equations are notoriously difficult to estimate. Reasonable results were
obtained for the 13 countries in Table 4-4, but only for these 13. Estimating
the equation for other countries led to unreasonable implied values of at least
one of the three coefficients, 4, &, and f. As with the investment results in the
previous subsection, the production results must be interpreted with caution,
although there is no equivalent problem here to the robustness problem
encountered in the estimation of the investment equation.

The 36 Price Fquations (Table 4-3)

Equation 5 explains the GNP deflator. It is the key price equation in the
model for each country. The two main explanatory variables in the equation,
aside from the lagged dependent variable, are the price of imports, PM,, and
the demand pressure vanable, Z7Z,. Equation 5 is similar to the price equation
tfor the US model, Eq. 10 in Table A-5; the main difference is that Eq. [0
includes the wage rate, which Eq. 5 does not. Sufficient data on wage rates do
not exist to allow a wage equation to be estimated along with a price equation.

The results of estimating Eq. 5 for 36 countries are presented in Table 4-5.
It is clear from the results that import prices have an important effect on
domestic prices for most countries. The import price variable appearsin 34 of
the 36 equations with the expected positive sign. The demand pressure
variable appears in the equation for most of the first 18 countries. Serial
correlation of the error term is not a problem for most countries, and in
general the results seem good.

The 26 Demand-for-Money Equations { Table 4-6)

Equation 6 explains the per-capita demand for money. Both the interest rate
and the income variables are generally significant in this equation. For all



Equation 7a:

TABLE 4-7.

RS, in the [HS variable

The 23 interest rate reaction functions under fixed exchange rates

Explanatory variables

Country relljse: G:::E:? p.Yi—l :if«l ZZi W?—f,:mr Wﬂ% t LHS—l 51 Rz SE o i:ﬁéz
RS1 RSS i-1 i i i-1 i-1
Canada (4:3; _ (fi% . - — (bf_’ég) (0:?133} (3:2;3 s6s 257 1.36 631-701
Japan — - - (i[.)ig) (;;..zgi?a (Ejgé) {225?) (Eiéi) (72??; - 762 .85 2.19 581712
Austria® _ {4:‘1]:) _ _ [ETig? _ — (2‘);;) (1232) — 912 .134 1.82 651711
. b b
Felgtun (423) T {i?gg) - (fég) {5135 {zﬁé? Eﬁ?éé) (3:;—2} - (898462 191 581-712
e L T T R ol G S PR
. b b
France (3:22] " {;sf.}f;i»] _ _ d?&ii {1?'7:? Ei%i} (12:;':} — 025,494 2.00 581.712
b b
fermany (slgg) - {é?gg) - EES;? fi?éi? {1?:"»;;1 Ef)(.);f) (112?2} - (950 436 1.70 6L1-71)
Italy® —- {5:;% _ _ — z;’.’ég) {-3‘_’;) —_ (8:32) _ 937 167 2.26 611-T12
Netherlands (5:32) _ {6?% (it_lig) _ &‘.‘i?? {1?"}2? Eloi}g) (7:?33 —_ 962 484 1,79 Gl1-711
Swcden® (2:;2) _ _ _ __ {;éi;’b {;ﬁ?b ig‘?g;} (9:;% — .882 .308 2,18 581-T12
Switzerland® u:gg) {2:82) _ _ _ — ig(.)islz) (11:53) —_ .$28 ,173 2.03 581.711



a a
. : 20 -12.7 -, 039 031 L0044 .67 907 418 1.69 SE1-712
pnted Kingdom o0 — — .81 (.01 (218 (0.40)  (7.71)
' < a7 —_ — .0613 -45 — 224 261 1.58 581-712
Finland _— (2.09) —- (0.7} (2.81}
c 6.43 -, 013 .87
Groece -0z4 —_ 6.4 — — : — .927 ,513 2.40 581751
- (3.29) (3.63) (2.5%) (25.46)
Ireland® .15 — — — 017 62 — 818 610 1.81 581-712
(1.34) - (1.61) {6.35)
Portugal® _ -0027 — — - 0031 56 — 940 .118 2.17 581-712
- (1.38) (1.64)  (14.80)
¢ - 3
Spain .12 — — — — 18064 ¥ — 937 161 2.47 621-712
(3.36) (1.07)  {13.12)
b b
Australia .07 014 . -5.6%  -.0043 0043 -.013 .93 . 943 175 2.03 603-712
{1.66) (1.81) (3.78) (2.86) (2.86) £2.40)  {17.84)
b b
South Africa e . __ -5.4* - .ooso .00%g L0036 .93 .65 966 .364 2.06 621-814
(2.63} {1.80) (2.25) (2.25) (0.29) (8.13) £4.14)
c
Korea -15.8 — — -.023 -90 — 845 2.25 1.75 641-B14
- - - £3.29) £1.78)  {18.30)
Pskistan .014 -. 0078 -0057 -.065 -67 — 742 751 1.48 731-812
- (0.88) - (6.81) (6.63) (1.02) (4.75) /
iqs ¢
Philippines -2l - — _ — ~-0092 -8 — 808 .971 2.01 581-802
(2.70) (1.4  (17.12)
Thailand® -20 _ — -1 — — -820 -58 927 .582 1.79 654-814
(4.11) £0.75) {2.70) (7.55)
Notes: a. Variable iz lagged onc gquarter. L. . 3
b. Coefficient of A;/ (pYii’Ui’i} {or its lagped value) constrained to be equal to minus the coefficient of Aiwi/(pyiwimpiwl] {or its lagged

value),

c¢. Only discount ratc data available for RSi.

« All egquations estimafed by OLS,
* t-statistics im abselute value are in perentheses,
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countries except Austria and Sweden, the estimated coefficient of the interest
rate variable is of the expected negative sign.

The per-capita money and income variables in Table 4-6 are nominal
rather than real. This is contrary to the case for the money and income
variables in the demand-for-money equations in the US model, which are in
real terms. Some experimentation was done for the other countries using real
variables, but on average the results did not seem to be as good. One of the
reasons for this may be errors of measurement in the price deflators. More
experimentation should be done in future work, but for present purposes the
results in Table 4-6 seem reasonably good.

The Interest Rate Reaction Functions: 23 under Fixed Exchange Rates and
20 under Flexible Exchange Rates (Table 4-7 and 4-8)

The candidates for inclusion as explanatory variables in the interest rate
reaction functions are variables that one believes may affect the monetary
authorities’ decisions regarding short-term interest rates. In addition, the U.S.
interest rate may be an important explanatory variable in the equations
estimated over the fixed exchange rate period if bonds are close substitutes.
The variables that were tried include (1) the lagged rate of inflation, (2) the
lagged rate of growth of the money supply, (3) the demand pressure variable,
{4} the change in assets, (5) the lagged rate of change of import prices, (6) the
exchange rate (Eq. 7b only), and (7) the German interest rate. The form of
the asset variable that was tried is A¥/(PY,POP,;). Except for division by
PY.POPF,, the change in this variable is the balance of payments on current
account. For some countries, depending on the initial results, the current and
one-period-lagged values were entered separately. It may be that the mone-
tary authorities respond in part to the level of assets and in part to the change,
and entering the current and lagged values separately will pick this up.

The results of estimating Egs. 7a and 7b are presented in Tables 4-7 and
4-8. Although the equations are estimated over fairly small numbers of
observations because of the breaking up of the sample periods, many of the
explanatory variables appear in the equations and many are significant. The
overall resulis provide fairly strong support for the proposition that monetary
authorities in other countries “lean against the wind.” This conclusion is
. consistent with the results for the US model. The U.S. interest rate, as
expected, is a more important explanatory variable in the fixed exchange rate
period than it is in the flexible rate period. The variable that is least significant
in Tables 4-7 and 4-8 is the lagged growth of the money supply. Contrary to
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the case for the United States, especially in the Volcker regime, the monetary
authorities of other countries do not appear to be influenced very much in
their setting of interest rate targets by the money supply growth itself. In other
words, money supply growth does not appear to provide independent explan-
atory power for the interest rate setting behavior of most countries, given the
other variables in the equations.

The 17 Term Structure Equations (Table 4-9)

Equation & is a standard term structure equation. The current and lagged
short-term interest rates in the equation are meant to be proxies for expected
future short-term interest rates. This is the same equation as the one that was
estimated for the bond and mortgage rates in the US model (Egs. 23 and 24 in
Table A-5). The results of estimating equation 8 for 17 countries are presented
in Table 4-9. The 17 countries are the ones for which data on a long-term rate
exist. The current short-term rate is significant for all countnes except
Portugal and New Zealand. In general, the results indicate that current and
lagged short-term rates affect long-term rates.

The 22 Exchange Rate Equations (Table 4-10)

Equation 9b explains the spot exchange rate. Candidates for inclusion as
explanatory variables in this equation are variables that one believes affect the
monetary authority’s decision regarding the exchange rate, If, as mentioned
in Section 4.2.2, a monetary authority takes market forces into account in
choosing its exchange rate target, then variables measuring these forces
should be included in the equation. The variables that were tried include (1)
the price level of country i relative to the U.S. price level, (2) the short-term
interest rate of country | relative to the U.S. rate, (3) the demand pressure
variable of country { relative to the U.S, demand pressure variable, ZZ;, (4)
the one-quarter-lagged value of the change in real per-capita net foreign assets
of country I relative to the change in the same variable for the United States,
and (3) the German exchange rate.

The results of estimating Eq. 9b for 22 countries are presented in Table
4-10. 1t 15 clear from the current literature on exchange rates that no one
explanation of exchange rates has emerged as being obviously the best.
Whether the current explanation as reflected in the results in Table 4-10 turns
out to be the best is clearly an open question. The sample period in the flexible
exchange rate regime is still fairly short, and more observations are needed
before much can be said. In general, the resulis in Table 4-10 do not seem too



TABLE 4-8, The 20 interest rate reaction functions under flexible exchange rates

Hquation 7b: RSi is the LHS variable

Explanatory variables

country eate: rute: Py FT;;.':E" 2y TD?"‘?'&%)T’TF\"!’.'#‘%EIF.“' Mo t ws ) 8 s f’:i?‘l’z
Rsl RSS i-1 i i i-1 i-1
Canade (s:;g} - - (é(.}ig). Zigsg) Eic.,;Z) (i?;g) - — [é(.}gg) (4:13} (4:253;} -979 604 1.9 7il-821
Jnpan - - - (i?ég) - (5:;4?) (4:53) - (1?:';2) - (s:gg> (gfig} 945655 1,75 722-822
pastrta’ (3:5) - (éﬁi) (i‘.};é) {(fé?) {5:21;; (2:;2: - - .(g?ﬂ) (B:gg) W A785 .A74 2,03 722-821
Selgiun (D:g) (ifin} - - Eg?ég) - - (é(.)ig) (il.i;é)s (3:‘525) (s:gi} - -878 1,00 2.14 722-804
ponnark — - (2:51;3} - Efzsg) ('fiss)? (223? (é?g;‘) - (6?22) (4::% - -820 1.81 2.22 T722-814
. b b
France - (6:2?) (i?gg) - [izag) (1203? (1?6?? (i%i) l(gagof (225%) (4133) s -931 805 178 722-814
b b
Germany el =~ B S oSy & Y B W - 902 957 210 722-821
ety - - (i?ig) - E}?égj Eé?gg) (if.)géli) - (223) (i?gi) (s:ﬁ) - -944 1.66 1.58 722-814
Netherlands - (z:gg) (6[_]33) - Eizsg) - - (Ef.’?i) - (z:éi) (3:52) - -748 1.85 1.55 722-81
NoTway .51 1.2 1.1 017 720.2 11 32

@2y {(2.21)  (z.21)  (0.84)  (0.52) (1.89) (2.34) 673 1.46 2.2 722-814



d
Sweden .09 046 .26,9% -1.9 8 813 041 .61

(L.57)  {1.34) (2.25) (1.5} (0.74) (1500 T (1.09)  (6.47y
Switzerland® .15 . .026 _ -7.1 .55 -7 L0670 702.1 070 .69
(4.93) (2.81) (2.52)  (1.08)  (1.66)  (2.70) {4.58) (2.40} (9.18)
United Kingdom - _ 080 -14.5% - 034 .053 .022 _ .15 .68 .44
(211 (1.35)  {£.94)  (1.41)  {1.38) {(2.84)  (3.76) (1.86)
Fintand® _ _ _ _ -8.0 _ _ .0024 . .029 .84 _
(3.74) (6.85) {3.20) {13.16)
Greece” . . 047 o em® _ _ _ .28 .71 o
{1.70} (2.57) {3.57)  (5.19)
ireland .28 — _ _ -8.7 - — o — 0073 .73
(1.84) (0.77) (0.17)  {6.95) -
portugal® . _ 020 _ _ «.45° ,45® _ 1965 -.041 .73
(2.73) {1.08)  (1.06) {2.44)  (0.52)  (6.91) o
Spain® £ o158 -as® g e Lo 66
(3.23} (3.09) (3.50) (3.59) {2.27)  (0.99)  (6.50)
Australia as _ . -21.0 -.0088  Lo0ss® o083 064 7
(3,80 £2.87)  (1.83) {1.8%) £2.39) - (2.45)  (8.73) -
New Zeaiand® _ . _ _ -18,5 - . n N .15 .63 o
{1.32) (3.41)  {4.29)

.914

L9982

.892

-845

L9718

.810

L9869

574

960

953

L7691

L217

965

.316

.720

1.34

1.00

.167

469

613

1.94

1.72

2.53

1.28

2.18

2.28

2.02

1.53

722-814

722-814

722-804

722-814

761-814

722-804

722-804

722-794

722-814

732-811

Notes: a. Variable is lagged one guarter,

b. Coefficient of Ai*/(PYiPGPi) (or its lagged vaiue) comstrained to be equal to minus the coefficient of A;d/(wiwlmpivl) (or

¢, Oaly discount rate data available for Rsi.
d. Only discount rate data available for RSi before 743.

» All equations estimated by OLS,
= t-statistics in absolute value are in parentheses.

its lagged value}.
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TABLE 4-9, The 17 term structure equations

Equation §: RBi is the LHS variable

Explanatory variables

Country RS, RS, RS, LHS RS sE oK ::I?éi
i i-1 i-2 -1
Conada (a:fg)r Gl irm sz 95 3 237 sslan
Belgiun (siig) (E:?gj (Blgg} (21:2§) 982 .222 1.73 581-804
Denmark (4:?2} (;:23) (I:gg) (23:33) 975,64l 1,79 581-814
France (3:55} (I:ii} (6:23) (24:35} 088 200 1,00 581-814
Germary (4:?;) (i:éi) (olif} (14:22) 936 358 1.73 611-821
Italy {4:%2) [éiig) [o:g;) (27:23) 991 .394 1.25 611-814
Netherlands {3::?) {5:22) [0:$§) {zs:gi) 973 330 1.92 6l1i-814
Nozway (3112) (1:2;] (Bzg%) (23:?3} 981 .267 1.58 621-814
Sweden {3253; {I:;g) {5:22} {52132) L994  .18%8 1.62 581-814
Suitzeriand (7:33) (E:S#} {5:23) {25135} 975189 151 SEL-SH4
fnited Kingdon (3:35) [é:f;) {oigf) {2gfgg) .982 .452 1.85 551-804
Ireland [z:sg] (5:231 (éfgg) [23:35) 572 670 2.51 581-804
Portugal (12%3) (1:é3) {;:gg} [14:23) 893 .363 1.80 581-804
Australia {7:;§) {;:?i] {51313 {14:§§] 984,205 1.73 &D3-514
New Zealand” (;:é;) (522?} (;:gg) (2%%?2) L9838 .268 1.95 382-811
south Africa (3:22) (;:?;} (o:g;) (25??53 L988 239 1.71 621-814
India® .03 -00 -.01 .91 930,099 1.48 611-794

(3.07) (0.34) (0.88}) (36.70)

Notes: a. Equation estimated by OLS rather than 25L%,
* t-statistics in absolute value are in parentheses.
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bad. The German e¢xchange rate is an important explanatory variable in the
equations for the other European countries, which is as expected. The relative
inflation variable appearsin all but six of the equations, and it is the next most
important variable after the German exchange rate and the lagged dependent
variable. The next most important variable is the relative change in assets
variable, which appears in half of the equations. {Note with respect to the
relative change in assets variable in Table 4-10 that since A[4F,/
{PY,_POP,_ )] is in 1975 local currency, the respective variable for the
United States must be multiplied by the 1975 exchange rate, ¢, to make the
units comparable.) The relative interest rate variable and the relative demand
pressure variable are of about equal importance, each appearing in 9 of the 22
equations. :

Since the LHS variable is the log of the exchange rate, the standard errors
are roughly in percentage terms. The standard errors for many European
countries are very low —in a number of cases less than 2.0 percent —but this
is misteading because of the inclusion of the German exchange rate in the
equations. A much better way of examining how well the equations fit is to
solve the overall model; the results of doing this are presented and discussed in
Section 8.6, The standard error for the German equation in Table 4-10 15 3.94
percent, and the standard error for the Japanese equation, which does not
include the German rate as an explanatory variable, is 3.60 percent. These
errors do not seem bad, given the variability of exchange rates, but again one
should wait for the results of solving the overall model.

The signs of the estimated effects are as follows. (Remember that an
increase in the exchange rate is a depreciation and that all changes are relative
to changes for the United States. Moreover, not all the effects operate for all
countries). (1) An increase in a country’s price level has a positive effect on its
exchange rate (a depreciation). {2) As real cutput in a country increases, the
demand pressure variable ZZ; decreases, and a decrease in ZZ, leads to an
increase in the exchange rate. Therefore, an increase in real output has a
positive effect on the exchange rate (a depreciation). (3) An increase in a
country’s short-term interest rate has a negative effect on its exchange rate (an
appreciation). {4) An increase in a country’s net foreign assets has a negative
effect on its exchange rate (an appreciation).

The 13 Forward Rate Equations (Table 4-11)

Equation [0b is the estimated arbitrage condition. Although this equation
plays no role in the model, it allows one to see how closely the quarterly data



TABLE 4-10. The 22 exchange rate equations

Eguation 9b: log ¢y is the LIS variable

Explanatory variables

A
A5y voP,
Country ?Egiz: 1og::i 110g£;;;§_§;§;} i-1 ?ff:: s 51 & SE D% g:ﬁg;z
'°:17'5“§T1“_‘IT3‘-TP1“:1“
Canada —_— ég) (63323 — —_ 16 fl’g} . gi] 974 L0126 1.96 711-821
Jepan - . ;g) (;262) (I::rls) Ei?gg? (6:22} (. ig) -938 .0360 1.87 722-822
Austria a 32) {6?33) (;:gi) . - (l:gg} 1z 32) 999 .D0566 15; 722-821
Belgium o g;l) _ _ _ Ei?ggi" — - ;2) 994 .0106 1.88 722-804
Denmark s gi) _ — (i:;g) Eé(.)ig) . ‘;3) ar gi) 979 0136 1.22 722-814
France @ ‘{i) {slgi) - - Ei?;i) (4'33) . 61\2) 938 L0214 1.72 722-814
Germany - 33) (136;) @ 233 " gg) .. Zg) — .949 0394 1.92 722-804
Italy .. :g] © ;é) - - — ” :j) . gg) 086 L0238 2.10 722-81d
Metherlands .87 .08 .85

(23.95) — — — —_ (2.09)  (10.34) 994 L0111 1.98 722-814
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Norway .63 -.89

{13.61}) (1.99)
Sweden W41 .77 -4.3
(7.52) (7.18) (4.53) -
Switzerland .91 .91 -3.6 -.33
(8.38) (4.01) (1.77) (0.93)
United Kingdom .20 .30 . -.52
f2.67) (2.91) (1.83)
Finland .52 _ -1.8
{16.08) (1,81} -
Greece .31 70 -2.1
(2.78)  (4.05) (1.56) -
Ireland L33 .52 _ - .47
(3.97) (4.03) (1.95)
Portugal .41 .63
(5.43) (7.24) - -
Spain .45 A4
(3.66) (3.68) - -
Australlia . 21 -, 22
(3,57} - (1,19)
New Zealand - 15 - 48
{1.60) - (2.15)
Brazil — .50
(4.25) - -
India -.28

{1.98)

-.041
[1.39)

-.084
(1.32)

-.8011
{1.85)

-.038
(3.44)

-.0057
(0,93}

- 12
(2.8%)

.11
{1,890}

.56
(6.45)
.08
(0.65)
.82
(10.25)
.14
{1.67)
.46
(3.04)
.70
(8,56}
.65
(10.62)
.71
£5.24)
.86
€11.77)
.76
(8.96)
.38
(2.58)

.70
{8.10)

.98
{23.41)

.75
(3.29)

.97
{30,589}

.53
(2,18}

.59
(3.96)

-966

-B64

.988

.943

.91%

L3809

839

400

.912

- 864

.558

.819

0145

-0246

L0288

£326

L0161

L0166

L0312

.0263

.0321

L0288

.0260

-0414

0738

i.04

1.45

1.96

722-814

722-814

722-814

711-794

722-814

761-814

722-804

722-804

722-794

722-814

752-811

641-804

722-794

Notes: « All equations estimated by OLS,
* t-statistics in absolute value are in parentheses,
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Equation 10b:

TABLE 4-11.

log Fi is the [HS variable

The 13 forward rate equations

Explanatory variabjes

Countxy (1+R5,/100) LS 5B by ;:?E;S
log ee, EdngE:E§I7TﬁaT
Canada Coosr) oy .989 .00208 1.84 711-821
Japen t:ggiﬁg} t:gé] 990 L0154 1.18 7FIz-822
Austria (:gggig) [:gf] .997  .00847 1.53 722-821
Belgium (:333§3) t:gf} 998 .DDG4E 2.15 772-804
Demmark [:gggjé) (:fgj 085 .00992 2.08 722-814
France i:gggig} (:??J 995 00380 2.00 722-814
Germany %:ggé?i} [:zé} L9995 .00470 1.47 722-821
Netherlands t:gggf:) (:?i) .0DD 00514 1.88 T722-8i4
Norway (:ggggg} (133) L9589 0162  2.03 722-814
Sweden (00059 3% 989 .00765 1.41 722-814
Switzerland %:ggggg) {:fg) 959 .00580 1.54 722.814
inited Kingdom t:ggggi) t:jg) ,998  .00627 1.33 722-804
Fintand t:gﬁigg) ttgj) 066 L0107 1.48 722-814

Notes: + All equations estimated by OLS.

- Equatiens do aot inciude a constant term

» Standard errors are in parentheses,

and seascnal dummy variables.
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match the arbitrage condition. The results are presented in Table 4-11. If the
arbitrage condition were met exactly, the coeflicient estimates of log ee; and

(1 + RS,/100) .

1] in the table would be 1.0, and the fit would be perfect.

108 RS, 7100)
As can be seen, the results do indicate that the data are consistent with the
arbitrage condition, especially considering the poor quality of some of the
interest rate data,

The 32 Export Price Equations (Table 4-12)

Equation 11 provides a link from the GNP deflator to the export price index.
Export prices are needed when the countries are linked together (see Table
B-4 in Appendix B). If a country produced only one good, then the export
price would be the domestic price and only one price equation would be
needed. In practice, of course, a country produces many goods, only some of
which are exported. If a country is a price taker with respect to its exports,
then its export prices would just be the world prices of the export goods. To try
to capture the in-between case where a country has some effect on its export
prices but not complete control over every price, the export price index was
regressed on the GNP deflator and a world price index,

The world price index, PW$;, is defined in Table B-2 of Appendix B. It is a
weighted average of the export prices (in dollars) of the individual countries.
Type B countries and oil exporting countries {countries 26 through 35) are
excluded from the calculations. The weight for each country is the ratio of its
total exports to the total exports of all the countries. The world price index
differs for different countries because the individual country is excluded from
the calculations for itself,

Since the world price index is in dollars, it needs to be multiplied by the
exchange rate to convert it into local currency before being used as an
explanatory variable in the export price equation for a given country. (The
export price index explained by Eq. [1 is in local currency.) For some
countries, depending on the initial results, this was done, but for others the
world price index in dollars and the exchange rate were entered separately.

The results of estimating Eq. 11 are presented in Table 4-12, They show, as
expected, that export prices are in part linked to domestic prices and in part to
world prices. Serial correlation of the error term 1s quite prenounced in nearly
all the equations. It should be kept in mind that Eq. 11 is meant only as a
rough approximation. If more disaggregated data were available, one would
want to estimate separate price equations for each good, where some goods’



Equation 1i:

TABLE 4-12.

log f’}(i is the LHS variable

The 32 export price equations

Explanatory variables

— 5 Sample
Country log PYi log PW$i iog e constant By R SE DW period
Canada {323?) (4:33) (1:;2) — [24:?’5’} 899 .p152 1.97 581-821
Japan {éjig) (2:§3) (32?3) (32??) (702?2} P92 0205 1.8 581-82
. 3 3
Rustria (4:23) (4:223 (4:ii) (4?&3) (g:gg} (B85 0216 2.08 &51-821
. a a3
Belgium (3:?1’) (ﬁiig) (s:iﬁz} [5?;1[1)) (m:ﬁg) .995 L0173 1.83 581-804
penmark (2:223 (17:233 o.5% (530) (7:333 -997 .0192 1.82 581-814
France (7:33) (20:33] (14:22} [14?&?] {7:22) -999.0112 2,09 581-814
Germany (3222) (7.88) (e:gg} (6{};) (zazgi) 998 0090 1.81 ell-821
Traky @in (5:233 (7.38) cstg) (241?%} F9% L0170 2,27 §11-814
& a
Sotherlands (32%3) <;o:f§) (10:I§) (10?ig) czz:gg} 9970164 184 §11-814
Horwey W) 6110) (547 (14:333 896 L0251 2,06 621-814
Sueden (6. %) (9:323 (530) (s?iZ) (26:323 -588 L0122 2,00 38L-814
Sritzeriond (1s:§§3 csffé} (5154) (sfégl 70 9540163 2,20 SB1-614
Snited Kingdon (11:?2] (10:;2] (8:33} (7:22] (243;) -999 . 0089 -01 551-804
Findand amy e @1 won  (4em (9980235 2.03 581-814
Ereece (o:g?] (5:12} 50 (5 om) (2:33) -982 .0661 2.21 581-814
fretend (7232} (723?} (7:gé) (5:2;} (zafgg) 999 L0151 191 581-804
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Spain
Turkey
Yugeslavia
Australia
New Zeaiand
South Africa
Brazil
Colombia
Israel
India

Korea
Malaysia
?@kistan
Philippines
Thailand

us

.10
{(1.25)

18
(1,00}

.21
(3.76)

.46
{2.97)

.68
(4.67)

W13
(8.82)

.68
{1.15)

.02
(0. 34)

.04
0,79}

.47
(1.58)

24
(0.78)

.53
(1.83)

.95
(16.83)

.73
{6.75)

87
(3.58)

.75
(9.72)

.46
{2.98)
.24
(1.52)
.82
(4,86)
1.00%
(31.43)

.36
(0.28)

.93
(7.84)

.85
{34,443

.76
(8,31}

1.02
(3.50)

.57
(2.34)

.15
(4.16)

.66
(5.54)

61
{4.,63)

1,00
(42.50)

W12
(0.77}

24
{1.84)

.38
{2.80)

1.00%
(31.43)

.60
(6.59}

1.65
{14.49)

.83
(20.72)

.96
(16.05)

.76
(2,06}

W11
{0.08)

.91
(10.386)}

.25
(6.42)

1.9
(5.72)

2.9
(4,78}

4.0
(40.82)
077
{1.59)
18
(3,78)
.18
£3,27)

4.8
(29.81)

~2.0
(0.57)

-1.9
(20.37)

4.0
{20.62)

.82
(13,84}

-.59
(1.78}

=078
{64.02)

-1.9
(i0.82)

90
(0.39]

.23
(12.72)

.34
(3.11)

.59
{4.32)
13
(1.14)
.90
(18.23)
.91
18.02)
.87
{14.00)
.86
(13,37}

.88
(8.34)

.87
{13.46)

.32
(2.88)

.89
(i4.01)
g
(8,35)
.79
(5.97)

.87
(15.60}

.86
(12.86)

.53
£25.77)

.989

.80

R

995

.995

. 908

984

.999

992

L9598

L0441

-057%

-0369

L0330

L0337

L0326

.0554

568

.0305

-0415

.0282

583

.0605

L0620

G498

L8050

2.07

1.78

1.85

1.33

1.85

1.32

621-784

691784

&11-794

643-814

582-811

621-814

641-5804

711-804

691-814

611-794

Gal-814

711-814

731-812

581-802

654-814

581-922

Notes: a. Coefficient of log PW$i constrained to be equal to the coefficient of log ;.

» All equations estimated by OLS.

+ Eguations do not include seasonal dummy variables.
+ i-statistics in abselute vaiue are in parentheses,
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TABLE 4-13. HRegressions for the comstruction of the domand pressure variable
1ngP;ilsi is the [HS variable
Explgnatory Implied value of 2 Sample
Country variable: the growth rate R SE DW
t {anaual rate) period
Canada igg?gg) 5.2 978 L0328 0.12 581-821
Jepan o 6.9 045 115 0.02 581-822
Austrie Eg3?3§> 3.9 979 .0298 0.31 651-821
Belghum e 3.9 981 0362 0.41 581-804
Boamark &gg?gg) 3.1 .947 .D503 0.55 581-514
France Egg?ng 3.9 983 .0355 0.19 581-814
Germany igngi) 3.2 .979 0283 0.28 611-821
Lraiy tgg?g?) 3.3 864 L0375 0.15 611-814
Netherlands ig??ig) 3.3 969 0356 0.33 611-814
Nazway i?3?333 3.7 987 L0236 1.20 621-B1d
Swedea Egg?gg) 2.7 928 L0531 1.25 581-814
Switzerland igg??é) 7.2 .896 0510 0.07 581-814
tnited Kingdom Egg?§§1 2.2 980 L0215 0.76 581-804
Finland iggégg) 4.0 960 L0401 0,47 581814
Grecce igé?gg) 5.5 562 .074% 0.5 581-814
freland gg%i} 3.4 976 0359 0.69 581-304
Portugal (ig?ii) 5.1 360 L0682 0.43 581-804
Spain (3?{2?) 4.4 950 L0463 0.25 621-794
Turkey (Sg{g:) 4.2 872 .0200 0.13 691-784
Yugoslavia -bL3a 5.5 .986  .0351 0,88 611-794

(73.05})
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Australia
New Zealand
South Africa
Libya
Nigeria
Saudi Arabiz
Venczuela
Argentina
Brazit
Chile
Colombia
Mexico

Peru

Isracgl
Jordan
Syria

India

Korea
Malaysia
Pakistan
Philippines

Thailand

00629
(40.81)
L, 00453
(37.11)
04337
(22.77)
.0144
(14.62)
00847
(15,34}
L0120
(13.45)
08467
(31.17)
00221
(6.16)
L0157
(53.34)
L060127
{0.95)
00686
{32.62)
.00796
{63.83)
00324
{15.18)
00494
(10,303
0205
(12.85)
00594
(14.73)
00336
(18.13)
L0193
(37.85)
(118
(34.21)
00565
{9.55)
00649
(34.57)
L0103
{70.72)

7.8

4.8

2.3

2.6

4.2

.851

L9837

867

805

.267

L7353

.877

.258

.964

978

.733

.672

JB44

762

.812

LB355
L0311
L0306
1061
0269
. 0823
L0286
L0438
.0476
L0971
L0153
L0318
L0474
L0517
OB2G
L1099
L0354
L0916
. 0280
L0338
L0463

0220

0.26

8.25

0.28

0.10

0,70

0.49

0.04

G.37

£03-814
582-811
621-814
651774
712-781
721-792
621-804
671-804
641-804
711-804
71}-804
581- 804
6il-814
691-814
721-804
£41-804
611-794
641-814
711-814
731-812
561-802

654-514

Notes: =+ All equations estimated by OLS.

+ t-statistics in absolute value are in parentheses,
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196 Macroeconometric Models

prices would be strongly influenced by world prices and some would not. This
type of disaggregation is beyond the scope of the present model.

The world price index for each country, PW$,, is an endogenous variable
in the model because it is a function of other countries’ export prices, which
are endogenous.

426 The 2,388 Trade Share Equations

The variable to be explained in this section is ¢, the share of country /s total
merchandise imports from type A countries imported from country j (in units
of 758). (The ¢ subscript has been used for the discussicn in this section.) Type
A countries are countries for which data on exchange rates and on export
prices exist. These data, as can be seen in Table B-2, are needed to construct
;. There are 47 type A countries out of the total of 64. The o, obey the
property that 2 ,c;,, = 1, where the summation is over type A countries. The
data are quarterly, and ¢ runs from 19711 through 19811V for a total of 44
observations per ji pair.

One would expect e, 10 be a function of country j’s export price relative to
an index of export prices of all countries that export to country i. The
empirical work consisted of trying to estimate the effects of relative prices on
trade shares. A separate equation was estimated for each ji pair, which is the
following:

(4.44) Oy = Bin + B D1, ; BiaD2, + B;aD3, + sty
_PAS, -

+ Bis S, PXS, + Uy, r=1,...,4.
D1,, D2,, and D3, are seasonal dummy variables. PX$,, is the price index of
country j’s exports, and T, ., PX$,, is an index of all countries’ export
prices, where the weight for a given country k is the share of country k's
exports to country / in the total imports of country i, The notation keA means
that the summation is only over type A countries.

If equations for all ji pairs had been estimated, there would have been a
total of 47 X 64 = 3,008 estimated equations. In fact, only 2,388 equations
were estimated. Data did not exist for all pairs and all quarters, and if fewer
than 21 observations were available for a given pair, the equation was not
estimated for that pair. In a few cases observations were excluded from a
particular regression because they were extreme; these observations were
primarily at the beginning and end of the sample period. It seemed likely in
these cases that measurement error was a serious problem, and this was the
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TABLE 4-14, Summary results for the 2388 trade share equations

Percentage of correct and incorrect signs for éjié

All countries Countries :i-15
Correct sign 72.0 75.3
Correct sign, t>2.0 21.9 28,2
Correct sign, t>1.0 46.2 53.4
Incorrect sign 2B.0 24,7
Incoxrrect sign, t2>2.0 3.0 2,3
Incerrect sign, t>1.0 10.2 9,2

Averzge size of the coefficient estimates
that were of the right sign

Weighteda :
All countries Countries 1-15 All countries Countries 1-15

- 0232 - 01080 -.0740 -.0604

116/ (- Bi55) -.0587 -.D316 -.2184 ~.1818

i : . . A =  _ 1T
Note: a, Weight for each JL_?stlmate is ujiISUM, where aji = thxlajit and
SUM is the sum of uji over all ji pairs. T is the number of obser-

vations in the estimated equation for the particular ji pair.

reason for excluding the observations. The extreme observations were chosen
from an examination of the plot of each dependent variable over its potential
sample period. About 300 equations had one or more observations excluded
by this procedure. Almost all these equations were for ji pairs where neither j
nor i was an industrialized country.

I wrote a special computer program to estimate the 2,388 equations, since
the use of a package program for this purpose would have been unwieldy. The
total time to estimate the equations on an IBM 4341 was about 1.5 minutes.

It is not practical to present all 2,388 estimates of each coefficient, and
therefore only a summary of the estimates is given, This summary is pre-
sented in Table 4-14. The main coefficient of interest is §¢, the coefficient of
the relative price variable. The significance of the estimate of this coefficient is
reported first in the table. Considering all countries, 72.0 percent of the
estimates were of the correct sign; 21.9 percent were of the correct sign and
had #-statistics greater than or equal to 2.0; and 46.2 percent were of the
correct sign and had ¢-statistics greater than or equal to 1.0. These numbers
are somewhat higher for the first 15 countries alone, which are the main
countries in the model. Considering all countries, 3.0 percent were of the
incorrect sign and had t-statistics greater than or equal to 2.0, and 10.2
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percent were of the incorrect sign and had f-statistics greater than or equal to
1.0. These numbers are lower for the first 15 countries.

~ These results seem to provide some support for the hypothesis that relative
prices affect trade shares. The estimates are not very precise, which is at least
partly explained by the fairly small number of observations per estimated
equation. One would hope for more precise estimates in the future as more
observations become available.

Results on the average size of the coeflicient estimates are presented in the
second half of Table 4-14. For these results only the estimates with the correct
sign arc used. Both weighted and unweighted estimates are reported in the
table. The weights are the means of the LHS variable in the estimated
equations, normalized to add to 1.0. The term B;6/(1 — fBus) is the estimated
long-run effect of relative prices on trade shares. §;; is the coefficient estimate
of the lagged dependent variable. The short-run estimates vary from —.0100
to —.0740, depending on the weighting, and the long-run estimates vary from
—.0316 to —.2184,

The trade share equations with the wrong sign for ﬁj,-d were not used in the
solution of the model. Instead, the equations were reestimated with the
relative price variable omitted, and these new equations were used. This
means that oy, is simply determined by a first-order autoregressive equation if
;s is of the wrong sign for the particular ji pair,

It should also be noted regarding the solution of the model that the
predicted values of o, say, &, do not obey the property that T4, = 1.
Unless this property is obeyed, the sum of total world exports will not equal
the sum of total world imports. For solution purposes each d;, was divided by
20404, and this adjusted figure was used as the predicted trade share. In other
words, the values predicted by {4.44) were adjusted to satisfy the requirement
that the trade shares sum to one. The overall solution of the MC model is
discussed in Section 7.5.2.
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5.1 An Autoregressive Modei
5.1.1. The United States Model (ARUS)

An easy model to work with for comparison purposes is one in which each
endogenous variable 1s simply a function of its own lagged values. This model,
which will be called an autoregressive model, consists of a set of completely
unrelated equations. For the U.S. data I have used a lag length of 8 and have
added a constant term and a time trend to the equation. Ten equations were
estimated, one each for real GNP (GNPR), the GNP deflator (GNPD), the
unemployment rate ({/R), the bill rate { RS), the money supply (M 1), the wage
rate (W), profits (), the savings rate (SR), the savings of the federal govern-
ment (S,), and the savings of the foreign sector (5,).

The estimated equations are presented in Table 3-1. The first lag provides
most of the explanatory power in these equations, which is typically the case
with macro time series data. All the lags of length 1 are significant. Of the
other lags, five of length 2 are significant (out of ten), one of length 3, two of
length 4, two of length 5, one of length 6, two oflength 7, and three of length 8.
Five of the coefficient estimates of the time trend are significant.

5.1.2 The Multicountry Model (ARMC)

An autoregressive model was also estimated for the variables in the multi-
country model. Each of the variables that appears on the LHS of a stochastic
equation in the regular model was regressed on a constant, a time trend, three
seasonal dummy variables, and the first four lagged values. The same estima-
tion periods were used for these equations as were used for the equations in
the regular model. Equations were not estimated for variables explained by
definitions in the regular model. The accuracy of the MC and ARMC models
is compared in Section 8.6.
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TABLE 5-1. Estimated equations for the ARUS model

Explanatary

variables GNFPR GNPD Ur RS M1 Wf LA SR Sg Sr

constant 47.5 -.00568 .00171 L0560 L5916 -.0000:22 L1853 0142 1.06 - 497
{5, 25) {2.09) (1.23) (0.37} (1.03) (1.25) (0.42) (2.48) (1.42) (2.13)

t .798 . 0000406 0000226 L0131 L0465 000000298 .0274 .00000571 -.0255 .00470
(2.90) (1.42) {2.1%) {2.83} (2.13) (1.45) (2.06) (0.29) (1.79) (1.54)

Lags:

~1 1,213 I.542 1.640 1.274 654 1.113 L8501 .645 .545 .514
{12.92) {16.83) (18.22) (13,61} (7.28) (11.77} (10,75} (5.58) (5.35) (o.01})

-2 ~.180 -.%594 -.795 -.892 463 025 .081 278 087 . 252
{1.22) {2.37) (4.53) (5,82} (4.02} (0.17) (0.80) (2,55} (0.72) (1.87)

-3 -.154 .128 . 064 1,052 127 -.037 -.150 -.052 ~-.132 -.164
(1.02) (0.75) (0.33) {6.05} (1.04} (0.26) (1.20) (0.48) (0.98) (1.2%)

-4 .048 -.337 -.152 -.009  -.125 -.111 .361 -.122 .07 .818
{0.32) (1.89) (0.76} (4.42y (1.02} (0.78} (2.82) (1.07) (0.05) (0.15)

-5 -.011 -. 146 .303 . 823 -.208 Li00 -, 286 033 -.163 ~-.178
{0.07) (0.81) (1.47} (3.69) (1.64} (0.69) (2.27) (0.29) (1.16} (1.40)

-6 076 107 ~.009 -.733 .197 -.082 L1411 L01s . 188 .193
(0.48)  (0.58) (0,04}  (3.53) (1.53) (0,55} (:.07} (0.14)  (1.33) (1.489)

-7 -.056 .104 -.217 .242 .211 094 .424 ~.170 -.038 .329
{0.35} {0.56} (1.18) (3.29) (1.57) (.61} (3.03} (1.59) €0.27}  (2.34)

-8 -.029 .004 11l -.031 «.372 «,095 ~.572 .166 L0331 -.567
{0,297 (0.04) (1.205  (0.27} (3.25) (0.85) (5.35) (1.82)  (0.28) (5.25)

SE 10.6 .00397 00296 703 2.44 .0000241 2.04 00682 3.03 1.06

R2 .999 .999 958 L951 .999 .999 .981 .624 .845 .633

Dy 1.98 1.99 1.97 2,01 1.85 1.94 1.80 2.04 1.90 1.88

Notes: « Sample period is 1954 I - 1982 III (114 observations).

» Estimation technique is OLS.
- testatistics in abselute value are in parentheses,

5.2 Two Vector Autoregressive Models (VARTUS and VAR2US)

Vector autoregressive models are also useful for comparison purposes, and
two have been considered here. Both consist of five equations, explaining
respectively the log of real GNP (log GNPR), the log of the GNP deflator (log
GNFPD), the unemployment rate (U/R), the bill rate (RS), and the log of the
money supply (log A1), For the first model the explanatory variables in each
equation consist of a constant, a time trend, and the first six lagged values of
each of the five variables, for a total of 32 coefficients to estimate per equation.
For the second model the explanatory variables in each equation consist of a
constant, a time trend, the first six lagged values of the own variable, and the
first two lagged values of each of the other four variables, for a total of 16
coefficients to estimate per equation. For the second model each equation has
a different set of RHS variables.
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TABLE 5.2, Summary statistics for the VARIUS
and VAR2ZUS models

LHS variable SE g2 e SE

VARLIUS model:

log GNFR L00731 .8993 2.02 00861
laeg GKPD L0270 L899 1.82 D318
UR .G0238 G738 1,98 LG0280
RS 544 L5709 1,98 640

log M1 00651 L8997 2.06 30778

VARZUS model:

log GNPR 00804 L3882 1.95 0867
log GNPD 00310 L9959 1,79 L0334
UR L0271 L9649 2.07 00292
RS 616 L8626 2.01 664

log M1 05790 . 9096 2,01 L00851

Notes: a, Adjusted for éegrees of freedom,
Sample period is 1954 I - 1982 I1Y (115
cobservations}.

» Estimation technique is 0OLS.

The summary statistics for the two models are presented in Table 5-2. The
SE’s for VAR1US are only slightly lower than the SE’s for VAR2US, and thus
little explanatory power has been lost by excluding lags 3 through 6 of the
variables other than the own variable. VAR2US has the advantage that many
fewer coeflicients are estimated per equation, and thus the degrees of freedom
problem is considerably reduced. Vector autoregressive models in general
have the problem of rapidly decreasing degrees of freedom as the number of
variables is increased, and one way of dealing with this problem is to exclude
all but the first two or so lags of the non-own variables in each equation. As
jJust seen, little explanatory power is lost by following this approach. Another
way of dealing with the degrees of freedom problem, which has not been
pursued here, is 1o impose various constraints on the coefficients, either
within or across equations.

5.3 A Twelve-Equation Linear Model (LINUS)

The twelve-equation linear model has eight stochastic equations and four
identities. With respect to the use of economic theory in the model, it is
somewhere between the US model and the autoregressive models; there is
some theory behind the specifications, but it is very crude. The model is of
. interest in providing another basis of comparison for the US model. By
comparing it to the US model, one can get an idea of how much gain there is
(if any) in going from a simple theory to a more sophisticated one. It is also of
interest to see how a model like this compares to the autoregressive models.
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The equations are as follows.

1. CS=—447+ 989 (S, + .00945 GNPR—~ 111 RS

(3.05)  (106.37) (3.24) (8.19)
[consumption of services]

SE = 260, R?= 999, DW =213, p=~.229
(2.58)

2. CN= 269 + 800 CN_, + .0439 GNPR— 0772 RS_,
(2.54) (11.09) (3.05) (2.03)
[consumption of nondurables)

SE= 493, R?= 999, DW= 194, p= 206
(2.03)

3 ChO=-2454+ 760 CD_ + 0369 GNPR— 210 RM_,

(3.83) (13.34) (4.83) {4.29)
[consumption of durables]

SE =768, R* = 993, DW= 201
4. 1H,= 197 + .505 IH,_,+ 0259 GNPR — 442 RM._,

(1.98) (4.17) (4.37) (4.75)
[housing investment, /]

SE =395 R?= 975, DW=196,p= 816

(9.10)
5. Y= 993 + 177 Y_ + 972 X-— 166 V_, [production]
(4.35)  (3.64) {17.20) (4.32)

SE=1.16, R = 999, DW =219, p= .535
{5.82)

6. IK;=—1214+ .822 K., .00760 KK_, + .0592 ¥

4.5 (17.14) 4.21) {2.38)
—.0200 ¥_, [investment, /]
(0.79)

SE = 424, R? = 996, DW= 190
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7. RM= 329 4+ 842 RAM_,+ 276 RS— 066 RS_,
(3.20)  (28.60) (7.32) (1.31)
— .025 RS, [mortgage rate]
(0.72)

SE= 261, R*= 992, DW =211

8 RS=—310+ 852 RS_, + .0557 GNPR — .0527 GNPR_,
(0.89)  (14.24) (L55) (1.41)
+ 0387 Mi_ + .132 DD793 - M1_, [bill rate]
(1.76) (3.92)
SE =732, R?= 947, DW= 1.71
9. X=CS+CN+ CD+IH,+ 1K+ Q, [total sales]
10. V=1V_+Y—X [stock of inventories]
11, GNPR=Y+ ({, [real GNP]
12. KK= (1 —JdpKK_; + IK; [capital stock]

Equations 1-4 are expenditure equations of the household sector. Each
expenditure item is a function of its lagged value, real GNP, and either the
short-term or the long-term interest rate. These equations differ from the
expenditure equations in the US model in including real GNP and in
excluding the price level, the wage rate, the initial value of assets, nonlabor
income, and the labor constraint variable. The equations are also not in
per-capita terms, and the housing investment equation does not include the
lagged stock of housing. The GNP variable in these equations may capture
some of the effects of the wage rate and the labor constraint variable in the US
model. As discussed in Section 4.1.4, in periods of loose labor markets, when
the labor constraint variable is not zero, the wage rate and the labor constraint
variable are highly correlated with income.

The production equation, Eq. 3, is the same as Eq. 11 in the US model
except for the exclusion here of the strike dummy variables. The investment
equation, Eq. 6, is a simplified version of Eq. 12 in the US model. Investment
is a function of its lagged value, the lagged value of the capital stock, and
current and lagged output. No consideration is given here to the treatment of
excess capital, which played an important role in the US model.

Equation 7 is a term structure equation explaining the mortgage rate. Itis
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the same as Eq. 24 in the US model. The coefficient estimates in the two
equations differ slightly as a result of the use of different sets of first-stage
regressors in the estimation of the equations. Equation 8 explains the short-
term interest rate, and it can be interpreted as an interest rate reaction
function. It is a simplified version of Eq. 30 in the US model.

Equation 9 defines finat sales, X. The variable {J,, which is taken to be
exogenous, is the difference in the data between X and CS+ CN+ CS +
IH, + IK;. In other words, {, is simply defined to make the definition hold.
Equation 10 defines the stock of inventories; it is the same as Eq. 63 in the US
model. Equation 11 relates production, ¥, to real GNP. Again, the variable
(., which is taken 10 be exogenous, is simply the difference in the data
between real GNP and Y. Equation 12 defines the capital stock; it is the same
as Eq. 92 in the US model. The depreciation rate d is taken to be exogenous.

The exogenous variables in the model other than Q,, (,, and Jy are M1,
and DD793 - M1_,. These last two variables, the percentage change in the
money supply lagged one quarter and the same variable for the period 1979111
and beyond, appear only in the interest rate reaction function.

The equations were estimated by 2SLS for the 19541- 1982111 period.
Equations 1, 2, 4, and 5 were estimated under the assumption of first-order
serial correlation of the error term. The same set of first-stage regressors was
used for each equation. The variables in this set in alphabetical order are as
follows: constant term, CD_,, CD_,, CN_,, CN_, CS_,, C5,,
DpD793 - M1_,, DD793_, - M1_,, GNPR_,, GNPR_,.IH,_,,IH,_,,IK, ,,
1K, 5, KK KKy, M\_;, M1_,, 0\, Q;, RM_,, RM_;, RS_,, RS_5, RS_,
Vo, Voo, Yo, Yoo,

5.4 Sargent’s Classical Macroeconomic Model (SARUS)

Sargent’s (1976) model is an econometric version of the class of rational
expectations models that was discussed in Section 3.1.7. It is an interesting
model to consider both because it is the main empirical model of this class
and because it incorporates the assumption of rational expectations. The
assumption of rational expectations imposes difficult econometric problems,
and Sargent’s model is good for illustrating the estimation and solution
methods presented in Chapter 11.
" The model as Sargent estimated it is presented in Table 5-3. Sargent made
two econometric mistakes in estimating this model: the first was to include
variables in the regression to obtain E,_ P, and in the first-stage regressions of
the 2SLS technique that are not in the model; the second was to fail to note
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TABLE 5-3., Sargent's model as originally estimated

Equatien PHS RHS variables

nusber variabie
1) i, Lots oy - B gPps Uy Gm L 8
N nt, Loty gy - By ppys Unge by 3 = )
(3 Yy Lotyng, g (=1, ., 4); filter: {1 -.6L)°
{4) R, Loty Ry =1, o, &)
(5¢) By Py LG R By Gmdl e Ty vy =10 705

filter: (1 -.88)7

(6) n, nf, - Un, « pop,

Notes: -

Et-lpt was obtained from a regression of peonl, t, three seasonal
Py (i=1, ..., 4, L (L =1, ..., 4, nf
(i =1, ..., 4}, and Unt_i (=1, ..., 4).

The equations were estimated by 2518, The explanatory variables used
in the first-stage regressions were those variables listed In the
above note plus Pop.s M., the log of government purchases of goods

dummies, i

and services in real terms, government surplus in real terms, and the
log of current government employment., The RHS endogenous variables
in the structural equations are Pe in equation (1), P and Unt in

equation {2}, n, in equation (3), and Rt and ¥y in equation (5¢).

« The filter (1 -,6L}2 means that each variable 2, in the equation was

transformed into 2; = g o- 1.Zzt_} + .362t_2 before estimation, FPor
the filter {1 -ﬁL}z, the transformation is :; =i - l.ézt_1
b4z, 5.
« Variables:
Unt = ungmpioyment rate
nft = log of labor force participation rate

¥y = tog of real GNP

= iong-term interest rate (Moody's Baa rate)
m, = iog of the money supply
py = log of the GNP deflator

pop, = log of popuiation
n. = log of employment {approximately}

W= log of an index of 3 straight-time manufacturing wage.

205

that Eq. (5¢) is not identified unless one assumes that the error terms in Egs.
(4) and (5¢) are uncorrelated. If this assumption is made, then R, can be
treated as predetermined in the estimation of Eq. (5¢). Sargent did not treat R,
as predetermined, and he should not have been able to estimate Eq. (5¢) by
2SLS. The reason he did not encounter any difficulties is that he used more
variables in the first-stage regression for R, than he should have.

One way of dealing with these mistakes would be to expand the model to
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TABLE 5-4, Sargent's model as estimated in this book

i} In place of using the filters, eguations (3} and [5¢) were estimated
under the assumption of first- and second-order serial correiation
of the error terms.

ii) The error term in equation (4) was assumed tc be uncorrelated with
the other error terms in the model, and Rt was taken to be predeter-

mined in the estimation of egquation {5c).

iii) There ave two exogenous variables in the model, m, and pop, - Each
of these was regressed on 1, t, and its first eight lagged valuegs,

A 1
and predicted values, m_ and Dy» from these two regressions were

T
taken to be the expected values.

iy

[

The model was estimated using the method in Chapter 11,

v) Data:
Name in
Table 5-3: Variable(s) in the US model:

Unt R

nf, lag[{Ll +L2 +L3 - J )/ {POP - 1]
Yy log GNFR

Rt RB

n, log M1

Py log GNPD
FOP, log(POP -J 3

include more variables. For those who are interested in this kind of model,
this would be interesting work. For present purposes, however, I have not
chosen to expand the model; 1 have instead concentrated on obtaining
estimates under the assumption that the model as presented in Table 5-3 is
correctly specified.

The model as T have estimated it is presented in Table 5-4. The changes are
as follows. (1) The variables that Sargent used in the first-stage regressions that
are not in the model were excluded from consideration. (2) The error term in
Eq. (4) was assumed to be uncorrelated with the other error terms in the
model, and R, was taken to be predetermined in the estimation of Eq. (5c). (3)
In place of using the filters for Egs. (3) and (5¢), the equations were estimated
under the assumption of first-order and second-order serial correlation of the
error terms. Sargent’s use of the filters is equivalent to constraining the
first-order and second-order serial correlation coethcients to particular num-
bers, and thus the approach followed here is less restrictive. (4) The expected



Other Econometric Models 207

values of the two exogenous variables in the model, m, and pop,, were taken to
be the predicted values from two eighth-order autoregressive equations, (3)
Finally, the model was estimated by the method described in Chapter 11. This
method, full information maximum likelihood, takes account of all the
nonlinear restrictions that are implied by the rational expectations assump-
tion.

It is not convenient to discuss the coeflicient estimates of Sargent’s model
until the method in Chapter !1 has been described, and therefore the esti-
mates will be presented and explained in Chapter 11.



6 Estimation

6.1 Introduction

Macroeconometric models are typically nonlinear, simultaneous, and large.
They also tend to have error terms that are serially correlated. The focus of
this chapter is on models with these characteristics. The notation that will be
used in this chapter and in Chapters 7~ 10 is as follows. Write the model as

(6.1) S, x, ) =uy, i=1,...,n t=1,...,T,

where y, is an n-dimensional vector of endogenous variables, x, is a vector of
predetermined variables, ¢, is a vector of unknown coefficients, and 1, is an
error term. Assume that the first » equations are stochastic, with the remain-
ing 1, i=m+1, ... ,n)identically zero for all 1.

Let J, be the »n X n Jacobian matrix whose ij element is 8f;/dyi, j=
1, . . . ,n). Also, let i; be the T-dimensional vector (#;;, . . . , %), and let
tbethe m + T-dimensional vector (tyy, . . - L Uipy « « « sUpyy - - - 5 Uy} s
Let o denote the A-dimensional vector (e}, . . . , &,,) of all the unknown
coefficients. Finally, let G/ be the k; X T matrix whose th column is /;(,, x,,
a,)/0cx,, where k; is the dimension of a;, and let G’ be the k X m - T matrix,

(G, 0 ... 0]
0 G
[ 0 G/

where k = =7, k;. These vectors and matrices will be used in the following
sections.

6.2 Treatment of Serial Correlation

A convenient way of dealing with serially correlated error terms is to treat the
serial correlation coefficients as structural coefficients and to transform the
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equations into equations with serially uncorrelated error terms. This intro-
duces nonlinear restrictions on the coefficients, but otherwise the equations
are like any others with serially uncorrelated errors. It will be useful to
consider this transformation first because once it has been done, little more
needs 1o be said about serial correlation. Consider the ith equation of (6.1),
and assume that w,, is first-order serially correlated:

{6.2) U, = plty—, + €, t=2,...,T,

where €, is not serially correlated. Lagging (6.1) one period, multiplying
through by g;, and subtracting the resulting expression from (6.1) yields

(6.3) S X @) = pifii— s X1, Q) = Uy = Pty = €,
=2 ....T,

or
(6'4) f?‘(}’rsx?aa?)=eira z=2, e ey T,

where x} includes the variables in x,, x,_,, and y,_,, and & includes both o,
and p,. Equation (6.4) is no more general than (6.1), and thus one can deal
directly with {6.1) under the assumption that serial correlation has been
climinated through transformation.

This procedure results in the “loss™ of the first observation. This has no
effect on the asymptotic properties of the estimators, and it is probably not a
problem about which one needs to be concerned in practice. In many cases
there are ways of using the first observation more efficiently, but at a consider-
able cost in complexity relative to the approach just presented.

This procedure can handle serial correlation of higher orders. If, for
example, i, is second-order serially correlated:

(6.2) Uy = Pty + Pty t €, r=3,...,T,
the transformation in (6.3) is:

(63)’ fi(yts .X‘., ai) - plij;(y:-i s Xp—1» Ot,) - Pzrﬁ(yz—za x:-z: (I,-) == €y,
t=3,...,T

In this case x7* in (6.4) includes the variables in x,, x,_,, X,_;, ,_,, and y,_,,
and o includes «;, p,;, and p,,. Each additional order of the serial correlation
.process results in the “loss” of one more observation.

With respect to testing for serial correlation, it is well known that the
Durbin-Watson (DW) test is biased toward accepting the null hypothesis of
no serial correlation if there is a lagged dependent variable in the equation.
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Since many equations in macroeconometric models have lagged dependent
variables, the DW test is of limited use. My response to this problem is to
estimate the equations initially under the assumption of serial correlation
(usually first-order) by some consistent technique (usually 2SLS). From this,
one can test the hypothesis that the serial correlation coeflicients are zero,
which is simply a t-test on each coefficient. This test is valid asymptotically if
one has correctly estimated the asymptotic covariance matrix of the estimated
coefficients, and it is not restricted to equations without lagged dependent
variables. It also easily handles serial correlation of higher than first order,
since ail this requires is estimating the equation under the assumption of the
particular order. If a test indicates that a serial correlation coefhicient is zero,
the equation can be reestimated without this coefficient being included.

Although this is the genecral procedure that I follow in handling serial
correlation problems, Istill include the DW statistic in the presentation of the
results for a particular equation (see Chapter 4). Since the DW statistic is
biased toward acceptance of the hypothesis of no serial correlation when there
are lagged dependent variables, a value that rejects the hypothesis indicates
that there are likely to be problems. The DW test is thus useful for testing in
one direction, and this is the reason I tend to include it in the results.

6.3 Estimation Techniques
6.3.1 Ordinary Least Squares (OLS)

The OLS technique is a special case of the 2518 technique, where I, in (6.5)
and (6.6) below is the identity matrix, It is thus unnecessary 1o consider this
technique separately from the 2SLS technique.

6.3.2 Two-Stage Least Squares (25LS)

General Case

28LS estimates of o {say &) are obtained by minimizing
(6.5) wiZAZZY "Ziu, = uiDuy,

with respect to «;, where Z;is a T X K; matrix of predetermined variables. Z;
and K; can differ from equation 1o equation, An estimate of the covariance
matrix of &; (say V) is

(6.6) Vo= a,(GIDGY,

where G, is G, evaluated at &; and 6, = T~ XL i, &L, = fi(y,, x,, &).
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The 28LS estimator in this form is presented in Amemiya (1974). It
handies the case of nonlinearity in both variables and coefficients, In earlier
work, Kelejian (1971) considered the case of nonlinearity in variables only.
Bierens (1981, p. 106) has pointed ont that Amemiya’s proof of consistency of
this estimator is valid only in the case of linearity in the coefficients, that is,
only in Kelejian’s case. Bierens supplies a proof of consistency and asympto-
tic normality in the general case.

Linear-in-Coefficients Case

It will be useful to consider the special case in which the equation to be
estimated is linear in coeflicients. Write equation j in this case as

(6.7) = Xo+

where y,is the 7-dimensional vector (3, . . . , ¥y} and X;isa T X &, matrix
of observations on the explanatory variables in the equation. X, includes both
endogenous and predetermined variables. Both y; and the variables in X; can
be nonlinear functions of other variables, and thus (6.7) is much more general
than the standard linear model. All that is required is that the equation be
linear in o, Substituting w4, = y; — X,z into (6.5), differentiating with respect
to o, and setting the derivatives equal to zero yields the following formula for
&

(6.8) &; = (XD, X' XDy, = (XfXx)~IE§Y:,

where X; = D, X, is the matrix oi: predictgd values of ti'le regressign of X;on 7,
Since D} = D;and DD, =D, X X;=X/D,DX,= X|D.X,= XX,, and thus
(6.8) can be written

6.9 & =X X)Xy,

which is the standard 2SLS formula in the linear-in-coefficients case. In this
case ('] is simply X}, and the formula (6.6) for V., reduces to

(6.10) pzii = &fr()?fff)_l~

Linear-in-Coefficients Case with Serial Correlation

It will also be useful to consider the linear-in-coefficients case with serially
correlated errors. Assume that u; in (6.7} is first-order serialty correlated:

(6.11) W=t p; + €.
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Transforming (6.7) in the manner discussed above yields
(6.12)  yi =y =X = X pdo T e,
Minimizing € .D;€; with respect to ¢; and p, results in the following first-order
conditions:
- T T v T TR .
{6.13) & = [(X, — X; 9 (X — X POV XG — Xmh 2 (Vi — Vi P2,
(6.14y  p,= A(ﬁi—i _“X’j—'\lalf) (0 — Xidi)A ’
(Pimt — Xim &) (Vi — Xy @)
_.‘—"‘"‘-—i: R N "
where X, — X, \p; = Di(X; — Xio\p), Vi = D:‘Xf-—ly and X, =D X,_,. If
X,_, isincluded in Z,, then X,_, = X,_, (since X, is merely the predicted
values from a regression of X,_, on itself and other variables), and therefore

X, — X, 0= X,~ X,_ ;. If in addition y,_, is included in Z;, then J,_, =
¥i_1, and (6.14) becomes

(6.14)"  py=-—r",
R Y /P
where &, = y,_; — X;-&,and &; =y, — X,&;. This is merely the formula for

the coefficient estimate of the regression of &; on @,_;.

Equations (6.13)and (6.14) can casily be solved iteratively. Given an initial
guess for p,, &; can be computed from (6.13), and then given &, p; can be
computed from (6.14). Given this new value of p,, a new value of &; can be
computed from (6.13), and so on. If convergence is reached, which means
that the values of &, and p; on successive iterations are within some prescribed
tolerance level, the first-order conditions have been solved.

Equations with RHS endogenous variables and serially correlated errors
(that is, Eqgs. 6.7 and 6.11) occur frequently in practice, and the 25LS
estimator for this case has been widely used. This estimator was discussed in
Fair {1970), and I programmed it into the TSP regression package in 1968
under the name TSCORC. (*CORC” refers to the fact that the iterative
procedure used to solve Egs. 6.13 and 6.14 is like the Cochrane-Orcutt [1949]
iterative procedure in the nonsimultaneous equations case.} There is an
important difference between (6.13) and the formula for &; proposed in Fair
(1970}, and given the widespread use of the TSCORC command, this differ-
ence should be noted. Let X, = (¥; X)), where Y, is the matrix of RHS
endogenous variables in (6.7) and X, is the matrix of predetermined var-
iables. Let ¥,= D,Y, and X, = (¥, X,,). The formula proposed for &, was

(6.13)" &= [(X; - Xz‘-whb!)’(‘fi - X'—Ef)i}]—](ji = X182 = Vica D)
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This is the formula for the coefficient estimates of the regression of ¥, — v, | 5
on X, — X,_p;. Equation (6.13) reduces to (6.13)’ when X;;and X,_, =(¥,_,
X,;_,) are included in Z,, that is, when the exogenous, lagged endogenous,
and lapgged exogenous variables in the equation being estimated gre included
among the first-stage regressors. The inclusion of X,, means that X, = X, and,
as noted carlier, the inclusion of X,_, means that m =X, —X_,},.
The proposed formula for j, was (6. 14)’, which, as noted above, is the same as
(6.14) only if X;_, and y,_, are included in Z,. Solving (6.13)’ and (6.14)" is
thus not the same as solving (6.13) and (6.14) unless X, X, ;, and y,_, are
included in Z;. It can be shown that if this is not done, solving (6.13)" and
(6.14)’ does not result in consistent estimates. The need to include X, X,_,,
and y,_, among the first-stage regressors was stressed in Fair (1970), but one
should keep in mind that thisis not absolutely necessary if the formulas(6.13)
and (6.14) are used. In general, however, X,;, X,_,, and y,_, are obvious
variables to include among the first-stage regressors, and for most problems
this should probably be done even if one is using a program that solves (6.13)
and (6.14) rather than (6.13) and (6.14)".

In the case of linearity in the coefficients and first-order serial correlation,
Gy= (X;~ X, pi Vi1 — X;o10e), and the formula (6.6) for ¥y, can be
written

(6.15) IA/MA= A o o .
5 [ (X — Xi—lbi) '(X;;_ X;‘—lﬁi) (X, — X0’ Pim — va—lﬂﬁi) ]_1
FLG— — Xim &) (X = X 0D (B — X180 (Picy — Xy}

If Xy, X;—,, and y,.., are included in Z;, then (6.15) becomes

(6.15)  Pyy=

A

i

[(Xr; — X122 (e X o) (X~ X ) iy ]_’E
ﬁ;-—l(Xf = Xr’—lf"x‘) a;—lai-i ,

where, as above, #,_, = y,_, — X,_,&,. This is the formula presented in Fair
(1970). Remember that I/, in this case is the covariance matrix for (&, p,),
not &, alone, It was suggested in Fair (1970, p. 514) that the off-diagonal terms
in (6.15) be ignored (that is, set to zero) when computing f’m, and this was
initially done for the TSCORC option in TSP. This is not, however, a good
idea, as Fisher, Cootner, and Baily (1972, p. 575, n. 6) first pointed out. The
saving in computational costs from ignoring the off-diagonal terms is small,
and in general one should not ignore the correlation between &; and p, in
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computing 7,;. In later versions of TSP the TSCORC option was changed to
compute ¥, according to (6.15)’, but many copies were distributed before
this change was made.

The generalization of the preceding discussion to higher-order serial corre-
lation is straightforward, and this will not be done here except to make one
point. As the order of the serial correlation increases, the number of variables
that must be included among the first-stage regressors to ensure consistent
estimates increases if the higher-order equivalents of {6.13)” and (6.14)" are
used. In going from first to second, for example, the new variables that must
be included are X;_, and ¥;_,. At some point it may not be sensible, given the
number of observations, to include all these variables, in which case the
higher-order equivalents of (6.13) and (6. 14) should be used for the estimates.

Restrictions on the Coefficients

In the general nonlinear case in which (6.5) is minimized using an algorithm
like DFP, restrictions on the coefficients are easy to handle. Minimization is
merely over the set of unrestricted coefficients. For each set of unrestricted
coefficients tried by the algorithm, the restricted coeflicients are first calcu-
lated and then the objective function (6.5) is computed. Except for calculating
the restricted coefficients given the unrestricted ones, no extra work is in-
volved in accounting for the restrictions.

In the case in which the restrictions are linear and the model is otherwise
only nonlinear in variables, an alternative procedure is available for handling
the restrictions. To see this, assume that a restriction is

{6.16) Ro;=r,

where Ris 1 X &;, o is k; X 1, and r is a scalar. R and r are assumed to be
known. Let o;; denote the first element of ¢;, and assume without loss of
generality that the first element of R is nonzero. Given this assumption, (6.16)
can be solved for o,

(6.17) o= R¥a¥ + r¥,

where R*is 1 X k;,— 1 and o is k; — [ X 1. The vector o excludes ;.
Given (6.17), (6.7) can be written

{6.18) n=Xuo, + o+ w = X (R¥a? + r*) + Xyaf + u;
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or
(6.19)  yF=Xtral+u,

where y* =y, — X, r*and X¥ = X, R* + X,,. The vector X|;isa T X 1 vector
of observations on the variable corresponding to ¢,;, and X, isa 7' X k, — 1
matrix of observations on the other explanatory variables. Given that R* and
r* are known, y¥ and X'¥ are known, and therefore (6.19) can be estimated in
the usual way. The original equation has been transformed into one that is
linear in the unrestricted coefficients. The extra work in this case is merely to
create the transformed variables.

The coefficient restriction in the US model that is represented by (4.20) is a
Iinear restriction on the coefficients of the wage equation (y;, 3,, and y;) if the
coefficients of the price equation (8, and B,) are given, For all the limited
information estimation techniques (that is, all the techniques except 35LS
and FIML), the variables in the wage eguation were transformed into an
equation like {6.19) before estimation. This required that the price equation
be estimated first to get the estimates of §, and $, to be used in the transfor-
mation. This procedure was not followed for the 3SLS and FIML estimates,
since the restriction (4,20} is not linear within the context of all the equations
of the model.

Choice of First-Stage Regressors

Before estimating an equation by 2SLS, the first-stage regressors (FSRs) must
be chosen. Since analytic expressions for the reduced form equations are not
available for most nonlinear models, they cannot be used to guide the choice
of FSRs. One must choose, given knowledge of the model, FSRs that seem
likely to be important explanatory variables in the (unknown) reduced form
equations for the RHS endogenous variables in the equation being estimated.
There is considerable judgment involved in the choice of FSRs for a
particular equation, and there are only a few rules of thumb that can be given.
Consider estimating an equation with ), and y,, as RHS endogenous vari-
ables. Assume that the structural equations that determine y,, and y5, have y,,
and ys, as RHS endogenous variables. One obvious choice of FSRs 1s to use
predetermined variables that are in the structural equations that explain y,,
and y,,. Another choice is predetermined variables that are in the structural
equations that explain y,, and y,,. One can continue this procedure through
further layers as desired. (This rule of thumb is discussed in Fisher 1965.)
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A rule of thumb about functional forms is to use mostly logarithms of
variables if the RHS endogenous variables are in fogarithms and to use mostly
linear variables if the RHS endogenous variables are linear. Sometimes
squares and cubes of variables are used, and sometimes vartables multiplied
by each other are used. There is no requirement that the same set of FSRs be
used for different equations (although the same set must be used for all the
RHS endogenous variables in a particular equation), and thus one may want
to use different sets across equations, each set depending on the particular
RHS endogenous variables in the equation,

The predetermined variables in the equation being estimated should also
be included among the FSRs. Mot doing so means treating these variables as
endogenous. There is, however, an exception 10 this in the linear-in-coeffi-
cients case, which should be explained to avoid pessible confusion. Consider
(6.7 and let X, = (¥, X,), where Y, is the matrix of RHS endogenous
variables and .Y,,is the matrix of predetermined variables. If X, is defined to be
(¥, X,), where ¥,= D,Y,, rather than D,X,, and if formula (6.8) is used to
compute &, then X,, is treated as exogenous even if it is not included in Z,.
Equation {6.8) is the instrumental variables formula for &;, and when
(7, X,)isused for X;, X, is serving as its own instrument. When (¥; X, is
used for X;, and X,, is not included in X;, (6.8) and (6.9) are not the same, and
{6.9) does not produce consistent estimates. {See McCarthy 1971.) Equations
(6.8) and (6.9) are the same only if X, is included in Z,.

Covariance Matrix of All the Estimated Coefficients

Some of the stochastic simulation work in Chapters 7, 8, and 9 requires the
covariance matrix of all the coefficients estimates, that is, the & X k covar-
iance matrix of &, where & = (&1, . . . , &, ). For the completely linear case
(linear in both variables and coefficients), this covariance matrix is presented
in Theil (1971, pp. 499 -500) for the case in which the same set of FSRs is
used for each equation. For the more general case of 4 nonlinear model and a
different set of FSRs for each equation, it is straightforward to show that the
covariance matrix (say 75} is

V2[1 A V?,lm

i

(6.20) V, = ) . R

2 s
i'2ml - I'2mm



Estimation 217

where
|
(6.21) Vyy = 0y [piim iT G,’-D,-G,-] .

L

—1
= GfD,G,] [plim iT G;D,.DJGj]

(6.22) Vay = crg[piim

—1
[plim % GijGj] .

An estimate of ¥y, is 7y, in (6.6). An estimate of ,; (say f/\’z,}) is
(6.23) Vo= 8,(GIDGY (GDDGHG DG,

where 6; = T-' 2, 6i,0,.

Regarding the proof that V5 in (6.20} is the correct covariance matrix, the
derivation in Theil can easily be modified to incorporate the case of different
sets of FSRs. Nonlinearity can be handled as in Amemiva (1974, appendix 1),
that is, by a Taylor expansion of each equation. The formal proofthat F, is as
in (6.20), (6.21), and {6.22) is straightforward but lengthy, and it is omitted
here. Jorgenson and Laffont (1974, p. 363) incorrectly assert that the off-diag-
onal blocks of V, are zero.

6.3.3 Three-Stage Least Squares (3SLS)
3SLS estimates of « (say &) are obtained by minimizing
(6.24) W [E'® ZAZZ)Zu=1'Du

with respect to ¢, where 3 is a consistent estimate of S and Zisa TX K
matrix of predetermined variables. As estimate of the covariance matrix of &
(say V3) is

(6.25) VP, =(G'DG),

where G is G evaluated at & Z is usually estimated from the 2SLS estimated
residuals. This estimator is presented in Jorgenson and Laffont (1974), and it
is further discussed in Amenuya {1977). Both prove consistency and asymp-
totic normality of 3S5LS.

The 3SLS estimator that is based on minimizing (6.24} uses the same Z
matrix for each equation. In small samples this can be a disadvantage of 3SLS
relative to 28LS. It is possible to modify (6.24) to include the case of different
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Z, matrices for each equation, and although this modification is not in general
practical for large models, it is of some interest to consider. This estimator is
the one that minimizes

-1

7z ... 0\ [enzz ... .77
{6.26) e
0 ... Z,] \6,Z7 ... BunZiZn
Z ... 0
u=u'Du
o ... Z,

with respect to «. An estimate of the covariance matrix of this estimator is
(G'DGY. (6.26) reduces to (6.24) when Z, = . . . = Z,, = Z. The compu-
tational problem with this estimator is that it requires inverting the middle
matrix in brackets. This matrix is of dimension K*= Z=[., K;, which is
generally a large number. For small to moderate models, however, it may be
feasible to invert this matrix. This estimator has the advantage of being the
natural full-information extension of 2SLS when different sets of FSRs are
used. This estimator is a special case of one of the 3SLS estimators in
Amemiya (1977, p. 963), namely the estimator determined by his equation
(5.4), where his S; is the first matrix in brackets in (6.26) above,

Choice of First-Stage Regressors

If the estimator that minimizes (6.26) is used, a different set of FSRs can be
used for each equation, and the same considerations apply here as apply for
the 2SLS estimator. If the estimator that minimizes (6.24) is used, the same
set of FSRs must be used for all equations. This set should be roughly equal to
the union of the sets that are used (or that would be used) for the 25LS
estimator. The actual set used may have to be smaller than the union if the
union contains more variables than seem sensible given the number of
observations. Also, some nonlinear functions of the basic variables may be
highly collinear (say, x,,, log x,, and x%,), and one or more of these may be
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able to be excluded without much loss of explanatory power in the first-stage
FERressions,

6.3.4 Full Information Maximum Likelihood (FIML)

Under the assumption that (&, . . . . #,,) 1s independently and identically
distributed as multivariate M0,S), the density function for one observation is

(6.27)  (2m)7|S* |/ fexp (—% ) ati,s:,*u,-,),

where §* = §~" and s} is the ij element of S*. The Jacobian J, is defined in
Section 6.1. The llkellhood function of the sampler=1, . . ., Tis

T
(6.28) I* =(2ﬂ)“5‘|S*1%I—[]M|exp (ué—- > sk ,,),

I

and the log of L* is
(6.29)  logl*=—— iog 2+ = iog]S*l + E log|J,i — 2 Uy STy
z;z

Since log L* is a monotonic function of L*, maximizing log L* is equivalent
to maximizing L*,

The problem of maximizing log L* can be broken up into two parts: the
first is to maximize log L* with respect to the elements of $*, and the second is
to substitute the resulting expression for $* into (6.29) and to maximize this
“concentrated™ likelihood function with respect to a. The derivative of log L*
with respect to s} is

glogl* T
(6.30) ﬂ—af*_ 4 — 2 ity
t

r-=1

where $* is the i element of $*'. This derivative uses the fact that

d loglAj
da;
vields

= ¥ for a matrix A. Setting (6.30) equal to zero and solving for s*¥

T
(6.31) s = 2 IR



220 Macroeconometric Models

. 1 & "
Since $* = §71, s* = 5, and therefore 5; = T > ui,. Substituting (6.31)

¢l

into (6.29} yields

z Ti
(6.32) logL*= —%Z log 27 + % log|S*|+ ¥ log|J| ——2'33.
=1

1 1 T
term comes from the fact that — 5 2 Uy STy =— 5 > ShY, talky =

I if fe=

1 . T
~3 Z SETs* = —--~2~n—¢. The first and last terms on the RHS of (6.32) are
0

n

The— >

constants, and thus the expression to be maximized with respect to o consists
of just the middle two terms. Since log|5*| =log|S™!| = —log|S|. the function
to be maximized can be written

T T
(633 L= ) log| 81+ Z log|Jl,

. . N .
where, as noted earlier, the jj element of S, s;;, is 7 Y, u,. FIML estimates
=1

of o are thus obtained by maximizing L with respect to ¢v. An estimate of the
covariance mairix of these estimates (say V) is

f L \™
e ==(5)

where the derivatives are evaluated at the optimum.

Phillips (1982) has pointed out that Amemiva’s proof of consistency and
asymptotic efficiency {1977) is based on an incorrect lemma. This is corrected
in a later paper (Amemiva 1982). Amemiya’s article (1977), as corrected,
shows that in the nonlinear case FIML is asymptotically more efficient than
3SLS under the assumption of normality. In the linear case FIML is consist-
ent even if the error terms are not normally distributed, where “FIML™ means
the full information maximum likelihood estimator derived under the as-
sumption of normality. In the nonlinear case this is not in general irue,
although it sometimes is. Phillips (1982) presents an example of a nonlinear
model for which FIML is consistent for a wide class of error distributions. He
also proves a “possibility” theorem, which shows that when FIML 1s consist-
ent under normality it is always possible to find a nonnormal error distribu-
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tion for which consistency is maintained, The assumption of normality is not
necessary for the consistency of 38LS. Given that 38LS is consistent under a
broader class of error distributions than is FIML, it is in this sense a more
robust estimator, There is thus a trade-off between more rabustness for 3SLS
and more efficiency for FIML if the error terms are normal.

It the linear case Hausman (1975) has shown that FIML can be interpreted
as an instrumental variables estimator in which all the nonlinear restrictions
on the reduced form coefficients are taken into account in forming the
instruments, This is contrary to the case for 38LS, which forms the instru-
ments from unrestricted estimates of the reduced form equations. FIML thus
uses more information about the model than does 3SLS. In the linear case this
makes no difference asymptotically because both estimates of the reduced
form coeflicient matrix are consistent (assuming that 3SLS uses all the
explanatory variables in the reduced form equations as first-stage regressors}.
In the nonlinear case, however, it does make a difference because 3SLS does
not obtain congistent estimates of the reduced form equations. In general,
analytic expressions for the reduced form equations are not available, and
3SLS must be based on approximations to the equations. No such approxi-
mations are involved for FIML, and this is the reason it is asymptotically
more efficient.

Another interesting difference between FIML and 3SLS concerns the LHS
variable in each equation, Chow (1964) has shown in the linear case that
FIML is the natural generalization of least squares in the sense that it
minimizes the generalized variance of linear combinations of the endogenous
variables. This is not true of 3SLS, which follows the principle of generalized
variance but not of linear combinations. What Chow’s interpretation shows is
that there is no natural LHS variable for FIML: because of the linear
combination aspect, cach variable in the equation is treated equally. For
3SLS, on the other hand, a LHS variable must be chosen ahead of time for
each equation.

For macroeconometric work it is unclear whether the symmetrical treat-
ment of the endogenous variables by FIML is desirable or not. If the equa-
tions that are estimated are decision equations, as is the case for the model in
Chapter 4, there is a natural LHS variable for each equation. FIML. ignores
this restriction, whereas 3SLS does not, so this may be an argument in favor of
3SLS. Given this difference and given the fact that 35LS is more robust to
specification errors regarding the distribution of the error terms, the question
of which estimator is likely to be better in practice is far from clear,
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6.3.5 Least Absolute Deviations (LAD)

LAD estimates of ¢, (say &,) are obtained by minimizing
.
{6.35) z fet;d
=1

with respect to ;. For the general nonlinear model the asymptotic distribu-
tion of &, is not known. For the standard regression model y, = X,o; + w4,
where X; is a matrix of exogenous variables and u, is independent and
identically distributed with distribution function /, Bassett and Koenker
{1978) have shown that the asymptotic distribution of &; is normal with mean

: . : .1
t; (thus &; is consistent) and covariance matrix Q. where @ =lim T XX,

and * is the asymptotic variance of the sample median from random
samples with distribution F. Amemiva (1982) supplies an alternative proof of
this proposition.

The LAD estimator is an example of a robust estimator. An estimator is
said to be more robust than another if its properties are less sensitive to
changes in the assumptions about the model, particularly assumptions about
the distribution of the error terms. In a number of cases the LAD estimator
has been shown to be more robust that the OLS estimator to deviations of the
error terms from normality. In particular, the LAD estimator seems well
suited to cases in which the distribution of the error terms is fat-tailed.

The literature in statistics on robust estimation is now quite extensive, and
there are many types of robust estimators. The estimators differ primarily in
how error terms that are large in absolute value (that is, outliers) are weighted.
These estimators have not been used very much in applied econometric work,
so there is little experience to guide the choice of estimator. Since LAD is the
simplest of the estimators, it seems to be the best one to start with. An
inleresting open question is how useful any of the robust estimators are for
empirical work in economics.

6.3.6 Two-Stage Least Absolute Deviations (25LAD)

There are two ways of interpreting the 2SLS estimator that is based on the
minimization of {6.5), and these need to be discussed before considering the
LAD analogue of 2SLS. For purposes of the discussion in this section and in
Section 6.5.4, it will be assumed that the model (6.1) can be written

(6.1Y Vi = (. X, o) + uy,, i=1,...,n te=1, ..., T
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where in the ith equation y, appears only on the LHS. Given this and given
that D} = D, and DD, = D,, (6.5) can be written

{6.36) D, = u; DD,
=(y; — DDy, — h)
= ViD; - M D)(Dy; — Dy}
= = M= A
= P15, = 20th; + hik,

where #;,= D,y; and #; = D;,. Instead of minimizing (6.36), consider mini-
mizing
(637 0 = B — Ay = yiv,— 201k + B,

Given that §/A, = v/D.Dh, = viDh, = yih, and given that /7, and yy, are
not a function of ¢;, minimizing (6.36) with respect to «; is equivalent to
minimizing (6.37). Therefore, the 28LS estimator can be interpreted as
minimizing either (5] — A (5, — h) or (v] — A (3, ). The first interpreta-
tion is Basmann’s (1957) and the second is Theil’s (1953).

For the LAD analogue it is unclear which interpretation should be used.
Using Basmann'’s one would minimize

T
(6.38) X 15— A
=1
and using Theil’s one would minimize
T
639 31y~ Al
=1

In this case the choice matters in that minimizing (6.38) and minimizing
(6.39) lead to different estimates. Amemiya {1982) has proposed minimizing

T
(6.40) 3 lgy, + (1 — 9, — Ay,
=1

where ¢q is chosen ahead of time by the investigator. The estimator that is
based on minmimizing {6.40) will be called 2SLAD.

" For the general nonlinear model the asymptotic distribution of 2SLAD is
not known. For the linear model Amemiya {1982) has proved that 2SLAD is
* consistent. He has also in the linear case derived formulas for the asymptotic
covariance matrix of the estimator for particular assumptions about the
distributions of the error terms. If all the distributions are normal, he has
proved that 2S8LAD is asymptotically normal.
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6.4 Sample Size Requirements for FIML and the Estimation of Subsets
of Coefficients

6.4.1 Sample Size Requirements

For large models there may not be enough observations to estimate all the
coefficients by FIML. For a linear model without identities, Sargan (1975) has
shown that the FIML. likelihood function has an infinite maximum if the
number of observations is less than the number of endogenous and exogenous
variables. With respect to more general models, Parke (1982b) has derived the
FIML sample size requirement for models with identities, nonlinearity in
variables, and serial correlation coefficients. Tt will be useful to consider
Parke’s main results.

Consider first the case of no identities and no serial correlation coefficients,
If the model is only nonlinear in variables, it can be written

(6.41) 4=V,

where 0 is a T X g matrix of variables that are functions of the basic
endogenous and exogenous variables, 4 is a ¢ X m matrix of coefficients, and
Uisa T X m matrix of error terms. In general the variablesin Q are nonlinear
functions of the basic endogenous and exogenous variables, although many of
them may simply be the basic variables. The total number of variables in the
model 15 g. Under the assumption that each of these variables appears at least
once in the model with a nonzero coefficient (a trivial assumption), Parke has
shown that the sample size requirement for FIML is Tz q.

Adding identities does not in general change this requirement. One need
not include in Q variables that appear in identities but not in the structural
equations when one is calculating the sample size requirement, When the
identity is what Parke calls a “closed” identity, one that imposes a linear
dependency on the columns of (, the sample size requirement is less. For {
closed identities the dependencies can be written

(6.42) QP=0,

where P is a ¢ X i matrix of known coefficients. For { closed identities the
sample size requirement is 7' =g — i,
An example of a model with a closed identity is the following:

(6.43) Q= oyt oy + o0y + iy,
(6.44) Oy = 0y + O+ 03 Qs t 1y,
(645) QSt = er + QZ:-
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In this case (25, could be substituted out of the stochastic equations (6.43) and
{6.44) without introducing any new variables, and therefore it is not a variable
that needs to be counted against the sample size requirerent. Identities of this
type are likely to be rare. (There are, for example, no closed identities in the
model in Chapter 4.} A much more common identity in the model just
presented would be O, = G, + Os, + O, where J,, does not appear in the
stochastic equations. In this case the identity is “open,” and Q,, does count
against the sample size requirement.

The treatment of serial correlation is somewhat more involved. Assume
that x;, appears in equation /, where equation I has first-order serially corre-
lated errors. After the equation is transformed, the variable appears as x %=
Xy = PiXp-1. I X, and x;,_, appear nowhere else in the model, x% can be
counted as only one variable. Otherwise, both x, and x,_, must be counted.
Even if x, appears in many equations with first-order serially correlated errors
(and in general different serial correlation coefficients), the number of vari-
ables to be counted is still only two (x;, and x;,..,). What this says is that the
introduction of Arst-order serial correlation to an equation at most increases
the number of vanables to be counted by the number of original variables in
the equation. The increase is less than this if at least some of the original
variables and their one-period-lagged values do not appear elsewhere in the
model. If none of the original variables and their lagged values appear
¢elsewhere in the model, the introduction of serial correlation to an equation
does not increase the number of variables to be counted. Similar arguments
apply to higher-order serial correlation. For example, the introduction of
second-order serial correlation at most increases the number of variables to be
counted by twice the number of original variables in the equation.

The introduction of a constraint across coeflicients does not in general
reduce the sample size requirement, If it does, it is sometimes possible to write
the model with fewer variables after the constraint is imposed. Brown (1981)
shows that this is always the case for a linear constraint across the coefficients
in a single equation. As a general rule of thumb, if it is not obvious that a
constraint can be used to write the model with fewer variables, it should be
assumed that the constraint does not reduce the sample size requirement.

- 6.4.2 Estimation of Subsets of Coefficients

It is possible to reduce the sample size requirement of FIML by fixing some
coefficients at, say, their 2SLS values (or some other consistently estimated
values) and estimating the remaining coeflicients by FIML. One can fix either
all the coefficients in a given equation or only some of them. If all the
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coefficients are fixed, the equation is still taken to be part of the estimation
problem in the sense that the covariance matrix Sin (6.33) is still m X m, but
none of the coefficients in the equation are estimated by FIML.

Consider the problem by estimating the free coefficients by FIML, and
write the relevant subset of the model as

(6.46) Q4 =1,

where (0, is T X g, 4, is g, X m,, and U, is T X m,. The matrix A, is the
matrix of free coefficients, and », is the number of equations in which at least
one coefficient is free. g, , as will be seen, is the number of variables that count
for purposes of calculating the sample size requirement. Its determination
requires some explanation. Assume that x; and x,, appear in equation / and
that their coefficients (¢, and o) are fixed. Assume that log y, is the LHS
variable. This equation can be rewritten with log v, — &;x;, — &px;, on the
LHS and x;, and x;, eliminated from the RHS. (&;, and &;; are the consistent
estimates of ¢v;, and a,;;.) If log ¥, x;,, and x;, do not appear elsewhere in the
model, this fixing of the coefficients has eliminated two variables. If log 3,
does appear elsewhere but x;, and x,, do not, only on¢ variable has been
eliminated because the new LHS variable and log y, count as separate
variables. If x;, and x,, appear elsewhere, no variables are eliminated. Ifall the
coeflicients in an equation are fixed, a variable in the equation is eliminated if
it appears nowhere else in the model. g, is the number of variables that remain
after all possible eliminations.

Parke has shown that the sample size requirement for this reduced problem
is T'=q, + m, — i,, where m, = m1 — m, is the number of equations for which
none of the coefficients are estimated and i, is the number of closed identities
that pertain to the reduced set of equations (that is, the set of equations not
counting the m, equations for which no coeflicients are estimated). Note that
one observation is needed for each of the , equations that are not estimated.

Given this result, if the sample size requirement is not met for the complete
model, the problem can be reduced by fixing various coeflicients until it is
met. An example of this procedure is presented in Section 6.5.2.

1t should finally be noted that because of computational costs, one may
want to restrict the size of the estimation problem even if the sample size
requirement 15 met. The obvious way to do this is to fix some of the
coefficients at their 25LS estimates. This can be done for both the FIML and
3S5LS estimators.

When only a subset of the coefficients is estimated by FIML. or 38LS, the
easiest thing to do with regard to the estimation of the covariance matrix of all
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the coeflicient estimates is to assume that the coefficient estimates that are
fixed with respect to the FIML or 3SLS estimation problem are uncorrelated
with the FIML or 38LS coefficient estimates. This allows the covariance
matrix of all the coeflicient estimates to be pieced together from the covar-
iance matrix of the fixed estimates and the covariance matrix of the FIML or
3SL.S estimates. Since correlation of coefficient estimates across equations is
usually small relative to the correlation within an equation, the errors intro-
duced by this procedure are likely to be fairly small in most applications. This
is particularly true if the coefficient estimates that are fixed are of lesser
importance than the others,

6.5 Computational Procedures and Results
6.5.1 OLS and 25L8

For equations that are nonlinear in variables only, closed-form expressions
exist for the OLS and 2SLS estimators. For 2SLS the expression is (6.9), and
for QLS it is (6.9) with X, replacing X,. If the nonlinearity in coefficients is due
only to the presence of serially correlated error terms, the estimates can be
obtained by solving (6.13) and (6.14) (or Eqs. 6.13” and 6. 14) or higher-order
versions of these iteratively. For general nonlinearities in coefficients, (6.5)
must be minimized using some general-purpose aigorithm like the DFP
algorithm discussed in Section 2.5,

Results for the US Model

The 28LS estimates of the US model are presented in Chapter 4. The
first-stage regressors that were used for these estimates are given in Table 6-1.
Two common sets are presented first in Table 6-1, one for equations in which
the RHS endogenous variables are primarily linear and one for equations in
which the RHS endogenous variables are primarily in logarithms. The addi-
tional FSRs that were used for cach equation are presented second. These
FSRs are primarily variables that appear as explanatory variables in the
equation being estimated but that are not part of the common set. The
commeon sets include 34 variables, and the number of additional variables
ranges from O to 9. The equations that are estimated by OLS have no RHS
endogenous variables.

The time taken to estimate the 30 equations by 25LS was about 3.0 minutes
on the IBM 4341 and about 8.4 minutes on the VAX. The estimation of the
covariance matrix of all the coefficient estimates, 1 in (6.20), took about 5.5



TABLE 6-1. First stage regressors for the US model for 25LS
Basic sets
Lineax Log
1 constant constant
2 {aafpopy log (AN POPY
3 Cg + C5 log{Cg +CS]
3 (Co/ror)_, Log{CD/FPOP)
5 {CN/POP]_i log[cri/POP]_1
6 (CS/POF) log (CB/POP)
M M M M
7 {1 -dlg -d15 —d4g 'd4s)_1 log{l M&lg -dlS 'ddg '545)_1
8 EX log EX
a9 Hf_1 log Hf—l
10 (IHh/PDP}_l log(IHh/PUP)_l
11 (1M/7OP}_, log (1M/POP)_,
12 e -JHMIN)_1 log(Jf/JHMIN)wl
13 {JgHg +Jmﬁm +JSHS)/PDP iog[(Jgﬁg +JmHm +JSHS)/PGP}
14 {KH/PGP)_i Eog(ﬂiiPOP)_l
15 (KX - XKMIN) | 10g(XK/KKMIN)_L
16 MLy Ml_l
17 ‘;”D_1 PD_1
18 ?f-l lag pf—l
158 PIM log PIM
20 RB_1 RB-E
21 RS, RS_y
22 RSM2 Rs_z
23 T i
24 (TR, “TR_ )/ (POP<P, ) log[ (TR, +TR_y)/ (POPPy )]
25 V.1 log Vv,
26 wf_l log We g
A7 Y-l iog Y-l
28 Y_2 log Y—Z
28 A log ¥ _,
30 YA4 log ¥ ,
3 YN!{PUP-?h_I} 1ag{YN/(PﬁP-Ph_1}]
3z z, z_,
33 UR”'1 ﬁR_i
34 2Z 2

[continued)



TABLE 6-1 {continued)

Ezgzii;n Additional First stage regressors for each eguation
1 PCS_;, WA
2 PCN |, Wa_
3 PCD_y, RH_y, WA, LYIR/(20PeR]
4 QLS estimation
5 (LL/POPL) , By o, WA
& (La/eoey_ |, Py g, WA,
7 (L3/POP3) |, By 1. WA,
8 (LM/POP) 1, Py oo WA
9 2 loglM/ (POP 7)1, log[¥T/(P0P Pl
10 log{l +dy +ds)
11 D593, D&R94, D601, D601_l, V—Z
12 éKKK-l’ IKf«l’ RBA“‘i
13 a p593, D594, 9594_1, A log ‘Efml’ ].E)g(qu"JI‘I.!*[IN]-2
4 ® log Hy_;, log(Jo/JHNIN)
15 QLS estimation
16 * tog PX,
7 ® S T
18 De ys ["f —ng "Tfs)_i’ ng * d?s
1% OLS estimation
20 gLS estimation
21 OLS estimation
22 (BO/BR) e (RS —-RD)_l
23 0O BXtra
24 RM_l
25 A(CF -ng_TfS)_l’ CF—i’ dzg + dZS’ (ng +Tf3},]_
26 & lOgECUR,«”{POP'PK]}nl, lUg(X/POP)_i
27 PIM‘i, Pk_l, RMA_I, D651, DeS2, bo9l, DeRz, D714, D721
87 legu |, log UB
29 OLS estimation
30 pp7o3-Ml_,, Ji7

1

Note: a, Basic sct is log.
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minutes on the IBM 4341 and about 7.8 minutes on the YAX. The deriva-
tives in the G; matrices that are needed for the estimation of the covariance
matrix were computed numerically.

Eight of the 30 equations were estimated under the assumption of first-
order serial correlation of the error terms. The iterative procedure described
above was used. The starting value of p was always zero, and the number of
iterations required for convergence was 10, 7, 11, 4, 13, 6, 4, and 5 respec-
tively. Convergence was defined to take place when successive estimates of p
were within .001 of each other.

QLS estimation of the 30 equations took about .2 minutes on the IBM 4341
and about .5 minutes on the VAX, which compares to about 3.0 and 8.4
minutes respectively for 25LS estimation. The number of coefficients esti-
mated in any one equation is small compared to the number estimated in the
first-stage regressions, and this is the reason for the considerably larger
expense of the 28LS estimates. The maximum number of coefficients esti-
mated in an equation is 12, whereas the minimum number estimated in a
first-stage regression is 34. Nevertheless, the cost of 2SLS estimation is small
relative to many other costs reported below.

6.5.2 FIML

Until recently the estimation of large nonlinear models by FIML was not
computationally feasible, but this has now changed. The computational
problem can be separated into two main parts: the first is to find a fast way of
computing L in (6.33) for a given value of &, and the second is to find an
algorithm capable of maximizing 1.

The main cost of computing £ is computing the Jacobian term. Two
savings can be made here. One is 1o exploit the sparseness of the Jacobian. The
number of nonzero elements in J, is usually much less than #2. For the US
model, for example, nis 128 (so n* = 16,384), whereas the number of nonzero
¢lements is only 441. Considerable computer time is saved by using sparse
matrix routines to calculate the determinant of J,.

The second saving is based on an approximation. Consider approximating
2T, log|/| by simply the average of the first and last terms in the summation

. T
multiplied by T 3 (log|J,| + log|J}. Let S; denote the true summation, and

let S| denote the approximation. It turns out in the applications I have dealt
with that S, — 8, does not change very much as the coefficients change from
their starting values (usually the 2SLS estimates) to the values that maximize
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the likelihood function. In other words, S, — S| is nearly a constant. This
means that 5, can be used instead of §;in computing £, and thus considerable
computer time is saved since the determinant of the Jacobian only needs to be
compuied twice rather than T times for each evaluation of L. For the US
model T'is 115. Using S, in place of §, means, of course, that the coefhcient
values that maximize the likelthood function are not the exact FIML esti-
mates. If one is concerned about the accuracy of the approximation, one can
switch from 5, to S, after finding the maximum using §;. If the approxima-
tion is good, one should see little further change in the coefficients; otherwise
additional iterations using the algorithm will be needed to find the true
maximum,

The choice of algorithm turns out to be crucial in maximizing L for large
nonlinear models. My experience is that general-purpose algorithms like DFP
do not work, and in fact the only algorithm that does seem to work is the
Parke algorithm (1982a), which is a special-purpose algorithm designed for
FIMI. and 3SLS estimation. This algorithm exploits two key features of
models. The first is that the mean of a particular equation’s estimated
residuals is approximately zero for the FIML and 3SLS estimates, For OLS
this must be true, and empirically it turns out that it is approximately true for
other estimators. The second feature is that the correlation of coefficient
estimates within an equation is usually much greater than the correlation of
coefficients across equations.

The problem with algorithms like DFP that require numerical first deriva-
tives is that the computed gradients do not appear to be good guides regarding
the directions to move in. Gradients are computed by perturbing one coeffi-
cient at a time. When a coefficient is changed without the constant term in the
equation also being changed to preserve the mean of the residuals, a large
change in L results (and thus a large derivative). This result can obviously be
quite misleading. The Parke algorithm avoids this problem by spending most
of its time perturbing two coefficients at once, namely a given coefficient and
the constant term in the equation in which the coefficient appears. The
constant term is perturbed to keep the mean of the residuals unchanged. (The
algorithm does not, of course, do this all the time, since the means of the
residuals must also be estimated). To take advantage of the generally larger
correlation within an equation than between equations, the Parke algorithm
" spends more time searching within equations than between them. General-
purpose algorithms do not do this, since they have no knowledge of the
structure of the problem.

It should also be noted regarding the computational problem that if only a
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few coefficients are changed before a new value of L is computed, consider-
able savings can be made by taking advantage of this fact. If, for example, the
coefficients are not in the Jacobian, the Jacobian term does not have to be
recomputed. If only a few equations are affected by the change in coefficients,
only a few rows and columns in the S matrix have to be recomputed. Since the
Parke algorithm spends much of its time perturbing two coefficients at a time,
it is particularly suited for these kinds of savings.

The estimated covariance matrix for the FIML coefficient estimates, ¥, in
(6.34), 1s difficult to compute, It is not part of the output of the Parke
algorithm, and thus extra work is involved in computing it once the algorithm
has found the optimum. My experience is that simply trving to compute the
second derivatives of L numerically does not result in a positive-definite
matrix, Although the true second-derivative matrices at the optimum are
undoubtedly positive-definite, they seem to be nearly singular. If this is true,
small errors in the numerical approximations to the second derivatives may
be sufficient to make the matrix not positive-definite,

Fortunately, there is an approach to computing I?Q that does work, which is
derived from Parke (1982a). Parke’s results suggest that the inadequate
numerical approximations may be due to the fact that the means of the RHS
variables in the estimated equations are not zero. If so, the problem can be
solved by subtracting the means from the RHS varables before taking
numerical derivatives. Let £ denote the coeflicient vector that pertains to the
model after the means have been subtracted, and let o denote the original
coefficient vector. The relationship between « and § is

(6.47) a=M-8

where Misa k X k square matrix that is composed of the identity matrix plus
additional nonzero elements that represent the means adjustments. Unless
there are constraints across equations, M is block-diagonal. Assume, for
cxample, that the first equation of the model is

(6.48) Y= P+ By, — ) + By, — m3) + Uy, t=1,...,T,

where m, and m, are the sample means of y,, and y,, respectively. This
equation can be written

(6.49) Y= B = forny = Bamis + Boya, + B, + 1y,
=0y )y, oyt uy,, =1 ... ,T
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In this case the part of (6.47) that corresponds to the first equation is

o bt —m, =—m, B
{6.50) o =10 1 0 il
o 0 0 | B

Parke found that the covariance matrix of £ could easily be computed
numerically. Let ¥,(£) denote this matrix:

FLM - B!
apop’ '
Given F,(f)), the covariance matrix of e is simply

6.52) VP ,=M-V(p M.

(651  Vip= —[

I, can thus be obtained by first computing the covariance matrix of the
coefficients of the transformed model (that is, the model in which the RHS
variables have zero means) and then using (6.52) to get the covariance matrix
of the original coefhicients,

Results for the US Model

The solution of the FIML estimation problem for the US model is reported in
Table 6-2. There are 169 unconstrained coefficients in the model; 107 of these
were estimated by FIML, with the remaining fixed at their 28LS estimates.
The coefficients that were not estimated by FIML include the dummy
variable coefficients in Eqs. 11, 13, and 27 and all the coefficients in Egs. 5, 6,
7.8.15, 18,19, 20, 21, 25, 28, and 29. These coefficients and equations were
judged to be less important than the others, although this is obviously a
subjective choice. The sample size requirement for this subset of coefficients is
99. There are 115 observations.

The starting values were the 28L8 estimates. The value of L in (6.34) at
these estimates is 5098.66. The change in L after 70 iterations in Table 6-2 is
181.76. On the first iteration the Parke algorithm increased . by 67.07, and on
the second and third iterations it increased L by 8.68 and 7.64 respectively,
The change after three iterations was thus 83.3%, which is 45.9 percent of the

-total change. This illustrates a general feature of the Parke algorithm: it climbs
very quickly for the first few iterations and then slows down considerably for
the rest.
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TABLE 6+2, Solution of the FIML estimation problem

for the US model

L =14in (6.33}

L At start [Z5LS estimates) = 5008,64
L after 70 iterations = 578G.42
Total AL = 181.76
Her. Iter, Iter, Iter. Iter.
no. AL no. Al na, AL na. AL ne. AL
i 87,07 15 2,23 29 1.60 43 43 57 .10
2 8.68 16 2.75 30 1.30 44 ,31 58 & 08
3 7.64 17 3,21 31 1.03 45 .42 583 g5
4 4,61 18 340 32 1.29 46 .39 60 3,05
5 4.8% 18 3,08 33 1.12 47 .30 a1 2 06
[ 6.84 26 2.58 34 .53 48 .36 62 8 06
7 5.51 21 3.19 35 J47 49 .20 63 .05
8 4,17 22 2.71 36 .70 50 14 64 .04
g 4,190 23 1,38 37 W57 51 .20 65 .05
18 5.17 24 1,49 38 1.16 52 .23 66 .08
11 5.04 25 2,38 39 .99 53 .10 67 11
12 2.54 26 1,20 40 .83 54 .20 68 11
13 3.51 27 1.13 41 .41 55 .10 49 e
14 3.15 % 1.18 42 .41 56 .10 700 08

Notes: a, 13 Jacobimns computed rathsr than 2.
servations 1, 10, 19, 28, 37, 46, 55, 64, 73, 82, 91, 100,

1153

{Computations at ob-

b. Between iterations 69 and 70, 20 coefficients changed by
1.0 percent or more and 4 changed by 5.0 percent or more.

the largest 3 changes were $.1, 12.6, and 18.4 percent.
Model consists of 169 unconstreined coefficients,

coefficients estimated by FIML,
1982 £IT (1i5 observations).

+ Each iteration requires about 462 function evaluations.

107

Sample period is 1954 [ -

The time per iteration when 2 Jacobians were computed was
about 2.8 minutes on the IBM 4341 and about 7.3 minutes on
When 13 Jacobians were computed the respective

the VAX,

times were 5,4 minutes and 12,3 minutes.

The total time on

the IBM 4341 for the 70 iterations was thus about 65 x2.8
rminutes + 5 x5.4 winutes = 3.5 hours.

* The time taken to compute the FIML covariance matrix, v

4

in (6.34}, was about 53 minuzes on the IBM 4341 and about
2.1 hours on the VAX,

Between iterations 58 and 62 the number of Jacobians computed to
approximate the sum was increased from 2 to 13. When 13 Jacobians were
used, the sum was approximated by interpolating between the points. As can
be seen in the table, the change in L was little affected by this. If the use of 2
Jacobians in fact provided a poor approximation, it is likely that the Parke
algorithm would have increased 1. by much more than it did on the first few
iterations after the switch. That it did not is some evidence in favor of the

approximation.

Another way of looking at the 2 versus 13 question is to consider how
sensitive the difference in L computed the two ways is 10 changes in the

coefficients. The following results help answer this:
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Value of L 2 Jacobians 13 Jacobians Difference
1. at start {28LS estimates) 5,098.66 5,284.49 —185.83
L after 39 iterations 5,279.33 5,464.04 - | 84,51
L after 62 iterations 5,279.82 5,464.34 —184.52
L after 70 iterations 5,280.42 5,464.96 —184.54

It is clear that the difference is little affected by the change in the coefficients
from the 2SLS estimates to the estimates at the end of iteration 70. It thus
seems that the use of 2 Jacobians is adequate. Note that this saves consider-
able time, since the cost of one iteration of the Parke algorithm increases from
about 2.8 minutes to about 5.4 minutes on the IBM 4341 when 13 rather than
2 Jacobians are used.

As discussed earher, when only one or two coeflicients are being changed by
the algorithm, many of the calculations involved in computing L do not have
to be performed. In the present example, if these cost savings had not been
used, the time taken for one iteration of the Parke algorithm would have
increased by about a factor of 4.5, which is a considerable difference. As will
be seen in the next section, this difference is even more pronounced in the
3SLS estimation problem.

It is a characteristic of the estimation problem that the likelihood function
is fairly flat in the vicinity of the optimum. For example, the change in L on
iteration 70 was only .06, and yet, as reported in note b in the table, 26
coefficients changed by 1.0 percent or more and 4 changed by 5.0 percent or
meoere. The largest three changes were 8.1, 12.6, and 18.4 percent. The
coefficients that change this much are obviously not significant, and they are
not coefficients that are very important in the model. Nevertheless, these
results do point out one of the reasons the FIML estimation problem is so
hard 1o solve,

As noted in Table 6-2, the total time for the FIML estimation problem was
about 3.5 hours on the IBM 4341, The time taken to compute the FIML
covariance matrix after the coefhicient estimates were obtained was about 33
minutes. The A transformation discussed earlier was used in the calculation
of this matrix, and the second derivatives were obtained numerically.

6.5.3 3SLS

The 35LS estimation problem is to minimize (6.24). The only cost saving to
note for this problem is that the 2 matrix, whichism - T X m - T, need not be
calculated anew each time (6.24) is computed if only a few coeflicients are
changed.



TABLE 6-3.

First stage regressors for the US model for 35LS

¥rom the basic sets

Additional first stage

for 25LS regressors

1. constant 35. WA-i

2. (AA/POP}Wl 36, RM_}

EN Cg + CS 37. log{Mh/(POP-Ph))Al
4. (CD/POijl 38, logfl +d5g +dss}
5. (CN/POP]ML 38, V—Z

6. (CS/POF} 40, IK.

A L L LR I AL B KK

8. EX 42, log(Jg/JMIN)
9. log Hg 43. 1og(}4f/?x)_1
10. {th/POP)_l 44, {BO/BR)_l
11, (IM/POP)_, 45. RD,

1z, log[Jf/JHMIX)_l 46. Iog[CUR/[PGP-PX))_l
13, [JgHg +JmHm +JSH5]/PGP 47. PIM_1

14, {KHIPOPJ_I 48. FX—I

15. (KK - KKMIN) 49, D@?gs-mi_l

16, Ml

17. Pb_;

18. log Pf_1

19. log PIM

20, RB_’1

21, RS_1

22, s

23, t

24, {TRgh +TRSh)f{POP-Ph_1]

25, V-l

26, leg wf-i

27. le

28, Y-Z

29, Y_s

0.0,

31. (YN/(POP-PhJ)_l

32, 7
33, UR_1
34. 22

-1




TABLE 6-4.

Solution of the 35LS estimation problem
for the US model

F=ulu in {6.24)

F at start {25LS estimates) = 1890.33
F after 26 iterations = 1843.78
Total [AF} = 46.5%
Iteration Iteration

number |aE! number jar|

1 23,90 14 .24

2 9,31 15 .16

3 6,80 16 .10

4 1.81 17 .13

5 .82 18 .12

& BT 19 LIt

7 62 20 .08

8 .28 21 Nl

9 W32 22 .08

16 22 23 W05

11 .21 24 Nird

12 W12 25 .08

13 A6 2 .05

Motes: a. Betwecon iterations 25 and 26 eight coef-

ficients changed by 1.0 percent or wore.
The largest three changes were 6.6, 10,5,
and 26.7 percent.

Hodel comnsists of 169 unconstrained coef-
ficients, 107 coefficients estimated by
38L8. Bample period is 1954 I -1982 III
{I15 observations).

Each iteration requires about 444 fuactiom
evaluations. The time per iteration was
about 4 minutes on the IBM 4341 and about
11 minstes on the VAX. The tetal time om
the IBM 4321 was thus about 26 x4 minutes
= 1.7 hours,

The time taken to compute the 3SLS covar-
iance matrix, Vs in (6,25), was about 23

minutes on the IBM 4341 and abour 11
minutes on the VaX.

Resudts for the US Model

Estimation
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The first-stage regressors for this problem are presented in Table 6-3. There
are 49 variables in this set. A number of the variables in Table 6-1 that were
used for the 2SLS estimates were not used for the 3SLS estimates because of
the desire to keep the number relatively small. The 2SLS estimates of the
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residuals were used to compute 3 in (6.24), which remained unchanged
throughout the solution of the problem.

The same subset of coefficients was estimated by 3SLS as was estimated by
FIML. The solution of the 3SLS problem is reported in Table 6-4. This
problem was easier to solve than the FIML problem. Again, the 2SLS
estimates were used as starting values. The total change in the objective
function, F, after 26 iterations was 46.55, of which 39.81 was obtained by the
Parke algorithm after 3 iterations. On iteration 26, cight coefficients changed
by 1.0 percent or more, and the largest three changes were 6.6, 10.5, and 26.7
percent,

Each iteration requires about 4 minutes on the IBM 4341 and about 1|
minutes on the VAX. The total time for the 26 iterations on the IBM 4341
was about 1.7 hours. The D matrix for the US model is 3,450 X 3,450 (m =
30, 7= 115), and considerable time was saved by not computing this matrix
from scratch any more times than were absolutely necessary. If the entire
matrix had been computed each time that (6.24) was computed, the time per
iteration would have increased by about a factor of 17, and thus the total time
would have increased from 1.7 hours to 28.9 hours.

The time taken to compute the 3SLS covariance matrix, ¥; in (6.25), was
about 23 minutes on the IBM 4341 and about 11 minutes on the VAX. The
derivative matrix ( that is needed for this calculation was computed numeri-
cally. The reason the IBM 4341 time is large relative to the VAX time is that
in the calculation of V5 much reading and writing from the disk is done, and
the IBM 4341 is relatively slow at this.

6.54 LAD and 25LAD

The LAD and 2SLAD computational problem is to minimize

-
(6.53) 2; (0]
=

with respect to oy, where v,= u,= y,— h; for LAD and v,= qy, +
(1 — @), — h,, for 2SLAD. This computational problem is not particularly
easy, especially when v, is a nonlinear function of «;. I have had no success in
trying to minimize (6.53) using the DFP algorithm and Powell’s no-derivative
algorithm (1964). (When the DFP algorithm was tried, the derivatives were
computed numerically. The problem that they do not exist everywhere was
ignored.) Both algorithms failed to get close to the optimum in most of the
cases that I tried.
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Because the standard algorithms do not work, other approaches must be
tried. I have used two, one that worked well and one that did not. The one that
worked well uses the fact that

(6.54 gl = 3 L == ,
=] ! =1 ivir‘ =t Wy
where w, =iz, 1. For a given set of values of w;, (¢ =1, . . . , T), minimizing

(6.54) is simply a weighted least squares problem. If v, is a linear function of
a;, closed-form expressions exist for &;; otherwise a nonlinear optimization
algorithm can be used. This suggests the following iterative procedure. (1}
Pick an initia set of values of w,,. These can be the absolute values of the OLS
or 2SLS estimated residuals. (2) Given these values, minimize (6.54). (3)
Given the estimate of &, from step 2, compute new values of v; and thus new
values of w,,. (4) With the new weights, go back to step 2 and minimize (6.54)
again, Keep repeating steps 2 and 3 until successive estimates of ¢v; are within
some prescribed tolerance level. If on any step some value of w, is smaller
than some small preassigned number (say €). the value of w, should be set
equal to e,

The accuracy of the estimates using this approach is a function of € the
smaller is €, the greater is the accuracy. If v, is a linear function of «;, the
estimates will never be exact because the true estimates correspond to k;
values of w, being exactly zero, where k; is the number of elements of «;.

In the case in which the equation to be estimated is linear in coeflicients, the
closed-form expresston for &; for a given set of vatues of w;, is

(6.55) &=L xvir,

X¥is the same as X, in (6.9) except that each element in row ¢ of X, is divided
by Yi,. The vector $* equals gy, + (1 — ¢ except that row ¢ is divided by
Vw,. (F equals D;y,.)

If the equation is linear in coefficients but has serially correlated errors, v, is
not a linear function of the coefficients inclusive of the serial correlation
coefficients, and therefore a closed-form expression does not exist. It is
possible in his case, however, to solve for the estimates by iteratively solving
equations like (6.13} and (6.14). This avoids having to use a general-purpose
algorithm like DFP. Assuming that X;_, and y,_, are included in Z;, the two
-equations for the first-order serial corrclation case are

(6.36) &= (XX RXP) 1L

N ar ik

(6.57) pi=——
. e
Ui Uiy
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[¥iy]

[ Sy

-8

Figure 6-1 Approximation of A(v,, 8) to]v,]

X** is the matrix X, — X,_, p, with each element in row ¢ divided by vw,; }:’;"*
is the vector gy, + (1 = )f; — y,—,f; with row ¢ divided by vw,; 4%, is the
vector y;_, — X,_,& with row ¢ divided by Vw,; and ¥ is the vector gy, +
(1 — @)f; — X;&; with row ¢ divided by J?vj, For a given set of weights, (6.56)
and {6.57) can be solved iteratively.

The second approach is derived from Tishler and Zang (1980). The prob-
lem of minimizing (6.53) is changed to a problem of minimizing

I
(6.58) > Alvy, B,

where
—v it v, =8
(6.59) A, f)=1{ @i+pH2 <y, <p.
v, if v,=p8

The value of §is some small preassigned number. Since lim A(v;,, f) =[v,l, the

A0
smaller is 8, the closeris (6.53) to (6.59). The approximation of A(z;,, §) 0|y
* is presented in Figure 6-1, Since Az, f) is once continuously differentiable,
an optimization algerithm like DFP can be used to minimize (6.59) for a
given value of 8. The smaller is f, the more difficult the minimization
problem is likely to be, and thus there is a trade-off between accuracy and ease
of solution,
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Results for the US Model

Four sets of estimates of the US model were obtained: LAD, 2SLAD using
g=0.0, 25LAD using ¢ = 0.5, and 2SLAD using ¢ == 1.0. The method of
Tishler and Zang did not work well, in the sense that the results were quite
sensitive to the value of 8 chosen, and therefore it was dropped from further
consideration fairly early in the calculations. For small values of § the DFP
algorithm, which was the algorithm used, failed to converge, and for large
values of § the algorithm converged to answers that implied values of the true
objective function, (6.53), that were larger than those obtained by the first
method. It was difficult to find in-between values of £ that worked well.

The first method, on the other hand, worked extremely well. For 28LAD
using ¢ == 0.5, for example, the number of iterations required for convergence
for the 30 equations ranged from 4 to 145, with an average of 35.6. Conver-
gence was taken to be achieved when successive estimates of each coefhcient
were within 002 percent of each other. The value used for € was .Q000001.
The total time for estimating the model by LAD was about 2.2 minutes on the
IBM 4341 and about 5.7 minutes on the VAX. The total time for each of the
three 2SLAD estimation problems was about 6.3 minutes on the IBM 4341
and about 16.5 minutes on the VAX. Of the 120 equations estimated, none
had a residual that was smaller than ¢ in absolute value at the time that
convergence was achieved. These results are very encouraging, and they
indicate that computational costs are not likely to be a serious problem in the
future with respect to LAD and 2SLAD estimation.

6.6 Comparison of the OLS, 25LS, 3SLS, FIML, LAD, and 25LAD
Results for the US Model

If the model is correctly specified and all the assumptions about the error
terms are correct, all but the OL.S and LAD estimates of the US model are
consistent, They should thus differ from each other only because of a finite
sample size, In practice the model is likely to be misspecified. and not all the
assumptions about the error terms are likely to be correct. Given this, it is not
obvious how the estimates should compare. In this section the gquantitative
differences among the estimates are examined. The consequences of these
differences for the predictive accuracy of the model are discussed in Section
8.53.5, and the consequences for the properties of the model are discussed in
Section 9.4.3.

Table 6-3 presents a comparison of the estimates for six equations: the three
consumption equations, 1, 2, and 3; the price equation, 10; the production



TABLE 6-5. Comparison of coefficient estimates for selected equations of the US model
25LAD Z8LAD 25LAD

By. Coeff. 5L FIML 3518 {q =0.0) {q =6.5) (4 =1.03 LAD oL

ne. o, a a b a & b a b a b a b S b

1 1 -00019 -.00240 -0,80 -.00042 0,19 ~.00040 -0.18 -.001el 0,56 .00323 9,32 -.00008 0,08 L1540 0,42
i LOB650 .99893 0.77 .9902: 0.23 .98920 ¢.17 L90260 0,38 .97983 -0.42 .98125 -0.33 98786 0,08
3 LO0055 50066 0.47 L00058 0,12 L0057 0,07 80063 0.31 00062 8,28 00058 0,32 .0D039 -0.72
4 01878 2922 0.99 L02:43 0,17 L0205 0.07 L0700 012 .G2052 4.08 81183 0,83 00936 -1.09
5 30714 -.52427 -1.58 -.00138 -0.42 L00265 -0.23 - 00257 -4.4% 01021 .15 L1480 0,39 L0277 0.28
[ ~. 00126 -.00111 0.73 -.00124 0,12 -.00326 0.00 -.00123 0.16 - B0116 .48 -.00082 2.08 ~.00088 1.78
7 .02312 01107 -1.00 LD1852 -0.38 L02094 -0.18 01913 -0.33 .02280 -0.03 00864 1,21 L0156 -0.29

2 1 .10903 .23987 4.76 L11422 0,19 10362 -0,20 .08105 -1,02 LU7983 1,06 L11491 0,21 L13478 0.94
Z 66619 .41164 ~3.83 .65620 -0.15 67928 0.20 L71808 0,80 .73586 1.05 .B5734 -0.13 .61356 -0,79
3 .00227 .60181 -1.04 00220 -0,15 00231 0.08 00235 .17 -00197 -0.67 00208 0,44 00218 «D.19
4 . 18547 .58420 5.34 L 18727 0.02 .19026 0.06 .08513 -1.34 .08915 -~1,29 L205875  0.27 L25481 0.93
5 -, 04689 -.16405 -5.40 «. 04851 ~0_12 -.04648 0.02 -.Qz047 1.22 -.02517- 1,00 -.05775% -0.50 -.06867 -1.00
[¢] .(6369 .02956 -1.15 .06952 0.20 05044 -0.45 .08090 0,58 08117 0.58 L07367 0.34 06468 0,03
7 ~-.00061 L0207 4,59 -.00038 0.39 -.00057 0.06 -.00081 -0.51 - 00054 0.13 -.00405 0.96 ~.00004 0,97
3 .08251 .11018 1.17 .08212 -0.03 06744 -0.66 07383 -0.39 06047 -0.956 056689 .1.12 LOB567 0,12

3 1 07348 20807 6.53 Q7710 0.18 L05432 -0.93 06464 -0.43 07328 ~8.01 06771 -0.28 06016 0,65
2 .45821 .07423 -4.98 _44448 -0.18 L48225 0,33 .51434  0.73 (48472 0,34 .53824  1.04 .49524  0.48
3 .00235 00247 0.32 .00222 -0.35 .00238% 0,07 00211 -4.6% 00211 -{. 63 00187 -1.28 0022 -0,39
4 L4468 1.03962 6.39 . 39930 -0.05 .30037 ~3.05 .35309 -0.54 L3771 -6, 27 .34360 -0.02 .31159 -0,94
5 -. 14399 -,32751 -6.71 -.1048% -0.03 -, 06856 1.06 ~.08505 0.45 -, 16485 -£.03 -, 08862 0.16 -.07811 0.78
6 06682 -, 11739 -3,27 .08347  0.30 L13503 1.%1 -07585 0.16 L085815  0.34 08378 9.30 211408 0,84
7 -. 00617 - 00749 -1.78 ~-.00608 0.i2 -.00602 2.19 ~-.00570 0.60 ~-.BUs19  1.27 -.00447 2.20 - 00537 1.64
8 ,12315 L17596 1.45 12353 0.01 L13739 0.39 ;11844 -0.13 JAZTZ2 0,31 11679 0,17 L13968  0.45

10 i 18683 L18028  0.49 .18257 -0.17 .16517 -0,85 185821 0.09 L2010 0.56 L20672 0,78 .18718 §.01
2 .92214 LO085e -1.22 91883 -0.21 .93113 8.81 L92353 0.12 L9172 -0,44 L93457 20,68 L82200 -4.41
3 .03394 D3672 DBV 03326 -8.13% .82584 -0.84 B3438 0,09 03665 0,55 L0377 0.77 .03401 0,01
4 .03388 04079 1.74 .03650 0.606 .a3192 -0.50 .03210 -0.45 .G3482 0,23 03538 0.38 03392 0,01
5 ~. 08086 -. 07402 0,36 -, 08966 -0.45 -.07814 0.15 -.07365 0.38 ~-.07883 0,11 -.08155 -0.63 ~-.08094  §.00

11 1 11.36381 21.87884 4.04 10.69493 -0.26 8.12353 -1.24 11.64382 0.11 §.81205 -0,98 9.25990 -0.81 19.58937 -0,30
F4 L16209 -.03324 -4.43 .15484 -0.16 .15023 -0.27 L14886 -0.30 18034 0.41 17040 0,19 L18002 0.41
3 1.01142 1.43204 8.15 1.01595 0.09 .98842 -0,45 1.03510 0.46 L97080 -0.79 L98684 G 48 .88039 -0.60
4 -, 19265 -.43424 -5.57 -.18766 0,11 -.149886 0,99 -, 20464 -0.28 -.16538 4.63 -.17028 ©.52 -.17797 0.34
& 60491 76119 1.74 L56992 -0,39 58685 -0.06 .61413  0.10 .60371 -0.01 58844 618 58023 -0.27

0 1 -9.45741 ~5.60570 1.22 -7.66028 0.57 ~3,52105 -0.02 -7.29281 0,68 -8.18864 0.40 ~7.91120 0.49 -9,80375 -0.11
2 LB5812 L90573 1.42 .BB58BS 0.83 .83247 -0,76 .88576 1.12 J93716 2.35 2674 2,04 .56039 0.07
3 GEBT2 -, 81235 -2.45 .J3783 -0.95 LU6980  0.03 -0534% -03.4d7 .02104 -1.46 .03465 -1,05 L06709 -0.05
4 .B2862 L1741 -1,21 L2389 -0.58 .83043 0,08 .02282 -0.69 02533 -0,43 L02446 0,52 03065 (.10
5 5574 86527 6.27 L06069  0.05 L03185 -1.40 .04213 -0.86 03831 -1.05 .03532 -1.19 06343 0.5
3] LG5248 .B5675 1.28 .04356 0,58 .03640 0.21 .02722 -0.28 .03938 0,36 .04258 0.53 03166 -0.04
7 .13149 11772 -G.44 /10735 -8.77 .14851 9.54 .15053 0.6l 03888 .2.96 .93972 -2.93 L13201 0.02

Notes: a. Coefficient estimate; b, (Coefficient estimate - 2518 coefficient estimate)/standard error of 25L5 coefficient estimate.

S|OPOW DUIBWIOULOJB0U0BN  2p2
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equation, 11; and the interest rate reaction function, 30. The 25LS estimates
are used as the basis of comparison. Each numberina “b” column in the table
is the difference between the particular estimate and the 2SLS estimate
divided by the standard error of the 2SLS estimate, These numbers thus
indicate how many standard errors the estimates are from the 2SLS estimates,
where the standard errors that are used are 2SLS standard errors. Table 6-6
provides summary measures for all the coefficient estimates.

The main conclusion to be drawn from these results is that all the estimates
are fairly close to each other except for the FIML estimates. Consider Table
6-6: only 3 of the 107 3SLS cocfficient estimates are more than 1.5 standard
errors away from the 2SLS estimates, whereas 38 of the FIML estimates are.
Only 1 of the 169 OLS estimates is more than 1.5 standard errors away. Of the
2SLAD estimates, 7 are more than 1.5 standard errors away for g = 0.0, 12 are
for g =10.5, and 19 are for g = 1.0. For LAD the number is 15, Very few of the
estimates changed signs, as can be seen in the bottom half of Table 6-6. Even
for FIML, only 6 estimates changed sign.

With respect to the individual estimates in Table 6-5, one important
difference between the FIML estimates and the others occurs in Eq. 11, the
equation determining production, Y. Coefficient 3 in Eq. 11 is the coefficient
for the sales variable, X. For all the estimates except FIML, this coefhicient is
around 1.0, whereas for FIML it is around [.4. Also, coefficient 2 in Eq. 11,
which is the coefficient of the lagged dependent variable, is around .15 for the
other estimates and close to zero for FIML. The FIML estimates of the lagged
dependent variable coefficients in two of the three consumption equations
(Eqgs. 2 and 3) are likewise quite different from the others. In both equations
the lagged dependent variable coefficient is number 2. The FIML and 2SLS
estimates in the two equations are, respectively, .66619 versus 41164 and
45821 versus (07423,

It should be stressed that the only reason for the present comparison is to
get a general idea of how close the estimates are. Of more importance are the
comparisons in Sections 8.5.5 and 9.4.5, which examine the estimates within
the context of the overall model. What can be said so far is that the FIML
estimates differ most from the others when the examination is coefficient by
cocfhcient.

 Comparison of Standard Errors

Table 6-7 presents a comparison of the 2SLS, 3SLS, and FIML estimated
standard errors. As expected, the 28LS standard errors are generally larger
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TABLE 6-6. Comparison of coefficient estimates
of the US model

Number of coefficient estimates

greater than .5, 1.0, 1.5, 2.0
2.5, and 3.0 standard ervors
away from the 2SLS estimates

.5 1,0 1.5 2.0 2.5 3.G

107 total
coefficients:
FIML 81 &3 38 25 18 16
35S 34 8 3 2 4] 0
i6h total
coefficients:
ZSEAD (g =0.9) 64 21 7 5 3 1
25LAD (g =0.5) 77 33 12 8 3 1
25LAD (g =1.03 98 53 19 12 & 3
Lab 91 40 15 11 4 1
OLs 28 9 1 o 0 a
Number of sign changes from 25L3
estimates other than these for
CORSLANL LIRS
FIML )
38L5 2
25LAD (g =D.0} 1
25LAD (g =0.5} 2
28LAD (q =1.0) 1
LAD 1
LS 2

than the 35LS standard errors. where the average of the ratios of the two is
1.27. This is not always the case, however, as can be seen for coefficients 1 -6
and 8 in Eq. 4, where the 2518 standard errors are smaller. This difference is
due to the different first-stage regressors that are used by 2SLS and 3SLS. As
discussed earlier, 2SLS uses different sets of FSRs for different equations,
whereas 35LS uses a common set that is smaller than the union of the 2SLS
sets. Thiscan cause the 281 standard errors to be smaller. In the present case,
Eq. 4 has no RHS endogenous variables, and thus the 2SLS estimates are the
OLS estimates. The FSRs in this case include all the explanatory variables in
the equation. Not all of these explanatory variables were included in the
commeon set of FSRs for the 3SLS estimates, and therefore some of the
variables in the equation were treated as endogenous. This was enough to lead
to larger 3SLS standard errors for some of the coefficients.



TABLE 6-7,

and 35L3 standard errors for the US model

Ratios of 38LS and FIML standard errors and of 25LS

Estimation

Eq. Ceeff, EI_S_ S_Ez £q. Coeff. Sk} SEZ Eg. Coeff, SES SEE
no 0., SE4 SE no, no. SE, SE. no no, SE, SE.
4 3 4 3
1 1 .86 1.20 10 i JI5 1017 17 i .82 1.16
2 .78 1.21 2 72 1.19 2 .77 1,20
3 690 1,17 3 741017 3 72 1,19
4 T2 1.19 4 .75 1.18 4 75 1.20
3 82 1.22 5 .75 1.15 22 1 1.03 1,18
[ JTT1.23 I 1 .32 1.28 2 67 1.37
7 .85 1.1% 2 .57 1.22 3 .68 1.20
2 i .63 1.28 3 .40 1.21 23 i 79 1012
2 B8 1.25 4 .27 1,24 2 L0 1017
3 P2 S 8 .78 1,18 3 .42 1.42
4 560 1,30 12 1 .81 1.1¢ 4 L83 1.34
5 .87 1,32 Z .77 1,22 5 701,22
& .73 1,20 3 B8 01,22 24 1 .68 1.18
7 65 1,34 4 .74 1,28 2 .65 1.22
g .84 1,20 5 L85 1,27 3 .36 1.45
3 1 L2600 1,39 ] .82 1,28 4 .42 1.38
2 .28 1,34 T 71,21 5 LB 1.26
3 .48 1.25 g .77 01,21 26 1 , 76 1.15
4 24 1,41 13 1 W86 1,78 2 .81 1,13
5 .25 1,40 P4 86 1,78 3 .78 1,15
& .43 1,38 3 BF 1,72 4 .82 1,13
7 L33 1.2% 4 .65 1,58 5 .74 1,18
8 .61 1,33 5 .88 1,86 27 1 .85 1.37
4 1 1.47 .75 & .83 1,58 P4 BT 1,38
P4 1.26 LAL ] .78 1,57 3 .85 1,38
3 1.09 .95 14 1 .75 1,38 4 .72 1.28
4 1.32 .87 2 L7500 1,45 E .68 1,28
5 1.32 .81 3 771,53 ] 671,27
3] 1.43 .35 4 .75 1,38 30 1 .82 1.19
7 1.83 1.17 5 63 1,51 2 .80 1,22
8 .88 ,96 16 1 .68 1,40 3 W80 1,26
8 W77 1.40 2 6% 1,41 4 .83 1.1%
g 1 .78 1.21 3 72 1,82 5 e 1.32
2 .81 1,20 4 07 1,36 8 L7501,29
3 LTT O 1.24 5 L8l 1.36 7 .73 01.27
4 .82 1.18
S 7z 1.1% AVERAGE 74 1.27
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The more interesting result in Table 6-7 is that the 3SLS standard errors are
generally smaller than the FIML standard errors. The average of the ratios of
the two is .74. This result has also been obtained, but not discussed, by
Hausman (1974). For 10 of the 12 estimated coeflicients of Klein’s model |
that are reported in Hausman's table 1, p. 649, the FIML standard error is
larger than the corresponding 35LS standard error.

My conjecture as to why the 35LS standard errors are generally smaller is
the following. Given the large number of FSRs that are used by 35LS, the
predicted values of the endogenous variables from the first-stage regressions
are fairly close to the actual values. For FIML, on the other hand, we know
from Hausman’s interpretation (1975) of the FIML estimator as an instru-
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mental variables estimator that FIML takes into account the nonlinear
restrictions on the reduced form coefficients in forming the instruments. This
means that in small samples the instruments that FIML forms are likely to be
based on worse first-stage fits of the endogenous variables than are the
instruments that 3SLS forms. In a loose sense, this situation is analogous to
the fact that in the 2518 case the more variables that are used in the first-stage
regressions, the better is the fit in the second-stage regression.

Possible Use of the Hausman Test

An interesting question is whether Hausman’s mz-statistic (1978) provides a
uscful way of examining the differences among the estimates. The m-statistic
is as follows. Consider two estimators, ﬁo and ﬂl, where under some null
hypothesis both estimators are consistent but only ,6’0 is asymptotically eth-
cient, while under the alternative hypothesis only 51 is consistent. Let g =
B 13’0, and let ¥, and 7, denote consistent estimates of the asymptotic
covariance matrices (V, and 1) of ﬁo and f)’l , respectively. Hausman’s
m-statistic is §'(V, — Vp)'4, and he has shown that it is asymptotically
distributed as x* with & degrees of freedom, where k is the dimension of §.
Note that under the null hypothesis ¥, — V is positive-definite.

Consider now comparing the FIML and 35LS estimates. Under the null
hypothesis of correct specification and normally distributed errors, both
estimates are consistent, but only the FIML estimates are asymptotically
efficient. On the other hand, 3SLS estimates are consistent for a broad class of
error distributions, whereas for many distributions FIML estimates are in-
consistent, If the alternative hypothesis is taken to be that the error distribu-
tion is one that leads to consistent 3SLS estimates but inconsistent FIML,
estimates, then in principle Hausman’s m-statistic can be used to test the null
hypothesis of normality against the alternative. Let &3 and &% denote the
3SLS and FIML estimates of o« respectively, and let §= 63 — &%, The
m-statistic in this case is §(V; — F,)"'d, where the estimated covariance
matrices I7’3 and f’., are defined in (6.25) and (6.34) respectively.

In practice the test cannot be performed if I?’3 — ¥, is not positive-definite,
For the US model it is clear from Table 6-7 that ¥, — ¥, is not positive-defi-
nite, since most of the diagonal clements of ¥, are smaller than the corre-
sponding elements of F7,. If anything, i, — ¥, is closer to being negative-defi-
nite, although this is not true either since some of the diagonal elements of F,
are smaller than the corresponding elements of ;. The matrix 173 — V,isalso
not positive-definite for Klein’s model 1, since, as noted earlier, Hausman’s
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results (1974) show that 10 of the 12 estimated coefficients have larger FIML
standard errors than 3SLS standard errors. It thus scems unlikely that 7, — 7,
will be positive-definite in practice for most models, and therefore the m-sta-
tistic is not likely to be useful for testing the normality hypothesis. (If the
model is linear, the test obviously has no power, since FIML, like 3SLS, is
consistent for a broad class of error distributions.)

The m-statistic can also be used in principle to compare the FIML and
2SLS estimates. Under the null hypothesis of normatly distributed errors and
correct specification, both estimates are consistent, but only the FIML esti-
mates are asymptotically efficient. Under the alternative hypothesis of nor-
mality and misspecification of some subset of the equations, all the FIML
estimates are inconsistent, but only the 28LS estimates of the misspecified
subset are inconsistent. The m-statistic can thus be applied to one or more
equations at a time to test the hypothesis that the rest of the model is correctly
specified. If for some subset the m-statistic exceeds the critical value, the test
would indicate that there is misspecification somewhere in the rest of the
model.

In practice this test cannot be applied if ¥, — ¥, is not positive-definite, and
for the US model, as is clear from Table 6-7, ¥, — ¥, is not positive-definite.
Many of the diagonal elements of ¥, are smaller than the corresponding
elements of ¥,. It thus also seems unlikely that this test of misspecification
will be useful in practice.

Finally, the specification hypothesis can be tested in certain circumstances
using the m-statistic on the 2SLS and 3SLS estimates. If both estimators are
members of a class of estimators for which 3SLS is asymptotically efficient,
the test can be applied. The problem is that when the two estimators are based
on different sets of FSRs, as is usually the case with large models, they are not
members of the same class. One cannot argue, for example, that the 35LS
estimates given above for the US model are asymptotically efficient relative to
the 2SLS estimates, and thus the Hausman test cannot be applied in this case.

In summary, the m-statistic does not scem useful for testing either the
normality hypothesis or the correct specification hypothesis. Regarding the
latter, my feeling is that it is better simply to assume that the model is
misspecified (so that no test is needed) and to try to estimate the degree of
misspecification. This is the procedure followed for the comparison method
in Chapter 8.



7 Solution

7.1 Definition of Terms

Once the stochastic equations of a model have been estimated and the
identities have been written down, the next step is to solve the model. There
are various meanings to the word “solve,” and it will be useful to begin this
discussion with some definitions. “Solve” and “simulate” mean the same
thing. A “static” solution or simulation is one in which the actual values of the
predetermined variables are used for the solution each period. Predetermined
variables include both exogenous and lagged endogenous variables, A “dy-
namic” simulation is one in which the predicted values of the endogenous
variables from the solutions for the previous periods are used for the values of
the lagged endogenous variables for the solution for the current period.

“Forecast” and “prediction™ are generally used to mean the same thing,
and they are so used here. They mean the same thing as solution and
simulation. An “outside-sample” forecast or prediction is one for a period
that is not included within the estimation period; otherwise the forecast is
“within-sample.” An “ex post” forecast is one in which the actual values of
the exogenous variables are used. An ex post forecast can be outside sample,
but it must be within the period for which there are data on the exogenous
variables. An “ex ante” forecast is made for a period beyvond the period for
which data exist; it is a forecast in which guessed values of the exogenous
variables are used. In other words, ex ante forecasts are for a period that is
truly unknown, Ex ante forecasts must be outside sample and (if the forecast
is for more than one period ahead) dynamic. The forecasts must be dynamic
because the values of the lagged endogenous variables are only known for the
initial period.

In order to solve a model some assumption must be made about the error
terms in the stochastic equations. If only one set of values of the error terms is
used, the simulation is said to be “deterministic.” The expected values of
most error terms in most models are zero, and for most deterministic
simulations the error terms are set to zero. For linear models the procedure of
setting the error terms equal to their expected values and solving the model
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results in the predicted values of the endogenous variables being equal to their
expected values. This is not the case, however, for nonlinear models (see, for
example, Howrey and Kelejian 1971), which is simply due to the fact that a
nonlinear function of expected values is not equal 1o the expected value of the
nonlinear function. A “stochastic” simulation is one in which many draws of
the error terms are made in the process of solving the model. This procedure is
discussed in Section 7.3. Aside from sampling error and a few other approxi-
mattons, solving a nonlinear model by means of stochastic simulation does
result in the predicted values being equal to the expecied values, As will be
seen in Chapters 8 and 9, stochastic simulation s useful for other purposes as
well.

7.2 The Gauss-Seidel Technique

Most macroeconometric models are solved using the Gauss-Seidel technigue.
It is a remarkably simple technique and in most cases works remarkably well.
This technique is used for all of the main procedures discussed in the rest of
this book. The vast majority of computer time used for any of these proce-
dures is spent solving the model using the Gauss-Seidel technigue, and thus
the technigue is obviously of crucial importance. The technique is easiest to
describe by means of an example.

Assume that the model (6.1) consists of three equations, and let x;, denote
the vector of predetermined variables in equation /. The model is as follows:

(7.1) JiVies Vaes Vaes Xus 0} = 4y,
(72) fz(}’m Yars Vags Xags az) = Uy,
(73) f3(y1n Vous Vags X3¢0 ('23) = Uy,

where y,,, Vo and 5, are scalars. The technique requires that the equations be
rewritten with each endogenous variable on the LHS of one equation. This is
usually quite easy for macroeconometric models, since most equations have
an obvious LHS variable. If, say, the LHS variable for (7.2) is log (3,,/1,). then
¥, can be written on the LHS by taking exponents and multiplying the
resulting expression by y,,. The technique does not require that each endoge-
- nous variable be isolated on the LHS; the LHS variable can also appear on the
RHS. It is almost always possible in macroeconometric work, however, to
isolate the variable, and this will be assumed in the following example.
The model (7.1)-{7.3) will be written



250 Macrosconometric Models

.0 V10 = €1Vaes Vaes Xips Q45 ).
(72}’ Yo = gZ(ylt’ y3ts -x2.!s al: uZJ)a
(7.3) Vi = 5(V1es Vars X3y, O3, U3).

In order to solve the model, values of the coefficients and the error terms are
needed. Itis unimportant for now what values are used, as long as some values
are available. Given these values and given values of the predetermined
variables, the solution proceeds as follows. Initial values of the endogenous
variables are guessed. These are usually either actual values or predicted
values from the previous period. Given these values, (7.1)"~(7.3)’ can be
solved for a new set of values. This requires one “pass” through the model:
each equation is solved once. One pass through the model is also called an
“iteration.” Given this new set of values, the model can be solved agan to get
another set, and so on. Convergence is reached if for each endogenous
variable the values on successive iterations are within some prescribed toler-
ance level.

There are two main options that can be used when passing through the
model. One is to use the values from the previous iteration for all the
computations for the current iteration, and the other is to use, whenever
possible, the values from the current iteration in solving the remaining
equations. Following the second option in the example just given would mean
using the current solution for y,, in the solution of ,, and y,, and using the
current solutions for y,, and y,, in the solstion of y,,. In most cases conver-
gence is somewhat faster using the second option. If the second option is used,
the order of the equations obviously matters in terms of the likely speed of
convergence. The first option 1s sometimes called the Jacobi technique rather
than the Gauss-Seidel technigque, but for present purposes both options will
be referred to as the Gauss-Seidel technigue.

There is no guarantee that the Gauss-Seidel technique will converge. It is
easy to construct examples in which it does not, and 1 have seen many
examples In practice where 1t did not. The advantage of the technique,
however, is that it can usually be made to converge (assuming an actual
solution exists) with sufficient damping. By “damping” is meant the follow-
ing. Let 71" denote the solution value of y,, for iteration n — | {or the initial
value if # is 1), and let y(]’:) denote the value computed by solving (7.1) on
iteration #. Instead of using y‘”’ as the solution value for iteration #, one can
instead adjust #{""" only partway toward V("}

(7.4)  PW=pULAFP -0 0<is=1.



Solution 251

If A1s 1, there is no damping, but otherwise there is. Damping can be done for
any or all of the endogenous variables, and different values of A can be used for
different variables.

My experience is that one can usually make A small enough to achieve
convergence. The cost of damping is, of course, stow convergence. In some
cases I have seen values as low as .05 needed. In the vast majority of the
problems that I have solved, however, no damping at all was needed. Two
other ways in which one can deal with problems of convergence are to try
different starting values and to reorder the equations. This involves, however,
more work than merely rerunning the problem with lower vatues of 4, and |
have generally not found it necessary to experiment with stamng values and
the order of the equations.

Note that nothing is changed in the foregoing discussion if, say, y,,15 also on
the RHS of (7.1}, One still passes though the model in the same way. This
generally means, however, that it takes longer to converge, and more damp-
ing may be required than if y,, is only on the LHS; thus it is better to isolate
variables on the LHS whenever possible.

The question of what to use for a stopping rule is not as easy at it might
sound, The stopping rule can either be in absolute or percentage terms. In
absolute terms it is

(15) PP -PT<e

and in percentage terms it is
() .. filn—1)
Vi — ¥
~in—1)
Yi

(7.6) | | <€,
where € is the tolerance criterion for variable i. (If damping is used, 37" in
(7.5) and (7.6) should be replaced with 3¢ pim y

The problem comes in choosing the values for e;. It is inconvenient to have
to choose different values of the tolerance criterion for different variables, and
one would like to use just one value of € throughout. This is not, however, a
sensible procedure if the units of the vanables differ and if the absolute
criterion is used. Setting the value of € small enough for the required accuracy
of the vanable with the smallest units is likely to lead to an excess number of
* iterations, since a large number of iterations are likely to be needed to satisfy
the criterion for the variables with the largest units. Setting € greater than this
value, on the other hand, runs the risk of not achieving the desired accuracy
for some variables. This problem is lessened if the percentage criterion is used,
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but in this case one must be concerned with variables, like the level of savings
of a sector, that can be zero or close to zero.

My experience is that the number of iterations needed for convergence is
quite sensitive to the stopping rule. It does not seem to be the case, for
example, that once one has converged for most variables, one or two addi-
tional iterations increase the accuracy for the remaining variables very much.
There is no real answer to this problem. One must do some initial experimen-
tation to decide how many different values of € are needed and whether to use
the absolute or percentage criterion for a given variable.

7.3 Stochastic Simulation
7.3.1 The Basic Procedure

Stochastic simulation can be either with respect to the error terms or the
coefficient estimates, or both. It requires that an assumption be made about
the distributions of the error terms and/or coefficient estimates. In practice
these distributions are almost always assumed to be normal, although in
principle other assumptions can be made. For the present discussion the
normality assumption will be used. In particular, it is assumed that
u, = (g, . . . , Uy,)" is independently and identically distributed as multi-
variate N0, §). This is the same assumption that was used for the FIML
estimates in Chapter 6. Given an estimation technique and the data, one can
estimate the coefficients, the covariance matrix of the coefficient estimates,
and the covariance matrix of the error terms. Denote the estimates of the two
covariance matrices ¥ and S respectively. The dimension of Sis m X m, and

. . . - foan ..
the dimension of V' is k X k. S can be computed as T’U U/’, where U/ 1s the

m X T matrix of values of the estimated error terms. The computation of ¥
depends on the particular estimation technique used. Given ¥ and given the
normality assumption, an estimate of the distribution of the coefficient
estimates is M, I?’}, where & is the & X 1 vector of coefficient estimates.
‘Let 1* denote a particular draw of the s error terms for period ¢ from the
N0, $) distribution, and let &* denote a particular draw of the & coefficients
from the N(&, ) distribution. Given ¥ for each period 7 of the simulation
and given a*, one can solve the model. This is merely a deterministic
simulation for the given values of the error terms and coefficients. Call this
simulation a “trial.” Another trial can be made by drawing a new set of values
of u¥ for each period 7 and a new set of values of a*. This can be done as many
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times as desired. From each trial one obtains a prediction of each endogenous
variable for each period. Let 3/, denote the value on the jth trial of the
k-period-ahead prediction of variable / from a simulation beginning in period
t. For Jtrials, the estimate of the expected value of the variable, denoted y,,, , is

~ 1.2 .
(7.7 Yie = 7 2 Vit
j=1
Let o}, denote the variance of the forecast error for a k-period-ahead
forecast of variable 7 from a simulation beginning in period t. Given the J
trials, a stochastic-simulation estimate of o2, (denoted %,) is

J ~
08 Fu== Gl
=
where “},-,k is determined in {7.7).

It is also possible to treat the coefficients as known and draw only from the
distribution of the error terms. For a one-period-ahead forecast and known
coefficients, the estimated variance is merely the estimated variance of the
reduced form error term.

It should be stressed that these stochastic-simulation estirates of the means
and variances are not exact. There are two reasons for this, The first is that the
true distributions of the error terms and coefficient estimates are not known;
one must always draw from estimated distributions. The second is sampling
error that results from taking only a finite number of draws.

7.3.2 The Possible Nonexistence of Moments

It may be the case that the forecast means and variances do not exist, and this
problem requires some discussion. For linear models Sargan (1976) has
shown that for most overidentified models the 2SLS and 3SLS reduced form
estimators have no moments of positive integral order. (A general theorem
regarding the nonexistence of moments is given in Phillips 1984, theorem
3.9.1.) For linear models Sargan (1973) has also shown that the FIML reduced
form estimates have finite moments of up to order T-K-G, where T is the
number of observations, X 'is the number of exogenous variables in the model.
and G is the number of endogenous variables in the model,

In practice, the possible nonexistence of moments is generally ignored:
means and variances are estimated as if they always exist. One reason the
nonexistence of moments does not appear to arise in practice is that extreme
draws of the error terms and coefficient estimates are generally not used. By
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“extreme” in this case is meant a draw that resulis in the failure of the
Gauss-Seidel technigue to find a solution of the model. In many of these cases
it may be that with further damping and experimenting with the technique
the solution could be found, but in some cases it may be that a solution truly
does not exist. By throwing away the extreme draws, one is effectively
sampling from truncated distributions, where the moments are likely to exist.

It is possible to compute more robust measures of central tendency and
dispersion, such as the median, range, and interquartile range, and for some
of the results in Chapter 8 I have repor}ed measures like this. The measure of
dispersion that I have used (denoted d,,) is the following:

(7.9) Sﬂk — Vi ; Vi i
74, is the value for which 34,135 percent of the J trial values lie above it and
below the median, and 7%, is the value for which 34.135 percent of the J trial
values lie below it and above the median. For the normal distribution &;,
equals 5;:;( except for sampling error, and thus the size of (5,,k is something that
one may have some feeling for. Its size is similar to the size of the square root
of the variance if the variance exists and if the true error distribution is close to
being normal. Another way of looking at &, is that it is like, say, the
interquartile range except that §#2, — 52, encompasses 68.270 percent of the
values rather than 50.0 percent of the values. If the variance does not exist for
a particular problem and if the number of trials is large, one might expect &,
to be considerably larger than d,,. Therefore, by computing both measures
one has at least a loose check on the possible nonexistence of moments.

Another approach to the problem of the possible nonexistence of moments
is to modify an estimator in such a way that it is guaranteed to have moments.
For linear models, for example, Maasoumi (1978) has proposed an estimator
of the reduced form coefficients that is a weighted average of the unrestricted
least squares estimator and the 3SLS estimator. The weight on the least
squares estimator, which has finite moments, is nonzero when the two sets of
estimates are far from each other according to a certain criterion. This way of
truncating the 35LS estimator is enough to ensure that the modified version
has finite moments of up to order 7-K-G, where T is the number of observa-
tions, K is the number of exogenous variables, and ( is the number of
- endogenous variables.

It is not clear whether an approach like Maasoumi’s can be extended to
nonlinear medels and whether it will be practical if it can. It may be that the
main way in which this problem is dealt with in practice for large nonlinear
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models is merely to truncate the distributions by not using extreme draws that
occur during the stochastic simulations.

7.2.3 Numerical Procedures for Drawing Values

A standard way of drawing values of a* from the N(&, ¥ distribution is to (1)
factor numerically (using a subroutine package) " into PP, (2) draw (again
using a subroutine package) & values of a standard normal random variable
with mean 0 and variance 1, and (3) compute a* as & + Pe, where ¢ is the
k> 1 vector of the standard normal draws. Since FEee’ =1, then
Ela* — &)a* ~ &)’ = EPee’ P’ = V', which is as desired for the distribution
of a*. A similar procedure can be used to draw values of * from the M0, )
distribution: & is factored into PP’, and u7 is computed as Pe, where e is a
m X 1 vector of standard normal draws.

An alternative procedure for drawing values of the error terms, derived
from McCarthy (1972), has also been used in practice. For this procedure one
begins with the m X T matrix of estimated error terms, . 7 standard normal
random variables are then drawn, and ©* is computed as 7-*Ue, where eis a
T % 1 vector of the standard normal draws. It is easy to show that the

. . . A Y-S
covariance matrix of «¥ is &, where, as earlier, S is 'f‘U L,

An alternative procedure is also available for drawing values of the coeffi-
cients. Given the estimation period (say, | through 7} and given S, one can
draw Tvaluesof u¥ (=1, . . . , T). One can then add these errors to the
model and solve the model over the estimation period (static simulation,
using the original values of the coefficient estimates). The predicted values of
the endogenous vanables from this solution can be taken to be a new data
base, from which a new set of coefficients can be estimated. This set can then
be taken to be one draw of the coefficients. This procedure is more expensive
than drawing from the N, ) distribution, since reestimation is required for
each draw, but it has the advantage of not being based on a fixed estimate of
the distribution of the coeflicient estimates. It is, of course, based on a fixed
value of S and a fixed set of original coefficient estimates.

7.3.4 Previous Studies and Results

Stochastic simulation has not been widely used in practice, but a few studies
do exist. Studies in which only draws from the distribution of the error terms
have been made include Nagar (1969); Evans, Klein, and Saito (1972);
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Fromm, Klein, and Schink (1972); Green, Leibenberg, and Hirsch (1972);
Cooper and Fischer (1972); Sowey (1973); Cooper (1974); Garbade {1973);
Bianchi, Calzolari, and Corsi {1976); and Calzolari and Corsi (1977). Studies
in which draws from both the distribution of the error terms and the distribu-
tion of the coefficient estimates have been made include Schink (1971),
{1974); Haitovsky and Wallace (1972); Cooper and Fischer (1974); Muench,
Rolnick, Wallace, and Weiler (1974); and Fair (1980a).

One important empirical conclusion that can be drawn from these stochas-
tic simulation studies is that the values computed from deterministic simula-
tions are quite close to the mean predicted values computed from stochastic
simulations, In other words, the bias that results from using deterministic
simulation to solve nonlinear models appears to be small. This conclusion has
been reached by Nagar (1969); Sowey (1973): Cooper (1974); Bianchi, Calzo-
lari, and Corsi (1976); and Calzolari and Corsi (1977) for stochastic simula-
tion with respect to the error terms only and by Fair (1980a) for stochastic
simulation with respect to both error terms and coefficients. The results
reported in Section 7.5.1 for the US model also confirm this conclusion.

7.4 Subjective Adjustment of Models

In actual forecasting situations most models are “subjectively adjusted”
before the forecasts are computed. The adjustments take the form of either
using values other than zero for the future error terms or using values other
than the estimated values for the coefficients. Different values of the same
coefficient are sometimes used for different periods. Adjusting the values of
constant terms is equivalent to adjusting the values of the error terms, given
that a different value of the constant term can be used each period. Adjust-
ments of this type are sometimes called “add factors.”” One interpretation of
add factors, which is stressed by Intriligator (1978, p. 516), is that they are the
user’s estimates of the future values of the error terms. With enough add
factors it is possible to have the forecasts from a model be whatever the user
wants, subject to the restriction that the identities must be satisfied. Most add
factors are subjective in that the procedure by which they were chosen cannot
be replicated by others. A few add factors are objective; for example, the
procedure of setting the future values of the error terms equal to the average of
~ the past two estimated values is an objective one. This procedure, along with
another type of mechanical adjustment procedure, is used for some of the
results in Haitovsky, Treyz, and Su (1974). (See Green, Liebenberg, and
Hirsch 1972 for other examples.)
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7.5 Computational Results
7.5.1 The US Model

The US model consists of 30 stochastic equations, 169 unrestricted coefhi-
cients, and 98 identities. The covariance matrix of the error terms £5) is thus
30 X 30, and the covariance matrix of the coefficient estimates (1 is
169 X 169.

For the sohrtion of the model, the stopping rule for the Gauss-Seidel
technique was taken to be in percentage terms and the tolerance value was
chosen to be .001 percent. The first 30 equations, which are the stochastic
equations, were used for the convergence check. If each of the successive
predictions of the first 30 variables were within the tolerance value, conver-
gence was taken to be achieved. Not checking the identities avoided the
problem that some of the values of the variables determined by identities are
close to zere. Experimentation with alternative (and more precise) stopping
rules indicated that the procedure of checking only the first 30 variables
provided sufficient accuracy. The number of iterations needed for conver-
gence varied between about 7 and 13 for a typical job. The time taken to solve
the model for one quarter was about .2 seconds on the IBM 4341 and about
1.5 seconds on the VAX. No damping was used for any of the variables for the
Gauss-Seidel technique.

The results of solving the model for the 19781-19791V period are pre-
sented in Table 7-1. The 2SL.S estimates were used for these results. The
values in the 0 rows are predicted values from a deterministic simulation,
where the error terms have been set equal to zero. The time for this simulation
was about 1.6 seconds on the IBM 4341 {.2 seconds X 8 guarters) and about
12 seconds on the VAX (1.5 seconds X 8 quarters). The values in the a rows
are predicted values from a stochastic simulation in which only error terms
are drawn. Each trial for this simulation consists of 8 draws of 30 values each
from the N(0, §) distribution. A total of 250 trials were made. The cost of each
trial is roughly the cost of solving the model once for the eight quarters, The
total cost for the 250 trials, as noted at the bottom of Table 7-1, was about 6.7
minutes on the IBM 4341 and 49 minutes on the VAX.

The values in the b and b’ rows are predicted values from a stochastic
simulation in which draws of both error terms and coefficients are made. The
results in the two rows are based on the same simulation. The b-row values are
mean values, and the b’-row values are median values. Each trial for this
simulation consists of eight draws of 30 values each from the N0, S)
distribution and one draw of 169 values from the M&, ) distribution. A total
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TABLE 7-1. Predicted values for the US model: comparison of
deterministic and stochastic simulation results

1578 1879
I ii 111 iV 1 11 1333 v

GNPR: Real GNP (biilions of 1972 dollars)

0 1403.6 1425.0 i441.8 1458.6 1467.0 1472.4 1484.0 1490,9
& 1403.4  1427.7 14418 1458.1 1466.8 1472.1 1483.2 1488.5
b 1403.2 1424.4 144315 1458.6 1465.4 1460,8 1480.3 1487.4
b* 1404.0 1423,8 1441.9 1458.1 1464.1 146%.0 1481.3 1488.0
GNPD: GNP deflator (1972 = 1.0)
0 1.4589 1.4928 1.5164 1.5494 1.5826 1.6153 1.6506 1.6825
& 1.4580 1.4927 1.5i67 1.549% 1.5835 1.6163 1.652] 1.6838
b 1.4590 1.4926 1.3I60 1.5489 1.5821 1.6148 11,6493 1.4811
bt 1.4590 1.4931 1.5106 1.5488 1.5823 1,6156 1.6495 1.6826
i00+UR: Unemployment Tate (percentage points)
0 6.75 6.76 6.84 6.93 7.00 7.05 7.03 7.20
a 6.77 6.81 5.88 5.98 7.00 7.04 7.02 7.20
b 0.76 0.77 6.83 6.91 7.00 7.09 7.11 7.33
bt 6.75 6,77 6.86 6,92 7.00 7.08 7.05 7.32

RS: Bill rate (percentage points)

o 6,48 7.06 7.45 7.77 8,13 8.24 15,11 11.41
a 6,42 7,03 7.3% 7.7% 8.13 §.28 189.21 11.02
b 6.50 7.15 7,58 ¥.92 8.238 B.36 18,11 10.91
b! 6.46 7.13 7.56 7.8% 8.3z 3.38 1G.20 10.98
Ml: Money supply (billions of current dollars)
bl 376.1 383.5 390.1 39%.6 406.3 417.0 424.0 432.4
a 376,3 383.8 390.7 4G0.2 406.5 417.6 424.4 432.7
b 376.0 383.5 3%0.1 400.1 406.6 416,98 423.9 432.5
B! 376.1 383.1 389.6  399.7 406,80 416.9  423.8 432.5
Notes: O = Error terms set equal to zere (ne stochastic simulation).
a = Stochastic simulation with respect te errcr terms enly.
b = Stochastic simulation with respect to error terms and coef-
ficient estimates,
bt =Same as b except values are median values rather than mean

values,

Prediction period is 1978 I ~197% IV. All simulations are
dynamic, Number of trials = 250.

The time for one eight-quarter stochastic simulation of 250
trials was aboutr 6.7 minutes on the IBM 4341 and about 49
minutes on the VAX.

of 250 trials were also made for this simulation. The total cost for the 250
trials was about the same as the cost of the 250 trials for the a-row simulation.
The main conclusion to be drawn from the results in Table 7-1 is that the
predicted values from the deterministic simulation are quite close to the
corresponding predicted values from the stochastic simulations. This, as
noted in Section 7.3, is a common result. The bias that results from solving
- nonlinear models deterministically appears to be small for most models.
The other important conclusion from the results is that the median values
are quite close to the corresponding mean values. In other words, the results
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are not sensitive to the use of a more robust measure of central tendency. For
none of the draws for the results in the table did the Gauss-Seidel technique
fail to find a solution, and therefore no draws had to be discarded as being too
extreme,

7.5.2 The MC Model

The solution of the MC model is a fairly large computational problem. For
each ofthe 42 countries for which there are estimated equations (not counting
the United States), there are up to [ stochastic equations and 9 identities. In
addition, there are 2,388 estimated trade share equations. The model is solved
in the following way.

1. Given exports, X75%,, and the import price index, PM,, country {'s
model is solved using the Gauss-Seidel technique. Each modef consists of all
or some subset of the 20 equations in Table B-3 (Appendix B).

2. Given the solution of each country’s model, the calculations in Table B-4
{Appendix B), including the calculations of the trade shares, are performed.
Table B-4 takes from each country the predicted value of imports, M75%4,,
the predicted value of the export price index, PX;, and the predicted value of
the exchange rate, e;. It returns to each country the predicted value of its
exports, X 75%,, the predicted value of its import price index, PM;, and the
predicted value of the world price index, PW'S,.

3. Given X758, and P, from step 2, each country’s model is solved again.
The Table B-4 calculations are then performed again. This process is repeated
until the successive predicted values from one iteration to the next are within
some prescribed tolerance level.

This procedure consists of two types of iterations. The first is the standard
Gauss-Seidel type for each country’s model separately (step 1), and the second
is the iteration between Tables B-3 and B-4 (step 3). The tolerance criterion
for the second type of iteration should be greater than that for the first, since
otherwise sufficient accuracy may not be achieved for the first type of iteration
to achieve the required accuracy for the second.

This procedure worked quite well for the MC model. The average number
of iterations for each country’s model was usually less than 10, and the
number of iterations of the second type varied between about 3 and 135. The
total time taken to solve the model for one quarter varied between about 20
and 40 seconds on the IBM 4341 and about 2 and 4 minutes on the VAX. As
noted earlier, the times for the US model for one quarter are .2 seconds on the
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IBM 434] and 1.5 seconds on the VAX, The MC model is thus considerably
more expensive to solve than the US model. For this reason, no stochastic
simulation experiments were performed for the MC model. Deterministic
simulations were used to examine both the model’s predictive accuracy and
its properties. The accuracy is examined 1n Section 8.6, and the properties are
discussed in Section 9.5,



8 Evaluating Predictive Accuracy

8.1 Introduction

This chapter deals with one of the most important issues in macroeconomics:
the evaluation and testing of models. The central question in this area is how
to decide which model out of a number best approximates the structure of the
economy. Although an obvious answer is to choose the model that fits the
data best, the problem comes in deciding what criterion to use to judge which
model fits the data best. In the next two sections the standard ways in which
this problem has been treated are discussed: Section 8.2 considers the evalua-
tion of ex ante forecasts, and Section 8.3 considers the evaluation of ex post
forecasts. My method for dealing with this problem is explained in Section
8.4, Results for various models are presented in Sections 8.5 and 8.6.

The three most common measures of predictive accuracy that have been
used to evaluate ex ante and ex post forecasts are root mean squared error
(RMSE), mean absolute error (MAE), and Theil’s (1966, p. 28) inequality
coefficient (U). Let 9, be the forecast of variable i for period ¢, and let y, be the
actual value. ¥, can be a prediction for more than one period ahead. Assum-
ing that observations on §, and y, are available for¢ = 1, . . . , 7, the three
MEAsures are

| ,
(8.1)  RMSE=q[= 3 (u~ i),
=1

1 Z n
{8.2) MAE = T E |V — Fuls
=1

1 Z i
\/ T 1;21 (Ayy, — AP, ¥

TIEI( Vie)

where A in (8.3) denotes either absolute or percentage change. All three
measures are zero if the forecasts are perfect. The MAE measure penalizes
large errors less than does the RMSE measure. The value of U is one for a

(8.3) U
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no-change forecast (AP, = 0). A value of U greater than one means that the
forecast is less accurate than the simple forecast of no change.

8.2 Evaluation of Ex Ante Forecasts

The procedure followed to evaluate ¢x ante forecasts is simply to collect the
forecast data for a certain period and to compute one or more of the three
measures just mentioned. Forecasts from different models are evaluated by
comparing the error measures across models. An important practical prob-
lem that arises in evaluating ex ante forecasting accuracy is the problem of
data revisions. Given that the data for many variables are revised a number of
times before becoming “final,”” it is not clear whether the forecast values
should be compared to the first-released values, to the final values, or to some
values in between. There is no obvious answer to this problem. [f the revision
for a particular vanable is a benchmark revision, where the level of the
variable is revised beginning at least a few periods before the start of the
prediction period, then a common procedure is to adjust the forecast value by
adding the forecasted change (AP,), which is based on the old data, to the new
lagged value (1,_,). The adjusted forecast value is then compared to the new
data. If, say, the revision took the form of adding a constant amount y,to each
of the old values of y,,, then this procedure merely adds the same y, 1o each of
the forecasted values of y,. This procedure is often followed even if the
revisions are not all benchmark revisions, on the implicit assumption that
they are more like benchmark revisions than other kinds. Following this
procedure also means that if forecast changes are being evaluated, asin the U
measure, no adjustments are needed.

A number of studies have examined ex ante forecasting accuracy using one
or more of the above measures; some of the more recent ones are McNees
(1973, 1974, 1575, 1976) and Zarnowitz {1979). It is usually the case that
forecasts from both model builders and non-maodel builders are examined
and compared. A common “base” set of forecasts to use for comparison
purposes is the set from the ASA/NBER Business Outlook Survey. A general
conclusion from these studies is that there is no obvious “winner”” among the
various forecasters (see, for example, Zarnowitz 1979, pp. 23, 30). The
relative performance of the forecasters varies considerably across variables
and length ahead of the forecast, and the differences among the forecasters for
a given variable and length ahead are generally small. This means that there is
as yet hittle evidence that the forecasts from model builders are more accurate
than, say, the forecasts from the ASA/NBER Survey.
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Ex ante forecasting comparisons are unfortunately oflittle interest from the
point of view of examining the predictive accuracy of models. There are two
reasons for this; the first is that the ex ante forecasts are based on guessed
rather than actual values of the exogenous variables. Given only the actual
and predicted values of the endogenous variables, there is no way of separat-
ing a given error into that part due to bad guesses and that part due to other
factors. A model should not necessarily be penalized for bad exogenous-vari-
able guesses from its users. (More will be said about this in Section 8.4.) The
second, and more important, reason is that almost all the forecasts examined
in these studies are generated from subjectively adjusted models. (The use of
add factors is discussed in Section 7.4.) It is thus the accuracy of the forecast-
ing performance of the model builders rather than that of the models that is
being examined.

There is some indirect evidence that the use of add factors is quite impor-
tant in practice. The studies of Evans, Haitovsky, and Treyz (1972) and
Haitovsky and Treyz (1972) analyzing the Wharton and OBE models found
that the ex ante forecasts from the model builders were more accurate than
the ex post forecasts from the models, even when the same add factors that
were used for the ex ante forecasts were used for the ex post forecasts. In other
words, the use of actual rather than guessed values of the exogenous variables
decreased the accuracy of the forecasts. This general conclusion can also be
drawn from the results for the BEA model in tabie 3 in Hirsch, Grimm, and
Narasimham (1974). This conclusion is consistent with the view that the add
factors are (in a loose sense) more important than the model in determining
the ex ante forecasts: what one would otherwise congider to be an improve-
ment for the model, namely the use of more accurate exogenous-variable
values, worsens the forecasting accuracy.

In regard to nonsubjectively-adjusted ¢x ante forecasts, there is some
evidence that their accuracy is improved by the use of actual rather than
guessed values of the exogenous variables. During the period 1970I11-
197311, 1 made ex ante forecasts using a short-run forecasting model (Fair
1971b). No add factors were used for these forecasts. The accuracy of these
forecasts is examined in Fair (1974b), and the results indicate that the
accuracy is generally improved when actual rather than guessed values of the
exogenous vartables are used.

It is finally of interest to note, although nothing really follows from this,
that the (nonsubjectively-adjusted) ex ante forecasts from my forecasting
model were on average less accurate than the subjectively adjusted forecasts
{McNees 1973), whereas the ex post forecasts (that is, the forecasts based on
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the actual values of the exogenous variables) were on average of about the
same degree of accuracy as the subjectively adjusted forecasts (Fair 1974Db).

8.3 Evaluation of Ex Post Forecasts

The RMSE, MAE, and U measures have aiso been widely used to evaluate the
accuracy of ex post forecasts. One of the better-known comparisons of ex post
forecasting accuracy 1s described in Fromm and Klein (1976), where eleven
models are analyzed. The standard procedure for ex post comparisons is to
compute ex post forecasts over a common simulation period, calculate for
each model and variable an error measure, and compare the values of the
error measure across models. If the forecasts are outside-sample, there is
usually some attempt to have the ends of the estimation periods for the
models be approximately the same. It is generally the case that forecasting
accuracy deteriorates the further away the forecast period is from the estima-
tion period, and this is the reason for wanting to make the estimation periods
as similar as possible for different models.

The use of the RMSE measure, or one of the other measures, to evaluate ex
post forecasts is straightforward, and little more needs to be said about it.
Sometimes the accuracy of a given model is compared to the accuracy of a
“naive” model, which can range from the simple assumption of no change in
each variable 10 an autoregressive moving average (ARIMA) process for each
variable. (The comparison with the no-change model 1s, of course, already
implicit in the U measure.) It is sometimes the case that turning-point
observations are examined separately; by “turning point™ is meant a point at
which the change in a variable switches sign. There is nothing inherent in the
statistical specification of models that would lead one to examine turning
points separately, but there is a strand of the literature in which turning-point
accuracy has been emphasized.

Although the use of the RMSE or a similar measure is widespread, there are
two serious problems associated with this general procedure. The first con-
cerns the exogenous variables. Models differ both in the number and types of
variables that are taken to be exogenous and in the sensitivity of the predicted
values of the endogenous vanables to the exogenous-variable values. The
procedure of comparing RMSEs or similar measures across models does not
take these differences into account. If one model is less “endogencus”™ than
another (say that prices are taken to be exogenous in one mode! but not in
another), it has an unfair advantage in the calculation of the error measures.
The other problem concerns the fact that forecast error variances vary across
time, both because of nonlinearities in the model and because of variation in
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the exogenous variables. Although RMSEs are in some loose sense estimates
of the averages of the variances across time, no rigorous statistical interpreta-
tion can be placed on them: thev are not estimates of any parameters of the
model.

Another problem associated with within-sample calculations of the error
measures is the possible existence of data mining. If in the process of
constructing a model one¢ has, by running many regressions, searched dili-
gently for the best-fitting equation for each variable, there is a danger that the
equations chosen, while providing good fits within the estimation period, are
poor approximations to the structure. Within-sample error calculations are
not likely to discover this, and thus they may give a very misleading impres-
sion of the true accuracy of the model. Outside-sample error calculations
should pick up this problem, however, and this is the reason that more weight
is generally placed on outside-sample results.

Nelson {1972) used an alternative procedure in addition to the RMSE
procedure in his ex post evaluation of the FRB-MIT-PENN (FMP) model.
For each of a number ¢f endogenous variables he obtained a series of static
predictions using both the FMP model and an ARIMA model. He then
regressed the actual value of each variable on the two predicted values over
the period for which the predictions were made. If one ignores the fact that the
FMP mcdel is nonlinear, the predictions from the model are conditional
expectations based on a given information set. If the FMP model makes
efficient use of this information, then no further information should be
contained in the ARIMA predictions. The ARIMA model for each variable
uses only a subset of the information, namely, that contained in the past
history of the variable. Therefore, if the FMP model has made efficient use of
the information, the coefficient for the ARIMA predicied values should be
zero. Nelson found that in general the estimates of this coefficient were
significantly different from zero.

This test, although of some interest, cannot be used to compare models that
differ in the number and types of variables that are taken to be exogenous. In
order to test the hypothesis of efficient information use, the information set
used by one model must be contained in the set used by the other model, and
this is in general not true for models that differ in their exogenous variables.

8.4 A Method for Evaluating Predictive Accuracy

My method for evaluating predictive accuracy, in contrast to previous proce-
dures, takes account of exogenous-variable uncertainty and of the fact that
forecast error variances vary across time. It also dealsin a systematic way with
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the question of the possible misspecification of the model. It accounts for the
four main sources of uncertainty of a forecast: uncertainty due to (1) the error
terms, (2) the coefficient estimates, (3) the exogenous-variable forecasts, and
(4) the possible misspecification of the model. The method relies heavily on
the use of stochastic simulation.

8.4.1 Uncertainty from the Error Terms and Coefficient Estimates

Estimating the uncertainty from the error terms and coefficient estimates is
simply a matter of computing &2, in (7.8). &%, is a stochastic-simulation
estimate of o2, the variance of the forecast error for a k-period-ahead forecast
of variable { from a simulation beginning in period ¢, It is based on draws from
both the distribution of the error terms and the distribution of the coefficient
estimates. If an estimate of the uncertainty from the error terms only is
desired, the draws should be only from the distribution of the error terms,
with the coefficient estimates fixed at some set of values,

8.4.2 Uncertainty from the Exogenous Variables

There are two polar assumptions that can be made about the uncertainty of
the exogenous variables: one is that there is no uncertainty; the other is that
the exogenous-variable forecasts are in some way as uncertain as the endoge-
nous-variable forecasts. Under this second assumption one could, for exam-
ple, estimate an autoregressive equation for each exogenous variable and add
these equations to the model. This expanded meodel, which would have no
exogenous variables, could then be used for the stochastic-simulation esti-
mates of the variances. While the first assumption is clearly likely to underes-
timate exogenous-variable uncertainty in most applications, the second as-
sumption is likely to overestimate it. This is particularly true for fiscal policy
variables in macroeconometric models, where government budget data are
usually quite useful for purposes of forecasting up to at least about eight
gquarters ahead. The best approximation is thus likely to lie somewhere in
between these two assumptions,

The basic assumption that I have used in my work so far is in between the
two polar assumptions. The procedure that I have followed is to estimate an
eighth-order autoregressive equation for each exogenous variable (with a
constant term and time trend included in the equation) and then to take the
estimated standard error from this regression as the estimate of the degree of
uncertainty attached to forecasting the variable for each period. This proce-
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dure ignores the uncertainty of the coeflicient estimates in the autoregressive
equations, which is one of the reasons it is not as extreme as the second polar
assumption.

A procedure similar to the second polar assumption was used in an earlier
stochastic simulation study of Haitovsky and Wallace (1972), where third-
order autoregressive equations were estimated for the exogenous variables
and then these equations were added to the model. This procedure is consist-
ent with the second polar assumption except that for purposes of the stochas-
tic simulations, Haitovsky and Wallace took the vartances of the error terms
to be one-half of the estimated variances. They defend this procedure (pp.
267-268) on the grounds that the uncertainty from the exogenous-variable
forecasts is likely to be less than is reflected in the autoregressive equations.

Another possible procedure that could be used for the exogenous variables
would be to gather from various forecasting services data on their ex ante
forecasting errors of the exogenous variables (exogenous to the investigator,
not necessarily to the forecasting service). From these errors for various
periods one could estimate a standard error for ¢ach exogenous variable and
then use these errors for the stochastic-simulation draws.

For purposes of describing the present method, all that needs to be assumed
is that some procedure is available for estimating exogenous-variable uncer-
tainty. If equations for the exogenous variables are not added to the model but
instead some in-between procedure is followed, then cach stochastic-simula-
tion trial consists of draws of error terms, coefficients, and exogenous-variable
errors. If equations are added, then each trial consists of draws of error terms
and coefficients from both the structural equations and the exogenous-vari-
able equations. In either case, let 5%, denote the stochastic-simulation esti-
mate of the variance of the forecast error that takes into account exogenous-
variable uncertainty. 82, differs from &2, in (7.8) in that the trials for &2,
include draws of exogenous-variable errors.

The procedure that [ have used to estimate exogenous-variable uncertainty
is implemented as follows. Let §; denote the estimated standard error from the
eighth-order autoregressive equation for exogenous variable /. Let v;, be a
normally distributed random variable with mean zero and variance §%
v, ~ N0, §7) for all 7. Let £, be the “base” value of exogenous variable i for
period ¢. The base values can either be the actual values, if the period in

- question is within the period for which data exist, or guessed values otherwise.
If the values are guessed, they need ot be the predictions from the autore-
gressive equations; the latter are used merely to get the values for §;. Let x ¥ be
the value of variable / used on a given trial, Then for a given trial x¥ is taken to
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be £, + v,, where v, is drawn from the above distribution. If, say, the
simulation period were 8 quarters in length and there were 100 exogenous
variables, 800 draws would be taken, one for each of the 100 ’s and one for
each of the 8 #’s, There would be 100 autoregressive equations estimated.

For some of my work I have taken the estimated standard error from the
autoregressive equation for each variable 1o be an estimate of the degree of
uncertainty attached to forecasting the change in the variable for each period.
Given the way that many exogenous variables are forecast, by extrapolating
past trends or taking variables to be unchanged from their last observed
values, it may be that any error in forecasting the level of a variable in, say, the
first period will persist throughout the forecast period. If this is true, the
assumption that the errors pertain to the changes in the variables may be
better than the assumption that they pertain to the levels. This procedure is
implemented as follows. Let quarter 1 be the first quarter of the prediction
period, and assume that the prediction period is of length 7" The values of x}
(t=1, ..., 7T)foragiven trial are taken to be

(8.4) Xy =%, v,
Xp =X+ v;+v,,

x,'?*zfir'*'vn‘f'va"_ e +v‘—7«,

where each v, (=1, ..., T) is drawn from the N0, §?) distribution.
Because of the assumption that the errors pertain to changes, the errorterm v,
is carried along from quarter 1 on. Similarly, v, is carried along from quarter
2 on, and so forth.

8.4.3 Uncertainty from the Possible Misspecification of the Model

The most difficult and costly part of the method is estimating the uncertainty
from the possible misspecification of the model, which requires successive
reestimation and stochastic simulation of the model. It is based on a compari-
son of estimated variances computed by means of stochastic simulation with
estimated variances computed from outside-sample forecast errors, As will be
- seen, the expected value of the difference between the two estimated variances
for a given variable and period is zero for a correctly specified model. The
expected value is not in general zero for a misspecified model, and this fact
can be used to try to account for misspecification effects.
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All of the stochastic simulations that are referred to in this section are with
respect to error terms and coefficients only. In other words, there is assumed
to be no exogenous-variable uncertainty. Section 8.4.4 discusses the way in
which the estimates of exogenous-variable uncertainty that were discussed in
Section 8.4.2 are combined with the estimates of misspecification effects.

Assume that the prediction period begins one period after the end of the
estimation period, and call this period . From stochastic simulation one
obtains an estimate of the variance of the forecast error, &2, in (7.8). One also
obtains an estimate of the expected value of the f-period-ahead forecast of
variable i, Jz,’,-,k in (7.7). The difference between this estimate and the actual
value, ¥, -, is the mean forecast error:

(8.3) Eirk = Vit gt — Vik-

Ifit is assumed that j“;,-,k exactly equals the true expected value, 3,,, then €,
in (8.5) is a sample draw from a distribution with a known mean of zero and
variance o2,. The square of this error, €2,, is thus under this assumption an
unbiased estimate of g7,. One therefore has two estimates of &%, one
compiuted from the mean forecast error and one computed by stochastic
simulation. Let d,,;, denote the difference between these two estimates:

(8.6) i = €34, — T2y

If it is further assumed that &2, exactly equals the true value, then d,, is the
difference between the estimated variance based on the mean forecast error
and the true variance. Therefore, under the two assumptions of no error in the
stochastic-simulation estimates, the expected value of dy is zero.

The assumption of no stochastic-simulation error, that is, y,, = Y, and
&2, = o, is obviously only approximately correct at best. As noted in Section
7.3.1, even with an infinite number of draws the assumption would not be
correct because the draws are from estimated rather than known distribu-
tions. It does seem, however, that the error introduced by this assumption 15
likely to be small relative to the error introduced by the fact that some
assumption must be made about the mean of the distribution of d,, . For this
reason, nothing more will be said about stochastic-simulation error. The
emphasis instead will be on possible assumptions about the mean of the
distribution of d,,,, given the assumption of no stochastic-simulation error.

If the model is misspecified, it is not in general true that the expected value
of d,, is zero. Misspecification has two effects on d,,,.. First, if the model is
misspecified, the estimated covariance matrices that are used for the stochas-
tic simulation will not in general be unbiased estimates of the true covariance
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matrices. The estimated variances computed by means of stochastic sitmula-
tion will thus in general be biased. Second, the estimated variances computed
from the forecast errors will in general be biased estimates of the true
variances, Since misspecification affects both estimates, the effect on d, is
ambiguous. It is possible for misspecification to affect the two estimates in the
same way and thus leave the expected value of the difference between them
equal to zero. In general, however, this does not seem likely, and so in general
one would not expect the expected value of d,; to be zero for a misspecified
model.

Because of the common practice in macroeconometric work of searching
for equations that fit the data well, it seems likely that the estimated means of
d,, will be positive in practice for a misspecified model. If the model fits the
data well within sample, the stochastic-simulation estimates of the forecast
error variances will be small. This is because they are based on draws from
estimated distributions of the error terms and coefficient estimates that have
small (in a matrix sense) covariance matrices, If the model, although fitting
the data well, is in fact misspecified, this should result in large outside-sample
forecast errors. The estimated mean of d,, is thus likely to be positive: &, is
small because of small estimated covariance matrices, and €2, is large because
of large outside-sample forecast errors.

The procedure described so far uses one estimation period and one predic-
tion period. It results in one value of d,,;, for each variable { and length ahead .
Since one observation is obviously not adequate for estimating the mean of
d,.. more observations must be generated. This can be done by using
successively new estimation periods and new prediction periods. Assume, for
example, that one has data from period | through period 100. The model can
be estimated through, say, period 70, with the prediction period beginning
with period 71. Stochastic simulation for the prediction period will yield for
each / and & a value of d;,, in {8.6). The model can then be reestimated
through period 71, with the prediction period now beginning with period 72.
Stochastic simulation for this prediction period will vield for cach i and k a
value of d;, in (8.6). This process can be repeated through the estimation
period ending with period 99. For the one-period-ahead forecast (k = 1) the
procedure will yield for each variable 30 values of 4, (t="71, . . . , 100);
for the two-period-ahead forecast (k=2) it will vield 29 values of 4,
(r=71, ... ,99) and so on. If the assumption of no stochastic-simulation
error holds for all ¢, then the expected value of d,, is zero for all £ for a correctly
specified model.

The final step in the process is to make an assumption about the mean of
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d.; that allows the computed values of &, to be used to estimate the mean. A
variety of assumptions are possible. One is simply that the mean is constant
across time, In other words, misspecification is assumed to affect the mean in
the same way for all £, If this assumption is made, the mean can be estimated
by merely averaging the computed values of d,, for each f and k. Another
possible assumption is that the mean is a function of other variables, where
the other variables are specified. (A simple example of this is the assumption
that the mean follows a linear time trend.) Given this assumption, the mean
can be estimated from a regression of d,,;, on the specified variables. (In the
linear trend case, the explanatory variables would be a constant and a time
trend.) The predicted value from this regression for period ¢, denoted c:;’,-,k, is
the estimated mean for period ¢. In this case the estimated mean obviously
varies over time if the explanatory variables vary. This second assumption
would be used if it were felt that the degree of misspecification of the model
varies in a systematic way with other variables.

A version of the first assumption is that the mean of d, is proportional to
i%k, which implies that the mean of &,/ 2, is constant across time. dyzisin
units of the variable squared, and this assumption is equivalent to the
constant mean assumption in percentage terms. For variables with trends it
may be more reasonable to couch the assumption in percentage terms, since
the mean may vary as a function of the size of the variable.

8.4.4 Total Uncertainty

Given d, the estimate of the mean of d,,, for period ¢, it is possible to estimate
the total variance of the forecast error, denoted 42, . This is the sum of 32, the
stochastic-simulation estimate of the variance due to the error terms, coeffi-
cient estimates, and exogenous variables, and d;

(8.7 Bon = G4+ A

The use of G2, instead of 2, in (8.7) is where the estimate of exogenous
variable uncertainty is brought into the analysis.

Since the procedure in arriving at &%, takes into account the four main
sources of uncertainty of a forecast, the values of 62, can be compared across
models for a given ¢, &, and ¢. If. for example, one model has consistently

- smaller values of &2, than another, this would be fairly strong evidence for
concluding that it is a more accurate model, that is, a better approximation to
the true structure.

It may be useful at this stage to review the steps that are involved in arriving
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at &2, in (8.7). Consider the example used in Section 8.4.3, where data are
available for periods 1 through 100. Assume that one is interested in estimat-
ing the uncertainty of an eight-period-ahead forecast that begins in period 90.
In other words, one is interested in computing &%, for =90 and
k=1, ... ,8 Assume thatthe main set of coeflicient esttmates of the model
1s based on an estimation period through period 100. Given (1) these esti-
mates and the associated estimates of the distributions of the error terms and
coefficient estimates, (2) the actual values of the exogenous variables for
periods 90-97, and (3) some assumption about exogenous-variable uncer-
tainty, &2, can be computed using stochastic simulation for ¢ =90 and
k=1, ..., 8. Each trial consists of one eight-period dynamic simulation
beginning in period 90. It requires draws of the error terms, coeflicients, and
(possibly) exogenous-variable errors. If, say, 250 trials are taken, the model
must be solved 250 times for the cight quarters.

Since computing 3, requires only one stochastic simulation, this is the
relatively inexpensive part of the method. The expensive part consists of the
successive reestimation and stochastic simulation that are needed in comput-
ing the d, values. In the example in Section 8.4.3, the model would be
estimated 30 times and stochastically simulated 30 times in computing the
dy,. values. If 250 trials for each stochastic simulation were used, the model
would be solved 250 X 30 = 7,500 times, where each solution is a dynamic
eight-period simulation. After the d,; values are computed for, say, periods 70
through 99, d, can be computed for t1=90 and k=1, . . . , § using
whatever assumption has been made about the distribution of d;. This
procedure then allows &2, in (8.7) to be computed for (=90 and
k=1,...,8

8.4.5 Generai Remarks about the Method

In the successive reestimation of the model, the first period of the estimation
period may or may not be increased by one each time. The criterion that one
should use in deciding this is to pick the procedure that seems likely to
correspond to the chosen assumption about the distribution of 4, being the
best approximation to the truth. It is also possible to take the distance between
the last period of the estimation period and the first period of the forecast
period to be other than one,

Any assumption that one makes about the mean of ¢, is at best likely to be
only a rough approximation to the truth. It is unlikely that the effects of
misspecification on the two estimated variances are so systematic as to lead to
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any assumption that one might make about the mean of the difference
between the two being exactly right. One useful thing that can be done 1§
simply to plot the d,, values over time for a given / and & and see if there are
systematic tendencies. One might observe trend or cyclical movements in
these plots, which could be useful either in deciding what to assume about the
mean of ¢, or in deciding how to change the model to iry to eliminate the
misspecification. If the latter is done, one is using the d,, values to reveal
weaknesses in the model that might be corrected rather than to adjust the
stochastic-simulation estimates of the variances for misspecification. The
individual &, values may thus be of interest in their own right aside from
their possible use in estimating total predictive uncertainty. If the values are
used solely to reveal weaknesses of the model, no assumption about the mean
of d,, 15 needed.

Although T have been interpreting the o, values as measuring the mis-
specification of the model, this is not exactly right. Since misspecification
affects both &2, and €2, in (8.6), it may be for a particular model that both are
affected about the same. In this case the expected value of d,,, would be close
to zero and yet the model could be seriously misspecified. In other words,
misspecification can make both &2, and €2 larger and leave the difference
between the two about the same. The more common case, as discussed in
Section 8.4.3, seems likely to be one in which extensive searching for equa-
tions that fit the data well has resulted in an estimate of &%, that is too small. In
this case the d,, values are likely to be on average large. Whatever the case,
one should be aware that interpreting the 4, values as measures of misspeci-
fication is using the word “misspecification” in a very special way. A better
but more awkward way of stating what the d,, values are is that they are a
measure of the misspecification of the model that is not already reflected in
the stochastic-simulation estimate of the forecast error variance,

It is important to note that the interpretation of the 4, values does not
affect the interpretation of 7, in (8.7) as an estimate of the total variance of
the forecast error. If misspecification affects the stochastic-simulation esti-
mate of the variance about as much as it affects the estimate based on the
outside-sample forecast error (so that c?,-zk 15 close to zero), misspecification
effects will be reflected in &2, in (8.7) rather than in dy,.. The term d, is merely
the adjustment for the misspecification effects that are not captured by &2,.

The estimates of the mean of &, that have been proposed in Section 8.4.3
are not in general efficient because the error term in the ¢, regression is in
general heteroscedastic. Even under the null hypothesis of no misspecifica-
tion, the variance of d;, is not constant across time. It is true, however, that
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€./V6%, + diyx has unit variance for all ¢ under the null hypothesis, and
therefore it is reasonable to assume that €2, /(8%, + d;,) has a constant var-
iance for all z. This then suggests the following iterative procedure. (1) For
each i and k, calculate d,; from the d,, regression, as discussed earlier; (2)
divide each observation in the d,, regression by &%, + d,,, run another
regression, and calculate d,, from this regression; (3) repeat step 2 until the
successive estimates of d,, are within some prescribed tolerance level. Litter-
man { 1980) has carried out this procedure for a number of models for the case
in which the only explanatory vanable in the d,; regression is the constant
term {that is, for the case in which it is assumed that the mean of the dj,
distribution is constant across time).

If one is willing to assume that €, is normally distributed, which may or
may not be a good approximation, Litterman {1979) has shown that the
iterative procedure just described produces maximum likelihood estimates,
He has used this assumption in Litterman (1980} to test the hypothesis (using
a likelihood ratio test) that the mean of d,,, is the same in the first and second
halves of the sample period. The hypothesis was rejected at the 5-percent level
in only 3 of 24 tests. These results thus suggest that the assumption of a
constant mean of 4, may not be a bad approximation in many cases. The
results for the US model, which are reported in Section 8.5, also suggest that
the assumption may be a reasonable approximation.

Another interpretation of the mean of d,, is that it is a measure of the
average unexplained forecast error variance (that is, that part not explained
by 52,). Using this interpretation, Litterman (1980) has examined the ques-
tion of whether the use of the estimated mean of &, leads to more accurate
estimates of the forecast error variance. The results of his tests, which are
based on the normality assumption, show that substantially more accurate
estimates are obtained using the estimated means.

It should finally be noted that although the method is designed to catch a
model that fits the data well within sample but is in fact poorly specified, there
is a subtle form of data mining that the method does not account for. I, say, a
model is specified in period 100, estimated through period 90, and tested with
respect to its outside-sample forecasting accuracy for periods 91100, it is
clear that this is not a strict outside-sample test. Information on what
happened between periods 91 and 100 may have been used in the specifica-
tion of the model, and thus one cannot be sure that the model’s “outside-sam-
ple” accuracy that is estimated for periods 91 - 100 will hold for, say, periods
101-110, Within the context of the present method, this means that the
computed values of 4, for periods 91 - 100 are too low, which will result in
values of d,, that are too low and thus vatues of 62, that are too low.
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8.5 A Comparison of the US, ARUS, VAR1US, VAR2US,
and LINUS Models

In this section five econometric models of the United States are compared
using the method in Section 8.4. The main concern is to see how the US
model compares 1o the autoregressive model (ARUS), the two vector autore-
gressive models (VARIUS and VAR2US), and a simple linear model
(LINUS). The US model is discussed in Chapter 4, and the other models are
discussed in Chapter 5.

8.5.1 Computing the d,, Values

The primary cost of the method is computing the d,, values. In computing
these values, each of the five models was estimated 51 times. The first
estimation period ended in 1969111, the second estimation period ended in
19691V, and so on through 19821. A stochastic simulation was then run for
each of the 51 sets of estimates, where the prediction period began two
quarters after the end of the estimation period. The reason for beginning the
prediction period two quarters rather than only one quarter after the end of
the estimation period is that in practice most of the data for the most recent
quarter are preliminary. In my work I use the preliminary data as initial
conditions for a forecast but not as observations for estimation. This means
that there is always a two-quarter gap between the end of the estimation
period and the beginning of the prediction period, and the present procedure
is consistent with this practice.

The computations for the US model were as follows. The first of the 51
estimation periods was 19541 1969111 (63 observations), The coeflicients
were estimated by 25LS, and-the covariance matrix of the coeflicient esti-
mates was computed. Let &, denote the coefficient estimates, and let ¥,
denote the estimated covariance matrix. The correct formula for the covar-
iance matrix is (6.20) in Chapter 6, where the ofi-diagonal blocks of the matrix
are not zero. Computing this matrix is fairly expensive in that it requires more
time than is required to compute the coeflicient estimates. (The times re-
ported in Section 6.5.1 for the IBM 4341 are 3.0 minutes for the coefficient
estimates and 5.5 minutes for the covariance matrix.) If the off-diagonal
blocks are taken to be zero, there is no extra cost in computing the covariance
matrix because the diagonal blocks are available from the estimates of the
individual equations. For the work here, the off-diagonal blocks were taken to
be zero for all 51 sets of estimates.

Given the coefficient estimates, the covariance matrix of the error terms (S)
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was estimated as (1/63) 007, where U is the 30 X 63 matrix of values of the
estimated error terms. Using N(0, S) as the distribution of the error terms and
M@, , ) as the distribution of the coefficient estimates, a stochastic simula-
tion was then run for the 19701~ 19711V period, where both error terms and
coeflicients were drawn. The number of trials was 50, The results from this
simulation allowed values of d,; to be computed for all £, for k = 1; .- .,8,
and for tequal to 19701 The simulation produces values of &%, and y,,,. . Given
3. and given the actual data on the endogenous variables, €, can be
computed. d;, is then merely €2, — &2,

The results for one variable in the model (real GNP) from this simulation
are presented in the first row of Table 8-1. The first eight values, 100{&,,./ Tfi,k),
are the stochastic simulation estimates of the standard errors of the forecast,
expressed as a percentage of the forecast mean. The second eight values,
100(|€,,|/ ¥.), are the estimates of the standard errors of the forecast based on
the actual outside-sample forecast errors, again expressed as a percentage of
the forecast mean.

There are a few dummy variables in the model that are not relevant for the
early estimation periods, which means that there are slightly fewer than 169
coefficients to estimate for the early periods. For the first period, for example,
there are 165 coefficients to estimate.

The second estimation period was 19541~ 19691V (64 observations), which
differs from the first period by the addition of one quarter at the end. The first
quarter of the period was left unchanged. The coefficients were estimated by
2SLS for this period, and new estimates of ¥, and § were obtained. Stochastic
simulation was then performed for the 197011 - 19721 period, which allowed
values of dy; to be computed forall /, fork=1, . . . , 8, and for f equal to
197011, The results for real GNP from this simulation are presented in the
second row of Table 8-1. A total of 50 trials were also used for this simulation.

This process was repeated for the remaining 49 estimation perieds. Since
only data through 1982111 exist, the length of the prediction periods for the
last seven sets of estimates was less than eight, as can be seen in Table 8-1. The
last estimation period was 19541 - 19821 (113 observations), and for this set of
estimates the prediction period was merely one quarter, 1982111,

The total time needed 1o estimate the model 51 times was about 2.1 hours
on the IBM 4341. The total time for the 51 stochastic simulations, which
consisted of 50 trials each, was about 2.2 hours. The stochastic-simulation
work consisted of 50 X 51 = 2,550 solutions of the model. For none of the
draws did the Gauss-Seidel technique fail to solve the model. For the earlier
work on the VAX, the model was estimated and stochastically simulated 44
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times. The total time for the estimation was about 4.8 hours, and the total
time for the stochastic simulation (50 trials each) was about 10.7 hours.

The same calculations were performed for the other models, the only
difference being that 100 rather than 50 trials were used for each stochastic
simulation for the ARUS, VARIUS, and VAR2US models. (50 trials were
used for the LINUS model.) The first quarter of the estimation period was
19541 for all the models except ARUS, where it was 195411, The estimation
times for ARUS, VAR1US, VAR2US, and LINUS were, respectively, 3, 9, 3,
and 36 minutes on the IBM 4341 and 5, 16, 5, and 19 minutes on the VAX.
The stochastic-simulation times were 15, 28, 13, and 14 minutes on the IBM
4341 and 38, 71, 31, and 35 minutes on the VAX.

B.5.2 Discussion of the d,, Values for the US Model

Since the individual 4, values may be of interest in their own right, they will
be examined before proceeding to the estimates of the total variar.ce of the
forecast error. Consider the results for real GNP in Tabie 8-1. If one looks
down one of the first eight columns, it can be seen that the standard errors
vary considerably across prediction periods (except for perhaps the one-
quarter-ahead results in the first column). For the eight-quarter-ahead results,
for example, the estimated standard errors vary from 1.43 percent in row 33
to 3.41 percent in row 17. Experimenting with more trials indicated that
sampling error contributes very little to this variability. It thus appears that
there is considerable variability of forecast-error variances across time (for a
fixed k), at least for the US model. This variability is due to different estimated
covariance matrices, different initial conditions (that is, different lagged
values of the endogenous and exogenous variables), and different values of the
exogenous variables. It is interesting to note that some of the largest standard
errors occur in the mid-1970s, which was characterized at times by extreme
initial conditions and exogenous variable values. In particular, the price of
imports {PIM), which is an exogenous variable, took on extreme values
during much of this period. It may be that these extreme values help contrib-
ute 1o the larger stochastic-simulation estimates of the standard errors for the
mid-1970s.

The values in the last eight columns in Table 8-1 are the absolute values of
‘the outside-sample forecast errors in percentage terms. These values, unlike
the values in the first eight columns, use the actual values of the endogenous
variables for the prediction period in their calculation, which is the reason
they are more crratic. In some cases the forecasts are nearly perfect, and in



TABLE 8-1. Estimzted standard errors for 51 estimation periods for real GNP for the US model
{each prediction period begins two quarters after the end of the estimaticrm pericd)

Estimation 10008, 1 /75 1) 100{i€itkE!yitk)
period
ending in k 1 1 2 3 4 5 & 7 8 1 2 3 4 5 & 7 8
1 1869 III .55 .82 1.17 .44 1.82 2.16 2.37 Z2.69 .31 .55 J17 1.32 .16 61 A3 .05
2 v .35 .75 1.01  1.i6 £,34 1,52 1,70 1,81 .53 .56 43 1,17 .06 75 1.15 0 1.56
3 1870 1 .48 .86 1,20 1.52 1.94 2.34 Z.80 3.0f 1.83% .41 2.30 2.39 2.11 2.60 2.96 3.97
4 11 .43 .79 1,12 1.40 .77 2.16 2.53 Z.87 1.81 .81 1.01 ,95 1.57 2.06 3.22 3.33
5 III 40 .73 1.09 1,48 .78 2.11 2.36 2.58 1.23 .26 .91 1.2¢ 1.30 .65 .86 1.81
& v .4 - .97 1.27 1.54 1.79 2 16 Z2.44 1.40 1.98 2.35 2,49 1.91 2.13 2.26 1.5¢
T 1971 1 W52 .82 1.14 1.44 .74 Z.13 2.50 2,69 1.5¢ 2,97 2.53 2.03 2.50 2.88 2.72 4.64
8 II 52 W75 1,02 1.46 1.96 2,28 2.71 3,17 46 .62 1.86 2.08 2.23 2.61 B3 23
g 111 .35 .07 .92 1,24 1.43 1,77 2,02 2.25 G5 1.18 1.18 1.36 2.04 .45 W10 .34
16 v W43 .69 93 1.19 1.43 1.78 2.04 2,26 .BS .72 .79 1.42 .22 .60 1.1 2,25
11 1572 1 47 .74 1.04 1.24 1,50 .83 2,24 2.70 Ny .61 .51 1.42  2.80 2.66 4,16 4.69
iZ 11 LA LF2 M5 1.27 1.54 2.00 2.32 2,79 .29 .74 1.37 2,18 3.3G 5.08 5.88 6,63
13 111 A2 .75 .96 1.25 1.57 2.08 2.53 2.94 .37 1.54 2.32 3.26 4.89 5.75 6.42 7.43
14 v .47 T3 1.00 1.31 1.55 1.93 2.45 2.86 1.53 1.92 2.49 .59 4.60 5.08 5.74 7.73
15 14873 1 50 70 .82 1.12 1.32 1.63 1.86 2.57 45 1.24 2.62 3.24 3,70 4.3 6.33 5.357
16 1 52 .85 1.15 1.58 1.93 2.35 2.58 2.78 A7 1.50 1.635 1.46 1.73 3.47 2.24 1.67
17 I1I .55 1.0z 1.40 1.85 2.41 2,85 3.28 3.41 .86 1.17 1.34 2.03 4,19 3.59 3.12 3.80
i85 v .49 .81 1.38 1,87 2.20 2.61 2,73 2.84 .29 .66 1.24 3,39 2.8) 2.45 2.94 1.85
3G9 1974 1 .57 1.00 1.38 1.76 2.11 2.28 2.49 2.57 .27 .11 1.99 1.47 1.15 1.81 .93 .93
20 Il .43 i 1.31 1.67 2.01 2,36 2.51 2.685 .41 S .45 1,41 1.1 Z2.30 2.27 1.60
21 i1: .54 .97 1.22 1.49 1.79 2.09  2.18 2.29 1,01 W21 1,03 .58 1.73 1.82 1.40 1.33
22 iy .56 .82 1.12 1.49 1.87 2.19 2.62 2.98 W22 .39 L29 .78 .84 .82 .97 2.27
23 1975 1 .56 WY1 1.27 1.73 2.12 2.51 2.8C 3.08 .67 1.9: (.29 1.44 1.87 Z.61 1.02 L2
24 i .48 92 1.27 1.62 1.33 2.27 2.71 2.91 W77 Wil W12 .88 1.42 .93 1.27 1.65
25 il .38 .68 97 1.37 1.683 1.85 2.81 2.13 .78 77 .20 Jil .82 .83 1.03 .18
26 Iy .48 L7 1.10 1.47 1.%4 1.77 1.92 2.04 08 L9 |16 .88 1,11 1.41 60 .21
27 1976 I .42 .76 .95 1.16 1.36 1.59 1,67 1.87 ¥ .85 .02 .05 W11 .87 1.56 .56
28 1% .44 .67 2927 1.06 1.38 1.66 1.83 1,96 .14 .88 .95 1.02 VIO .68 W11 .54
29 111 .47 L85 1,17 1.34 1.4%& 1.58 1,72 1.83 .ol .49 .55 .39 L2 A0 .04 .01
30 v .45 .64 .91 1.07 1.21 1.26 1.3 1.65 Ril] .12 -B7 1.34 .37 1,00 1.01 1.50

SIPPOIN SUISWIOUOTO0IIRIN  R/E



31 1977 1 .42 JTL 3 1.09
32 II .42 i) 1.08 1.34
33 III .40 .57 .88 1.08
34 IV .39 .56 .75 .92
35 1978 1 .35 .63 .88 1.10
3% II .51 .82 1.13 1.26
37 111 .44 -] 1.03 1.33
38 v .45 L7000 1,05 1.28
30 1979 1 .39 57 T .94
40 1T .39 .63 .89 1.08
41 I1I - HT 0 1L06 1.20
42 v .50 .83 1.08 1.37
43 1980 1 .50 -3 1.00 1.14
44 11 .58 . 86 .98 1,28
45 111 .59 .81 1.08 1.35
46 v . 5% .94 1,26 1.48
47 1831 I .64 .79 .99 1.33
48 1I .53 .52 1.18 1.42
49 I1I .60 .54 .21

58 1y .54 .82

51 1982 1 .56

1.13
.55
29
.05

29
LA2
.54
34

20
.21
1.47
1.64

1,26
1.50
1.62
1.67

1.43

b b e e e

1.19
1.76
1,51
1.28

1.37
1,58
1.78
1.43

1.39
1.30
1.70
1.77

1,39
1.61
1.72
1.82

1.40
1.92
1.63
1,37

.59
.91
.45

.ol
.49
.54
91

1.45

1.72
1.79

ok bl bt fd ot ek ot

1.62
2.17
1.65
1.44

1.43
1.69
2.02
1.46

1.70
1.57
1.588
1.98

i.54
1.73

.20
-84
56
1.03

.25
.10
.28
1.07

.30
1.30
.37
2.58

18
.57
.85
W87

.38
1.09
23
16

41

.67
1.21
03
.21

.08
-48
.85
1.04

1.43
1.3%
3.79
2,30

.39
.24
42
.96

1.69
1.14
R
.04

1.21
i
.68
12
.73

1.46
.71

1.78

2.05
4.54
3.74
1.65

.11
1.80
.99
3.34

2.79
.63
.19

W37
66
1
.14

75
48

23

80
.40
.26
.71

LB R e e

2,22
3.75
4.47

3.18
.95

.87
.04
1.82
2.28

1.87
2.53
2.08
4.71

4.77
3.83
2.29
2.11

2.21
478
5.23
4.70

3.61

.86
1.27
2,73
2.38

2.91
3.13
4,68
4.54

4.34
2.78
3.65
2.64

4.87
5.91
5.57
4.97

1.67
2.26
2.69
3.31

3.62
5.91
4.64
3.89

3.48
4,02
3.93
4.96

6.17
5.91
6.10

2.59
2.21
3.65
3.94

6.26
5.87
4.30
2.87

4,69
4.1%
6,23
6.25

6.39
§.15

Notes: - Estimation technique was 285LS.
be block diagonal.

Each of the estimated covariance matyices of the coefficient estimates was taken to

» 50 trials were used for each stochastic simulation,
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others the errors are quite large. The largest error is for the eight-quarter-
ahead forecast in row 14, which is 7.73 percent. The results in row 14 are for
the prediction period beginning in 197311, and therefore the eight-quarter-
ahead forecast is for 19751

The square of an element in the right half of Table 8-1 gainus the square of
the corresponding element in the left half is equal to d,. / v2., which is simply
dy. in percentage terms. The key question is whether these values have any
systematic tendencies. To examine this question, 4,/ y3. is plotted in Figure
8-1 for i equal to real GNP and k equal to 1. The main conclusion from Figure
8-1 is that no systematic tendencies are apparent. The value for 198011 is very
large relative to others, but aside from this, the values are not obviously larger
for one subperiod than for another, and there is no obvious trend. Plots for
many other variables were examined, and the same conclusion was reached.

The only systematic tendency that was apparent was that some of the plots
showed evidence of serial correlation for values of k greater than about four or
five. This can be explained as follows. If, say, quarter 85 is a difficult quarter to
predict, perhaps because of a large unexplained shock in the quarter, then a
dynamic simulation that runs through this quarter may also do poorly in
predicting quarters 86 and beyond. In other words, the simulation may get
thrown off by the bad prediction in quarter 85. This means, for example, that
five-quarter-ahead forecasts for quarters 85, 86, 87, 88, and 89 may all be on
average poor, thus implying large values for €2, (k = Sand¢= 81, . . . ,85).
The shock in guarter 85 will have no effect on the stochastic-simulation
estimates of the variances, since these are not based on the actual data for the
endogenous variables for this quarter, and therefore the large values of the
outside-sample errors imply large values of d;,,. In this way, serial correlation
may be introduced into the d, series for values of k greater than one.

The general impression one gets from examining the plots is thus that the
misspecification of the model does not appear to have changed over time orto
have been different in any subperiods. One could attempt to examine this
guestion in a less casual way by, say, regressing the d,, values (foragiveniand
k) on variables that one thinks may be related to the misspecification of the
model. Although this might be worth doing in future work, it seems unlikely
to me, from having examined the plots, that much would come of it.

The fact that the misspecification of the model does not appear to have
" changed over time is not in itself encouraging regarding the accuracy of the
model. The misspecification may in fact be quite large, even though un-
changing, and may have a large effect on total forecasting uncertainty, What is
encouraging about the results is that the assumption of a constant mean for
dyordy,/ vz, (for a given i and k) seems to be a reasonable approximation.
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Figure 8-1 Plot of d,,/ v, for the US model for i = real GNP, k= 1
== 19701198211

8.5.3 Computing the Total Variance of the Forecast Error

The total variance of the forecast error is 2, in {8.7). The computation of &%,
for the five models is discussed in this section. It 1s easiest to describe these
computations by referring to the results in Table 8-2, The prediction period is
19781 - 19791V, Consider first the results for real GNP for the US model. The
values in the a and b rows are from the same two stochastic simulations that
were used for the results in Table 7-1. For the a-row results only draws of the
error terms were made, whereas for the b-row results draws of both the error
terms and coefficients were made. The number of trials for each simulation
was 250. The coefficient estimates that were used for these results are the 2818
estimates for the 19541~ 1982111 period (115 observations). These are the
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TABLE 8-2, Estimated standard errors of forecasts
for 1978 1- 1979 IV for five models
1978 1979
I it Iil v 1 11 III v
GNPR: Real GNP
Us: a .45 L0 .81 98 1,10 1,14 1,22 1t 32
b W5l .69 .89 1.03 1,09 1,22 1,30 1.35
c .0l W71 .89 1.08 1,24 1,39 1,52 1.60
d .87 1,10 1.54 2.00 2.43 2,79 3.09 3,43
ARUS: a .7 1.20 1.56 1.81 1,97 2,08 2,14 2.i7
b 771,22 1.57 1,80 2,00 2.12 2.24 2.38
d 1.25 1,97 2,57 2.94 3.14 3.37 3.68 4.05
VARIUS: a .72 1,05 1.24 1,43 1.58 1,71 1.76 1.87
b .77 1,20 1.4 1.04 1.91 2.15 2.38 2.59
d 1,67 2,96 3.71 4.45 5.00 5.63 6.36 T.15
VARZUS: a .80 1.i4 1.34 1.52 1.68 1.78 1.86 1.96
b L85 1.20 1.49 1.80 2.01 2,17 2.44 2,50
d 1.34 2,35 3.21 3.55 4.30 4.44 4.70 4.93
LINUS: a .58 .87 1,07 1.25 1.37 1.47 1.56 1.62
b .61 .87 1,03 1,21 1.39 1.55 1.75 1.87
c L7 .83 1,12 1.33 1.46 1.65 1.72 1.89
d W87 1.53 2,14 2,76 3.38 4,00 4,58 5.13
GNPD: GNP defiator
Us: a L35 .51 L6d W72 LTS .87 .80 .83
b 37 W52 .83 17 .84 .53 1.0% 1.15
e 50 .6l 68 .80 .87 .59 1,10 1.13
d B4 1,03 1.46 1.98 2,49 3.03 3.65 4,31
ARDS:  a 27 .49 .72 87 1.23 1.43 1.3 1.7¢%
b .26 .51 W76 1.88 1.40 1.71 1.88% 2.25
d .45 .98 1,50 2,09 2.78 3.48 4.16 4.50
VARIUS: a 27,41 54 .69 .82 .55 1.0% 1.13
b .28 .45 .59 .78 L8600 1,16 1,32 1.46
4 W56 1,00 1,38 1,82 2,30 2.70 3,03 3.38
VARZUS: a W31 48 .65 .82 L84 1,07 1,17 1.26
b .33 .52 W73 .92 1.08 1.24 1.35 1.57
d .54 .98 1,41 1.88 2,27 2.57 2.8 3.21
100+UR: Unemployment rate {percentage points)
Us: a W24 .38 W48 .54 .61 .65 .65 .68
b 260,420 52 L6l L0 77 U780 LBD
c W27 W41 W52 .61 .68 .7a .81 .82
d .45 ) .92 1.14 1.33 1.52 1,68 1,83
ARUS: a .32 .58 .79 .98 1.07 1,10 t,it 1,14
h 230 .58 LB 1,09 1.24 1,32 1,38 1.43
d .37 .7 1.07 1.3% 1.57 1,62 1,78 1.84
VARIUS: & W25 42 .54 .61 69 .7 W75 77
b .26 .46 .6l W70 .76 .83 .88 .96
d L5600 1.19 1,71 2,10 2,33 2.47 2,60 2.8%
VAR2US: a .28 .48 .62 70 .7 .82 L85 .88
b .29 W52 .67 .78 .83 .94 .99 1,02
d .44 W90 1,38 1,84 2,17 2.34 2.44 2.50

{continved)
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TABLE 8-2 {continued}

1878 1973
1 11 Ii1 Iv 1 1 T v

RS: Bill rate [percentage points)

us: a L1 1,00 1,07 1,13 1,17 1.321 1.17 1.19
b .73 .94 1.04 1.03 1.15 1.25 1.31 1.45
c W72 .96 1,07 1.i4 1.13 1.37 1.42 1.40
d 1.20 1.79 1.9% 2.15 2,29 2.4%2 Z.50 2.51
ARUS: a L721.11 1.20 1.35 1.53 1.e2 1.70 1.75
b L76  1.21 1,37 1.54 1.7 1.96 z,06 Z.04
d 1.36 2,24 Z.,48 2.85 3.21 3.61 3.83 3.8%
VARIUS: a 56 .34 .83 1,03 1.07 1.19 1.26 1.22
b 59 .86 1,07 1,24 1,39 1.53 1.62 1.70
d 1,31 2.26 2,59 2,80 3.13 3.64 3.72 3,73
VARZUS: a 63 .99 1,10 1,18 1.27 1.3 1,45 1,45
b .65 1.08 1,29 1,44 1.61 1.72 1,72 1,81
d 1,24 2,19 2,71 3,18 3.58 4.01 4,31 4.40
LINUS: a WJ7 .87 1.07 1,19 1.25 1.26 1.33 1,37
b .80 1.06 1.18 1.29 1.37 1.42 1.47 1.8
< .81 1.05 1.71 1.32 1,40 1,52 1.57 1.70
d 1.52 1.78 1.96 2.16 2.39 .64 2.82 2.96
Ml: Money supply
Us: a 298 1,35 }1.49 1.66 1.82 2.00 2.03 1.98
b 295 1,37 1.57 1.77 2011 2,32 2.38 2.%4
o 1,07 1.45 1.64 1.69 2,02 2,00 2,18 2,28
d 1.41 1,91 2,22 2,68 3.35 3,81 4.62 5.33
ARUS: a .66 .77 .97 1,18 1.35 1.50 1,78 1.8%
b .68 .85 1.09 1,33 1,55 1.74 2,04 2.33
d 1.22 1.41 1.63 2,08 2,39 2.64 3,07 3.47
VARIUS: a 65 .75 .85 .86 1.03 1.11 1,21 1.38
b 67 .87 1,04 1.18 1.30 1.48 1.66 1.83
d 1.25 1.35 1,25 1.10 1.02 .34 1.25 2.02
VARZUS: a L7 .93 1,16 1,28 1.40 1.50 1,39 1.76
b .82 1,00 1,28 1,53 1.76 1.95 2,09 2.37
d 1,35 1,71 1.99 2,25 2.33 2,30 2.46 2.71

Wf; Wage rate
Us: a 56 .86 1.00 1,13 1.20 1.30 1,32 1,38

b .59 .84 1.01 1.15 1.35 1.48 1,75 1.85

e .60 .82 1,02 1,17 1,37 1,56 1,80 1.94

d .54 .86 1.30 1,8 2,43 3.12 3.86 4.83

ARUS: a .38 .55 .68 .81 .95 1,06 1.18 1,29
b .40 .58 .73 .92 1.05 1.19 1.33 1.%2

d A7 01,83 1,35 1,71 2.03 2.36 2.7% 3.14

ﬂf: Profits

us: a 4,98 6,26 7.61 8,75 8.80 10.07 14,51 11,80

b 5.02 6,55 8.35 9.26 10.27 11,55 13,46 15.11

3 6.86 7.63 9.21 077 10,63 13.22 14,16 15.00

d 8.49 10.30 12.83 14,55 13,27 13,68 13.29 12,17

ARUS a 4.84 6.87 8.21 8.72 9.55 10,33 11.50 13,24
b 4.82 6.57 8.27 8.67 9.87 10.91 12,57 15.64

d 9.70 14.79 18,47 20.94 23,97 26,92 32.17 37.88

{continued}
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TABLE 8-2 (continued)

1578 1878
I i1 II1 v I Ii ITE v

SR: Savings rate of the household sector

us: =2 6.88 10.05 11.98 14.8% 18,41 21.88 2Z.4D 35.99
b 7.65 10,74 12,33 15,54 20,22 25,08 25.82 30.45
c 10,73 13,26 14,56 17,34 21,47 26.45 27.28 32.D%
d  11.41 14,58 16,99 21,34 27,08 34,63 40,12 49.01

ARUS: a 9,46 11,30 12,84 13,71 14,29 15.38 14.94 14.46
b 9.86 11,88 13,77 13,92 15,18 16,00 16.59 16.38
d 12,29 14,70 1721 17.51  19.34 20.65 21.40 21.33

5t Savings of the federal govermment (biliions of current
£ dollars)
us: a W72 1,12 1,43 1.69 1,90 2.14 2.38 2,50
b .76 1,11 1,45 1,80 1.98 2,33 2,79 2.84
[ 2.2% 2,55 2,60 3.07 2,99 3,27 3,52 3,94
d 2.42 2,82 3,18 3,95 4,37 4,99 5,58 .31
ARUS: =& 2.84 3.90 4.6 5.65 6,03 6,58 6.77 7.08
b 3.39 4,54 5.55 6.32 7.12 7,57 8,21 B8.66
d 6.07 8.42 10.26 11.44 12.45 12,89 12,86 12.81
Sr: Savings of the foreign sector (billions of current dollars}
Us: = .95 L.27 1.38 1.49 1.61 1,66 1.72 2.08
b ILI1 1,29 1,45 1.88 1.66 2,05 2,31 2.51
< 1.64 1.86 1.89 2.:i8 2.58 2.76 2,85 3,06
d 2.39 3,39 4.01 4.59 5.22 6.32 7.3% 8.35
ARUS: a 1.07 1.27 1.45 1.46 1.3 1.8% 1.60 1.62
b 1,14 1,41 1,65 1,80 1.77 1.86 1.85 1.89
d 2,38 2,83 3.44 3,53 3,61 3.61 3.52 3.66

Xotes: A =uncertainty due to error terms.

b =Uncertainty due to error terms and coefficient esti-
nates,

¢ =Uncertainty due to error terms, coefficlent estimates,
and exagenous-variable forecasts.

d = Unecexrtainty due to error terms, coeefficient estimates,
exogencus-variable forecasts, and the possible mwis-
specification of the model.

- For the unemployment rate, the bill rate, the savings
of the federal government, and the savings of the
foreign sector, the errovs are in the matural units
of the variables. These units are indicated in the
table. For all other variables the errors are
expressed as a percent of the forecast mean {in per-
centage points).

estimates presented in Chapter 4; they are the basic 2SLS estimates of the
model.

The values in Table 8-2 are either estimated standard errors in units of the
variable or estimated standard errors in percentage points, For real GNP the
errors are in percentage points. The numbers in the b row, for example, are
F i/ ¥, Where ¥, is the stochastic-simulation estimate of the forecast mean
(Eq. 7.7) and &, is the square root of the stochastic-simulation estimate of the
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variance of the forecast error (Eq. 7.8). The numbers in the a row are the same
except that the estimates are based on draws of the error terms only.

The results in the a and b rows are not needed for the computations of the
total variance of the forecast error; they are presented merely to show how
much of the total variance can be attributed 10 the uncertainty from the error
terms and coefficient estimates. The results that are needed are those from a
stochastic simulation with respect to the error terms, coefficients, and exoge-
nous variables. These results are presented in the ¢ rows in Table 8-2. The
procedure that was used for this stochastic simulation for the US model is as
follows,

An eighth-order autoregressive equation (with a constant and time trend
included) was estimated for each exogenous variable in Table A-4 (Appendix
A)except for the dummy variables, the time trend, and variables whose value
never changes or changes only once during the sample period. (These vari-
ables are D593 through DD793, H,,, , dp, dy, Ok, ¥, and y,.} The sample
period for each regression was 195411 - 1982111, A total of 88 equations were
estimated. The estimated standard error from each of these regressions was
taken to be the error associated with forecasts of the variable. The procedure
discussed in Section 8.4.2 was used for the draws of the exogenous-variable
values for the stochastic simulation. The base values of the exogenous
variables were taken to be the actual values. Each trial of the stochastic
simulation for the c rows consisted of eight draws of 30 values each from the
distribution of the error terms, one draw of 169 values from the distribution of
the coefficient estimates, and eight draws from each of the 88 distributions of
the exogenous-variable errors. A total of 250 trials were taken. For none of the
draws did the Gauss-Seidel technique fail to find a solution. The total time
taken for this simulation was about the same as the time taken for the a-row
and b-row simulations, namely about 6.7 minutes on the IBM 4341 and
about 49 minutes on the VAX. (See the note to Table 7-1.)

A stochastic simulation of 250 trials was also performed under the assump-
tion that the exogenous-variable errors pertain to changes in the variables
rather than to levels. This procedure is also discussed in Section 8.4.2. The
estimated standard errors from this stmulation were in general larger than
those from the first simulation, but the results were fairly close. These results
are not reported in Table 8-2.

The c-row values in Table 8-2 are either &, or &,,/Y,., where &, is the
square root of &2, The final step is to add to &2, the estimated mean of dy,.
The discussion in Section 8.5.2 indicates that the assumption that the mean of
d., is constant across time may be a reasonable approximation. This assump-
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tion was used for variables without trends. For variables with trends it was
assumed that the mean of d,,/ V2, is constant across time. Given the first
assumption, the estimated mean of d,, is the average of the d,,, values (fora
fixed i and k), and given the second assumption, the estimated mean of
di/ “f),%k is the average of the d,,,./ ;,%k values, There are 51 observations for the
one-quarter-ahead forecasts (k = 1), 50 observations for the two-quarter-
ahead forecasts (k = 2), and so on. Let d;, denote the estimated mean of d,.
and let &/, denote the estimated mean of d,,;/ f?,%k. The ¢ subscript has been
dropped from c?,—k and 3& because the estimated means are assumed to be
constant across lime.

For variables without trends the estimate of the total variance of the
forecast error, 07, is &, + d,. For variables with trends the estimate is
o2, + di, - y,,k For vartables without trends the values in the d rows in Table
8-2 are the square roots of 62,, and for variables with trends the values are the
square roots of 2, / i%k. The differences between the d-row and c-row values
in the table are measures of the effects of misspecification on predictive
accuracy, although this 15 subject to the qualification discussed in Section
8.4.5 about the interpretation of the word “misspecification.”

The same procedure was followed for the other models. There are no
exogenous variables in the ARUS, VAR IUS, and VAR2US models, and thus
there are no c-row values. For the LINUS model there are three exogenous
variables for which autoregressive equations were estimated: ,, ,, and M 1.

8.5.4 Comparison of the Results for the Five Models
The US Model versus the Others

The models can be compared according to the size of the d-row values. In
examining the d-row values I usually give more weight to the results the
further out the forecast is. In other words, 1 usually give more weight to the
four-quarter-ahead results than to the one-quarter-ahead resuits, more to the
eight-quarter-ahead results than to the four-guarter-ahead results, and so on.
The further out a forecast is, the more this is a test of the accuracy of the
dynamic properties of the model.

For real GNP it is clear that the US model is substantially better than the
other four models. The eight-quarter-ahead standard error is 3.43 percent,
which compares to values of 4.05, 7.13, 4.93, and 5.13 percent for the other
four models, The US model s also best for the unemployment rate and the
bill rate. It is not as good as VAR IUS and VAR2US for the GNP deflator. It is
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substantially worse for the money supply, where the eight-quarter-ahead
standard error is 5.33 percent, which compares to values of 3.47, 2.02, and
2.71 for ARUS, VARIUS, and VAR2US respectively.

The poorer resuits for the money supply mean that the demand-for-money
equations in the US model are not as accurate as autoregressive specifications.
This is something that I have known for a long time, but it is not easy to
remedy. | have so far been unable to find demand-for-money equations that
lead to more accurate predictions within the context of the overall model.
Fortunately, errors in predicting the money supply have fairly minor conse-
quences for the other variables. Given the use of the interest rate reaction
function, the only important way in which errors in predicting the money
supply affect the other variables in the model is through their effect on the bill
rate predictions. The lagged growth of the money supply is one of the
explanatory variables in the bill rate equation, and therefore errors in predict-
ing the money supply affect the bill rate predictions. Although errors in
predicting the bill rate have important effects on many other variables in the
model, the effect of the money supply on the bill rate is only moderate: The
indirect effect of money supply errors on the other variables in the model
(through the direct effect of the money supply on the bill rate) is thus fairly
minor,

Given that the US model is more accurate for three of the key variables (real
GNP, the unemployment rate, and the bill rate), the results seem encouraging
for the model. More tests are needed, of course, especially against other
structural models, before any strong conclusions can be drawn.

For the remaining five variables in Table 8-2, the comparisons are only
between the US and ARUS models. Four of these variables —the level of
profits, the savings rate, the savings of the federal government, and the savings
of the foreign sector—are “residual” variables, These types of variables are
generally hard to predict in structural models, and it is interesting to see how
the US model docs relative to an autoregressive equation for each variable.
The results for the first variable, the wage rate, are about the same for the two
models for the first four quarters; after that the ARUS model does somewhat
better. For the savings rate of the household sector, the two models are almost
the same for the first three quarters, and the ARUS model is substantiaily
better thereafier. The US model is substantially better for profits and the
savings of the federal government, and the ARUS model is substantially
better for the savings of the foreign sector. The overall results for these five
variables are thus mixed. It s encouraging that the US model is better with
respect to profits and the savings of the federal government, but it is clear that
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the model could stand some improvement with respect to the savings rate of
the household sector and the savings of the foreign sector.

Comparison of the Other Four Models

Consider first the LINUS model. The main variable that it is designed to
explain is real GNP, For this vaniable it is less accurate than the US model and
more accurate than the VARI1US and VAR2US models. It is more accurate
than the ARUS model for the first four quarters ahead and less accurate after
that. The results are thus mixed, although the fact that the model s not nearly
as accurate as the US model 1s not encouraging in regard to the ability to
collapse a large model into a relatively small one without a substantial loss of
predictive accuracy.

In the comparison of VAR1US versus VAR2US, VAR2US seems some-
what better: it is more accurate for real GNP, the GNP deflator, and the
unemployment rate. 1t is less accurate for the bill rate and the money supply.
In the comparison of ARUS versus VAR2US, ARUS is more accurate for real
GNP and the unemployment rate but less accurate for the GNP deflator and
the bill rate. The results are mixed for the money supply. There is thus no
obvious winner between ARUS and VAR2US.

There is one feature of the money supply results for VAR1US that should
be noted. For the four- through seven-quarter-ahead predictions, the d-row
values are less than the corresponding b-row values, which means that the
estimated means of the d,,/ ;,%k values were negative. For the six-quarter-
ahead prediction, the estimated mean was almost negative enough to make
the d-row value zero. These results are due to the fact that the stochastic-simu-
lation estimates of the variances are large relative to the estimates based on the
outside-sample forecast errors. For models like VAR1US, which have a large
number of coefficients to estimate relative to the number of observations and
thus in general have very imprecise estimates, it sometimes happens that the
stochastic-simulation estimates of the variances are very large. It is not clear
in these cases whether much confidence should be put in the results; there are
just too few observations for much to be said.

Comparison Using Root Mean Squared Errors

Root mean squared errors (RMSEs) for the five models for the 19701 - 1982111
pertod are presented in Table 8-3. These errors were computed as follows.
Outside-sample forecast errors are available from the 51 stochastic simula-
tions that were involved in computing the o, values. These errors are the
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for 1970 I -1982 III for five modcls
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Root mean squared errors of outside-sample forecasts

Nurber of quarters ahead

1 2 3 4 5 & 7 8
GNPR:  Real GNP
us .78 3 34 1.65 2.16 2.65 3.07 3.43 5.85
ARUS 1.21 1.92 2.58 5.04 3.33 3.63 .97 4.34
VARIUS 1.77  3.06 3,891 4,80 5.49 6,25 7,21 8,29
VARZUS 1,36 2,38 3.29 4,08 4,58 4,98 5,47 6.05
LINUS W87 1.46 2,16 2,88 3.65 4,42 5,21 5,96
GNPD: GNP deflator
us L5% 1,05 1,56 2,12 2,70 3.29 3,87 471
ARUS .48 .87 1.4% 2.09 2.80 3.55 4,32 5.l&
VARIUS W01 1.08 1.52 2,03 2.60 3.11 3.58  4.09
YARZUS .56 1.01 1.44  1.94 2,38 2,73 3.09 3.50
100-UR: Unemployment rate [percentage points)
us .47 .76 1,00 1,26 1,48 1,69 1.89 Z.10
ARUS .37 741,060 1,360 1.52 1.63 1.73  1.7%
VARLIUS W58 1.2 1,72 Z.11 2,35 2.4% Z.6% 2,93
VARZUS ) .90 1.3% 1.85  2.16 2.34  2.46 2.56
RS: Bill rate (percentage points)
us 1.10 1.68 1.90 2.08 2.28 Z2.40 Z2.45 2.56
ARUS 1.28 2.11 2.34 2.67 2.97 3.30 3.48 .50
YARLUS 1.30 2.27 2.64 2.87 3.26 5.79 3.89 3.91
VAR2US 1.20 2.13 2.04 3.13  3.53 3.97 4.27  4.39
LINUS 1.19 i.04 1.82 2.03 2.27 2.52 2.72 2.85
Ml: Money supply
us 1,33 191 2,42  3.16 3.82  4.68 5.64 .60
ARUS 1,18 1.40 l.e5 2.08 2,37 2.64 3.01 3.38
VARIUS 1.39 1.62 1.82 2.07 2.42 2,64 3.58 4,21
VAR2US 1,36 1.78 2.16 2,52 2.7% 3.07 3.57 4.10

Notes: + The results are based on 51 sets of coefficient estimates
for each medel,
Each prediction period began two quarters afier the end
of the estimation period. .
The predicted values used were the mean values from the
51 stochastic similations to get the d, values for

itk
each model.
There are 5! observations for the one-quarter-ahead
forecasts, 50 for the two-quarter-zhead forecasts, and
sa on,
For the unemployment rate and the bill rate the errozs
are in the natural units of the variables. For the
other variables the errors are expressed as a percent of
the forecast mean {in porcentage points).

differences between the mean values (the Tzi,k) and the actual values. They are
based on 51 sets of estimates of each model, where each prediction period
begins two quarters after the end of the estimation period. From these errors
one can compute RMSEs by merely adding the squared errors, dividing by
the number of observations, and taking the squared root. For the one-
quarter-ahead predictions there are 51 observations, for the two-quarter-
ahead predictions there are 50 observations, and so on.

It is of interest to compare the RMSEs in Table 8-3 with the d-row valuesin
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Table 8-2. In some loose sense the RMSEs handle the effects of misspecifica-
tion because they are based on outside-sample errors only, and thus the main
differences between the RMSEs and the d-row values are that the RMSEs do
not handle exogenous variable uncertainty and do not account for the fact
that forecast error variances vary across time. The RMSEs and the d-row
values differ, in some cases by substantial amounts, but the rankings of the
models are roughly (but not exactly} the same. One would probably draw
similar conclusions as those given above if one looked only at the RMSE
results.

The main reason for the similar rankings is that exogenous-variable uncer-
tainty is not much of a problem in any model. For three of the models there
are no exogenous variables, and for the US and LINUS models, which have
exogenous variables, the differences between the c-row and b-row values in
Table 8-2 are not in general very large. The US model in particular does not
appear to be heavily tied to hard-to-forecast exogenous variables. For models
that are heavily tied and that differ considerably in the number and types of
variables that are taken to be exogenous, the difference between the rankings
using the RMSEs and those using the d-row values could be substantial.

With respect to the cost of the calculations, the RMSE results are essentially
as costly as the d-row results because both are based on 51 sets of estimates
and 51 stochastic simulations. The RMSE results could, however, be made
less costly by using deterministic simulations to compute the predicted
values. As discussed in Section 7.3, predicted values from deterministic
simulations are generally close to expected values from stochastic simula-
tions, so little is likely to be lost by using deterministic simulations. In the
present case this would save about half the cost, since about half the time was
spent computing the estimates and about half in performing the stochastic
simulations,

8.5.5 Other Results for the US Model
Comparison across Rows

It should be clear from examining the a and b rows in Table 8-2 that more of
the forecasting uncertainty is due to the error terms than to the coefficient
estimates: the differences between the b and a rows are small relative to the
size of the a-row values. It should also be clear, as noted earlier, that
exogenous-variable uncertainty does not contribute very much to total un-
certainty: the differences between the ¢ and b rows are small. The variable
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most affected by exogenous-variable uncertainty in Table 8-2 is the savings of
the federal government. This is. of course, as expected, since many of the key
exogenous variables in the model are federal government variabies.

It should be noted that there is no requirement that each c-row value be
greater than its corresponding b-row value. Although this is rare, an increase
in the variability of one endogenous variable may be associated with a
decrease in the variability of another, In the results for the US model in Table
8-2, one of the c-row values is less than the corresponding b-row value for the
GNP deflator, three are less for the unemployment rate, three are less for the
bill rate, five are less for the money supply, and one is less for the wage rate.

The d-row values are sometimes more than twice as large as the corre-
sponding c-row values, which means that misspecification contributes sub-
stantially to overall uncertainty. For real GNP the d-row value for the
eight-quarter-ahead prediction is 3.43 percent, which compares to the c-row
value of 1.60 percent. For the GNP deflator the numbers are 4.31 and 1.13
percent. Only one d-row value is less than the corresponding ¢-row value for
the US model, which is for the ong-quarter-ahead prediction of the wage rate.
When this happens, as noted earlier, it means that the estimated mean of d;,
or d,./ Vi is negative. It is argued in Section 8.4.3 that the estimated means
are in general likely to be positive, and the results 1n Table 8-2 certainly
confirm this,

An Alternative Measure of Dispersion

In order to see whether the possible nonexistence of moments is a problem, an
alternative measure of dispersion from the variance was computed for some
of the variables. This measure, 3,-,,(, is discussed in Section 7.3.2. It is equal to
(§h. — P&.)12, where 74, it the value for which 34.135 percent of the trial
values lie above it and below the median and §f, is the value for which 34.135
percent of the trial values lie below it and above the median. If the nonexis-
ience of moments is a problem, one might expect &, to be much larger
than d,,.

The results for one stochastic simulation for the US model are presented in
Table 8-4, This is the same simulation that was used for the b-row results in
Table 8-2. The draws are with respect to the error terms and coefficients. The
number of trials was 2530. None of the draws resulted in a failure of the
Gauss-Seidel technique to find a solution, and therefore no “extreme’ draws
had to be discarded. The values in the a rows in Table 8-4 are either estimated
standard errors, &;,, or estimated standard errors as a percentage of the
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TABLE B-34. Stochastic simulation with respect to
error tovms and coefficlent estimatesy
two measures of dispersion

1978 1979
1 11 111 v 1 11 I1I v

GNPR:  Real GNP

8 .51 69 .89 1.03 1.0 1,22 1.30 1.35

b 5% 67 L890 1.43 1.1 1,29 1,42 1,33
GKFPD: GNP deflator

a W37 .52 .63 37 .84 .53 1.09 1.15

b 34 A 61 .77 .82 L57 1.14 1,24
100-UR: Unemployment rate (percentage points)

a .26 .42 .52 .0l .70 LT .78 .8G

h .26 43 55 .58 .69 L7613 74
RS: Bill rate {percentage points)

a LT3 94 1.84 1,83 1.15 1,25 1.31 1.45

o] L7 L8900 1,83 1,03 1,17 1.20 1.22 1.3%
Ml: Money supply

a W98 1.37 1.57 1.77 2,11 2.32 2.38 2.54

b .84 1.45 1,558 1.74 2.06 2.41 2,33 2.4%
Notes: a =0 for UR and RS, Uitklyitk for the others.

_ e}
b _gitk for UR and RS, Eitklyitk for the others,

where ??tk is the stochastic-simuiation esti-

mate of the median.

= This stochastic simulation is the same as the
one used for the b-row results for the US
mode: in Table 3-2,

forecast mean, &,/ f’ﬂk. The values in the b rows are either 5,-& or 5,-,k as a
percentage of the forecast median, 8, /77 .

It is clear from Table 8-4 that the results are very close. The measures are
almost indistinguishable, and any conclusions drawn from using one measure
would also be drawn from using the other. It thus does not appear that the
possible nonexistence of moments is a practical problem for models like the
US model, and therefore the common practice of ignoring this problem may
be justified. It is irue, however, that the cost of computing alternative
measures is fairly low, and as a check on the results these measures should
probably be computed from time to time.

Comparison of the Predictive Accuracy of Eight Sets of Estimates

In Section 6.6 the eight sets of estimates of the US model were compared in
- various ways. Another way to do this is to see how they compare in terms of
predictive accuracy of the overall model. One procedure that could be used
would be to compute d-row values like those in Table 8-2 for each estimator,
which would require estimating the model 51 times for each estimator and
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performing 51 stochastic simulations for each estimator. This procedure is
too expensive for present purposes, especially given the cost of estimating the
model just one time by FIML and 38LS. One also runs into the problem that
the numbers of observations for the early estimation periods are not sufficient
to estimate all 107 coefficients that were estimated for the basic period by
FIML.

An easier procedure is simply to compute root mean squared errors for
each set of estimates for some prediction period, and this is what was done.
The prediction period that was used is 19701~ 1982111, which is within the
estimation period that was used for each set of estimates, 195411982111,
Although this procedure is a poor one for comparing alternative models
because of possible differences in exogenous variables and the possible mis-
specification of the models, it is not as bad for comparing alternative estimates
of the same model. The exogenous variables are the same for each set of
estimates, and the misspecification of the model may not vary too much
across the different sets. In future work, however, it would be better to try to
use the more expensive procedure to compare the estimates.

The results are presented in Table 8-5. Remember that the main conclu-
sion from the comparisons in Section 6.6 is that all the estimates are fairly
close to each other except for the FIML estimates, One of the key questions
here, therefore, is how the FIML estimates compare to the others in terms of
predictive accuracy.

The main conclusion that one can draw from the results in Table 8-5 is that
they are not conclusive. The ranking of the estimates varies across variables
and across the length of the prediction period. The biggest difference in the
results concerns the one- through four-quarter-ahead results for FIML for real
GNP. The one- and two-quarter-ahead FIML errors are much larger than the
others, and the three- and four-quarter-ahead FIML errors are smailer. Part of
this difference is probably due to the fact, as discussed in Section 6.6, that the
FIMIL. estimates of the coefficients of the lagged dependent variables are
generally smaller than the other estimates. (See, for example, the results in
Table 6.5.) In other words, the FIML results are less dependent on the values
of the lagged endogenous variables, which may hurt for the first few quarters
ahead and help thereafier.

It is possible that the four LAD estimators (LAD and the three 25LAD
- estimators) are hurt by the use of the root mean squared error measure rather
than the mean absolute error (MAE) measure. In order to determine this,
MAEs were also computed for the eight sets of estimates. The results for real
GNP and the GNP deflator are presented in Table 8-6, It is clear from this
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TABLE 8-5. Root mean squared errors for eight sets of cocfficient

estimates for 1970 I - 1982 III for the US model

Number of quarters ahead

1 2 3 4 5 5 7 8
GNPR:  Real GNP
25LS8 .ah .81 1.08 1.25 1.43 1.6l 1.73 1.81
FIML .86 93 1.03 1.16 1.36 1.58 1.74 1.86
3815 65 ] 1.05 1.29 1.33 1.60 1.76 1.88
25LAD q = 9.0 .65 .78 1.06 1.24 1.45 1.65 1.77 1.85
28LAR q = 0.5 .65 .78 1,85 1,1%  1.39  1.42 1.77  1.90
25LAR q = 1.8 .68 B2 1012 1.28  1.48 1.70 1.84 1.98
LAD B8 L83 1,15 1.31  1.49 1.8 1.78 1.88
cLs &7 .84 1,11 1.27 1,43 1,55 1.69 1.77
GNPD: GNP deflator
25L5 .44 .69 B8 1.5  1.18 1.23 1.25 1.22
FIML .45 70 .50 1,08 1,21 1.26 1.28 1.27
38LE .45 L0 .50 1,08 1,21 1.26 1.27 1.24
28LAB q = 0.9 .45 .71 .81 1,11 1,26 1.35 1.38 1.37
25LAD q = 0.5 .44 .69 .89 1.08 1.22 1.28 1.31 1.29
28LAF g = 1.0 .44 La% .88 1.07 1.21 1.29 1,33 1.33
LAD A4 69 .88 1.07 1.21 1.27 1.30 1.29
GLS 44 69 87 1,04 1.1 1,21 1.22 1.20
100-UR: Unemployment rate [percentage points}
2818 iyl 43 W55 .66 .75 .83 .9t .95
FIML .33 .48 .58 .71 i .87 .03 97
3518 30 .46 .59 .71 .80 .87 .95 1.0%
281LAD g = 8.0 28 .42 .52 .63 W71 ) .84 .88
ISLAD g = 0.5 -39 42 .52 ¥ 70 76 B2 87
28LAD g = 1.0 L82 .49 W63 .74 B3 .88 .94 .99
LAD L 30 A4 .56 W67 LT6 .82 .87 .91
OLS .30 .45 .57 68 .78 .84 91 L96

RS: Bill rate (percentage points}

25LS .97 1,32 1.37 1.42 1.47 1,47 1.50 1.5%
FIML 1.04 1.47 1.55 1.66 1.79 i.82 1.88 1.93
35L5 .08 1.36 1.41 i.48 1.56 1.58 1.62 1.69
25LAD g = 0.0 .98 1.35 1.40 1,44 1.49 1.48 1.48 1,54
28LAD g = 0.5 1,01 1.35 1,39 i.44 1.50 1.50 1.50 1.54
Z8LAD g = 1.0 1,03 1.42 1.46 1.56 1.66 1,71 1,77 1.83
LAD 1,03 1,42 1.46 1.57 1.6% 1.74 1.81 1.88
QLS .97 1,33 1,36 1,42 1.49 1.49 1.53 1.60
Ml: Money supply
2588 1.07 1.29 1.37 1.63 1.87 1.90 2.05 2.23
FIMi, .05 1.23  1.33 1.64 1.89 1.96 2,15 2.35
3815 1.06 1.25 1.35 1.62 1.88 1.94 2.11 2.32
28LAD g = 0.0 1.05 1.24 1.33 1.60 1.87 1.94 2,11 2.3)
28LAD g = 0.5 1,12 1,41 1,56 1.86 2.14 2,23 2,39 2.59
258AD g = .0 1,15 1,80 1.72 2.08 2,37 2.46 2.65 2,90
LAD 1,12 1.41 1.56 1.88 2,11 2.14 2,29 2,50
0Ls 1.06 1.25 1.32 1.5¢ 1.80 1.82 1.97 2.15
Notes: + The sample period for all estimates is 1954 I - 1882 III, apd

.

.

.

s0 all forecasts are within sample.

The actual valuwes of the exogenous variables were used for all
the forecasts.

All simulations were deterministic.

There are 51 observations for the ene.quarter-ahead forecasts,
50 for the two-guarter-ahead forecasts, and so on.

For the unemployment rate ané the bill rate the errors are in
the natural units of the variables. For the other variables
the errors are in percentage peints.
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TABLE B8-6., Mean absolute errors for eight sets of coefficient
estimates for 1970 I- 1982 I1I for the US model

Number of guarters ahead

1 2z 3 4 5 3 7 8
GNPR: Real GNP
2518 W52 .67 .86 1,01 116 1.26 1.38 1.48
EIML .71 .73 .80 .93 1.08 1.28 3.44 1.50
3548 .52 64 .84 .58 1.11 1.30 i.45 1.56
25LAD q =0.0 .52 .45 .84 W87 1.15  1.25 1.37 i.44
Z5LAD q =0.5 .52 .64 L8B4 98 1.14 0 1.30 1.41  :.5%
25LAD q =1.0 .54 -1 LEG 1.65 1.22 1.35 1.39 i.54
LAD .53 &7 .82 1.05 1,17 1.30 1.36 1.47
oLS 53 .68 .BB 1.3 1.1 1.27 1.39 1.47
GNPD: GNP deflator
2518 340 085 .72 .85 .95 B85 .57 .95
FIML .37 57 .73 .88 .95 87 .97 .97
38L8 .36 .57 74 -89 .97 .97 87 .93
25LAD q=0.0 .35 .57 .75 -5 1.00  1.03  1.0% 1.07
25LAD g =0.5 35 .55 .73 9¢ 1.01 1l.05 1.07 1,07
251AD g =1.0 .35 .56 W13 .88 .99 1.03  1.05 1.02
LAD .35 .36 .73 .88 .99 1.03  1.08 1.00
OL3 .35 .55 W71 .84 .93 .54 .96 .94
Notes; =+ The sample period for all estimates is 1954 I -1582 III,

and so all forecasts are within sawmple.
+ The actual values of the exogenous variables were used for
all the forecasts.
+ All simulations were deterministic.
» There are 5l observations for the one-quarter-shead fore-
casts, 50 for the two-quarter~ahead forecasts, and so on,
The errors are in percentage peints,

s

table that the main conclusion is not changed by the use of the MAE measure:
the same inconclusive results are obtained for both measures.

One way of looking at these results is the following. It is clear from the
results in Table 8-2 that the US model 1s misspecified when estimated by
2S8LS. Table 8-2 provides quantitative estimates of this misspecification, and
for some variables the estimates are fairly large. One might expect that
estimating the model by other techniques would change the degree of mis-
specification, either positively or negatively. The results in Tables 8-5 and 8-6,
however, suggest that this 1s not the case. However the model is misspecified,
the size of the misspecification is not sensitive to the use of alternative
estimators. An interesting question for future research is whether this conclu-
sion holds for other models and for later versions of the US model.

86 A Comparison of the MC and ARMC Models

The cost of solving the MC model is too large for it to be feasible to use the
method in Section 8.4 to analyze it. As discussed in Section 7.5.2, the time
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taken to solve the model for one quarter varies between about 20 and 40
seconds on the IBM 4341, which compares 1o about .2 seconds for the US
model. The MC model is thus between about 100 and 200 times more
expensive to solve than the US model, which for present purposes rules out
for the MC model many of the experiments that could be performed for the
US model. Aside from the cost, the number of observations available for the
flexible exchange rate period is also not large enough to allow the method in
Section 8.4 to be used. The method requires that a model be successively
reestimated over a number of periods, and in the MC case there are barely
enough observations to estimate the equations that pertain to the flexible
exchange rate period once.

Because the method in Section 8.4 could not be used, the present compari-
son of the MC and ARMC models 1s very crude, and not much weight should
be placed on the results. What was done is the following. Three eight-quarter
periods were chosen: a fixed exchange rate period, 197011- 19721, and two
flexible rate periods, 1974119751V and 1976119771V, For each of these
periods both static and dynamic predictions were generated using determin-
istic simulation, where the error terms were set equal to zero. The actual
values of the exogenous variables were used for the MC model; the ARMC
model has no exogenous variables, The MC model was solved both for the
case in which trade shares are exogenous and for the case in which they are
determined by the trade share equations. This allows one to examine how
much accuracy is lost by having to predict trade shares rather than knowing
them exactly. Given these predictions, RMSEs were computed for each run.

The results are presented in Tables 8-7, 8-8, and 8-9. For the results in
Table 8-7 a weighted average of the RMSEs across all countries except the
United States was taken for each variable. The RMSEs were weighted by the
ratio of the country’s real GNP (in 75%) in the last (that is, eighth) quarter of
the prediction period to the total real GNP of all the countries. This providesa
summary measure of the overall fit of the MC model with respect to each
variable. The RMSEs for the individual countries are presented in Table 8-8
for one run, the dynamic simulation for the period 19741~ 1975IV. Thisis the
period of the large increase in the price of oil by OPEC, and it is not a
particularly easy period to explain. The RMSEs for the United States are
presented in Table 8-9.

As mentioned in Section 3.1.2, the ARMC model does not contain esti-
mated equations for variables that are determined by identities in the MC
model. Four of the variables listed in Tables 8-7 and 8-8 are determined by
identities, ¥, PM, X75%, and PW$, and therefore no ARMC results are
presented for these variables.



TABLE 8-7.

Weighted RMSEs for

all countries except the US

Equation 1870 1T -1972 1 1974 1- 1875 IV
?‘g‘l’:“”gf‘; variable STA DYN STA DYN
or B-4 MC* MC ARMC MC* MO ARMC MC* MC ARMC MCY MC ARMC
4 Real GNP Y i.04 2,00 2.7% 2,90 e 1.84 2,58 — 3.25 4.67 e
H GNP defiator PY .88 .89 .93 2.7% Z.87 2.68 1,35 1.36 1.55 3,08 3.10 5.24
73,7b  Interest rate RS .58 60 .69 .82 .54 .97 .89 .94 97 i.63 1.7 1,73
9b Exchange rate e a a a a a & 3,87 3.96 4.16 5.05 5.30 6.22
v import price PM .58 2,90 — 3.01 5.40 — 2.81 2.89 - 6.55 6.95
6 Money supply ML® 2.74 2.78 2.48 5.21 5.23 4.14 2.83 2,84 2.85 4.78 4.54 4.22
1 Imports M 4,37 4.65 4.81 7.95 7.22 6.88 4.91 5.11 6.06 §.64 7.94 10.75%
2 Consumption C 1.54 1.59 1.32 2.96 2.83% 2.17 2.24 2.34 2,07 3.40 4.08 3.97
3 Investment I 2,84 2,84 2Z.72 6.25 5.96 5.35 3.47 3.47 3.62 7.17 7.23 6.84
8 Interest rate RB 27 U280 .30 .51 .51 W77 .46 .48 52 1,02 1.07 1.13
E3 Export price PX  1.850 1.85 2,17 4,83 4,95 6,92 3,84 3.91 3.83 8.16 8,05 11.40
iT Exports X75% 1.83 V.28 — 5.17 18,45 — 2.27 9.22 — 3.98 14,40  —
VI World price PK$ L83 8 — 3.50 3.7¢ 4.06 4,25 P 7.98 7.88 0
Equation 1876 1-19%7 1v
puber It Variavle sta DYN
or B-4 MC* MC ARMC MC* MC  ARMC
4 Real GNP Y 1.33 1.0 — 2.41 2,80 —
3 GNP deflator PY .15 1,15 1,18 2,16 2,37 2,75
7a,7b Interest rate RS .B6 .85 .96 1,72 1,79 1.21
8b Exchange rate e 2,43 2,42 2,51 4.38 4,19 5.73
v Import price PM 2,21 2,22 — 4,31 4,23 —
6 Momey supply MY 2,32 2,34 2,35 3.38 3,48 3,43
1 Imports M 4.48 4,63 5.04 6.1% 7,03 V.16
2 Consumption C 1,62 1.67 1,48 2,82 3,01 2,35
3 Investment 3 2,82 2,82 2,83 5,01 5,02 4.23
g Interest rate RB .43 .43 .45 .89 1.00 1.00
11 Export price PX 2,33 2,31 :z.4z2 3,79 3.74 4.98
I Exports x75% 1,59 6,87 2.B3 5.38 —
VI Worid price FW8 1.60 1,56 - 2,46 2.56 —
Notes: a. Fixed exchange rate period for almost all countries,
= STA = Static simulation,
= DYN = Dynamic simulation.
« MCY = MC model with trade shares exogenous.
* All errors are in percentage points.

Weights are GNI' in 753 in the last guarter of the period.



RMSEs for the individual countzries:

TABLE &-8.
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TABLE 8-, RMSEs for the US with and without the MC model

1970 11 1972 1 1974 T+ 1975 IV
STA DYN 5TA DYN
Variable a ] c a .b c a b 5 a b c
Real GNP R .82 .89 .96 .53 .68 .87 W51 .60 .48 1.45 2,03 2.35
GNP deflator PY .49 46 .51 1.88 1.50 1.45 L5663 .63 1.36 2.22 2.19
Interest rate RS .62 .04 .68 1.16 1.21 1,27 A2 47 .47 .72 - .81 .86
Import price PM — 1.18 4,10 - 4,50 5,76 —  3.23 3.27 -  6.95 7.12
Money supply M1® 1.17 1.13 1.25  3.09 2,80 2.80  1.17 1.11 1i.12  2.37 1.86 1.84
Imports IM 2.35 2,41 2.38 6.86 7T.66 T7.78 4.3% 4.55 4.58 5.48 8.03 8.39
Interest rate R +28 .28 .20 .44 .46 .47 .24 .25 .24 W27 .37 .34
Export price PX .98 1,00 1.08 1.2¢ 1.26 1.32 1.78 2.12 2.15 5.45 7.38 7.31
Exports X75§ — 1.37 85.04 — 2,13 8,57 — 1.70 2.58 —2.7% 5.01
World price PHE —  1.05 L850 - 3,96 4,16 — 4.63 4.86 — B8.14 8.03
1876 1- 1877 1V
STA DYN

Yariable a b € a b c

Real GNP R .60 .66 W68 1.56 1.65 1.22

GNP deflator Y .34 .50 .54 1.46 1.61 1.69

Interest rate RS 360 360,39 .57 .59 .73

Import price PM — 1,15 1,16 —  2.48 2.88

Money supply M1* .97 .99 .97 1.68 1.80 1.80

Imports M 2.14 2,16 2.12 3.60 3,91 3.69

interest rate R W11 W11 .11 16 .17 .24

Export price PX 1.15 1.28 1.27 2,32 2,82 2,95

Exports X758~ 1,44 4,52 —  2.48 7,46

World price PHE — 1,78 1,74 -~ 2.41 2.48

Notes: a4 =US model alone,
b =MC nodel with trade shares exogenous fincluding US model).
¢ =MC medel (including US wodel).
+ STA = Static simulation,
= DYN = Dynamic simulaticn,
» All errors are in percentage points.

The following general conclusions can be drawn from Table 8-7. (1) MCis
generally slightly less accurate than ARMC for consumption and investment.
It is generally the same as ARMC or more accurate for other variables: the
GNP deflator, the two interest rates, the exchange rate, the money supply,
imports, and the price of exports. (2) The best period for the accuracy of MC
relative to that of ARMC is probably 19741- 19751V, the period of the large
OPEC price increase, although the relative results across periods are close. (3)
The use of the trade share equations increases the RMSEs for the export
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variable, X'75%, by a factor of between about two and four. For the dynamic
prediction for 19761- 19771V, for example, the RMSE increased from 2.83
percent to 9.38 percent. The variable next most affected by the trade share
equations is GNP, which is as expected since exports are part of GNP. (4) The
largest RMSE for the exchange rate for the MC model is only 5.30 percent
(dynamic simulation for the 19741~ 19751V period), which seems fairly good.
The largest RMSE for the short-term interest rate is 1.79 percentage points.

The RMSEs in Table 8-8 for the individual countries are generally larger
for the smaller countries. This is as expected, given the poor quality of much
of the data for the smaller countries and the likelihood that the model
approximates less well the structure of these economies. For the first [8
countries in the table (Canada through Spain), the real GNP RMSEs range
from 1.7 percent for Austria to 8.0 percent for Switzerland. The range for the
GNP deflator is from 1.5 percent for the Netherlands to 6.9 percent for
Finland, and the range for the exchange rate is from 2.5 percent for Canada to
10.5 percent for Switzerland.

With respect to the results in Table 8-9 for the United States, the fit of the
S model for most variables worsens when 1t is embedded in the MC model.
In the full MC model the two variables that are exogenous in the US model
alone, the price of imports (PM) and exports (X75%), are endogenous and
thus predicted with error. The RMSEs for PAf for the MC model with trade
shares endogenous (the ¢ columns) range from 1.16 percent to 7.12 percent,
and the RMSEs for X 75% range from 2.98 percent 10 9.04 percent. These two
additional sources of error generally lead to larger errors for the other
variables in the US model, afthough in some cases the error cancellation is
such that the RMSEs are smalier in the full MC model. The largest increase in
the RMSE for real GNP occurred for the dynamic simulation for the 19741
19751V period, which was from 1.45 percent to 2.33 percent.

As stressed at the beginning of this section, it is not possible t¢ draw any
definitive conclusions from the present comparison. In general the MC model
seems to do fairly well compared to the ARMC model, and thus the results are
at least encouraging. In particular, the exchange rate RMSEs seem small
enough for the MC model to warrant at least a small amount of optimism that
the exchange rate equations are reasonable approximations.



9 Evaluating Static and Dynamic Properties

9.1 Introduction

A useful way of examining the properties of a model is to consider how the
predicted values of the endogenous variables change when one or more
exogenous variables are changed. This exercise is usually called multiplier
analysis, although the use of the word *“multiplier” is somewhat misleading.
The output that one looks at from this exercise does not have to be the change
in the endogenous variable divided by the change in the exogenous variable; it
can merely be, for example, the change or percentage change in the endoge-
nous variable itself. Indeed, if more than one exogenous variabie has been
changed, there is no obvious thing to divide the change in the endogenous
variable by. The form of'the output that is examined depends on the nature of
the problem, and thus the word “multiplier” should be interpreted in a very
general way,

The procedure that is usually used to compute multipliers is discussed in
Section 9.2. It is based on the use of deterministic simulations. An alternative
procedure, which is based on the use of stochastic simulations, is discussed in
Section 9.3. The main advantage of using stochastic simulations is that it also
allows standard errors of the multipliers to be estimated. Given the obvious
importance of knowing how much confidence to place in the results from any
given policy experiment in a model, the ability to estimate standard errorsisa
significant advantage. Results for the US model are discussed in Section 9.4,
and results for the MC model are discussed in Section 9.5.

9.2 Use of Deterministic Simulations

Let x7 denote a “base” set of exogenous variable values for period ¢, and let
x? denote an alternative set. In most applications the base values are the
" actual values, although this is not always true. If, for example, the prediction
period is beyond the end of the data, the base values must be guessed values.
Assume that the prediction period begins in period 7 and is of length T~ Given
{1) the initial conditions as of the beginning of period ¢, (2) the coefficient
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estimates, (3) a set of exogenous variable values for the entire penod, and (4)
values of the error terms for the entire period (usually zero), the predicted
values of the endogenous variables can be computed using the Gauss-Seidel
technique. Let 72, denote the k-period-ahead predicted value of endogenous
variable 7 from the simulation that uses x%,,.., (k= 1,2, . . ., T) for the
exogenous variable values, and let $2, denote the predicted value from the
simulation that uses x%,,_, (k =1,2,...,7) The difference between the
two predicted values, denoted J,,., is an estimate of the effect on the endoge-
nous variable of changing the exogenous variables:

(9.1) du = Vi — P

If only one exogenous variable is changed, then 3,,k is sometimes divided by
this change when results are presented. If, say, the exogenous \:ariable 15 a
government spending variable and the change is 5 billion dollars, d,, would be
divided by 5. This procedure is generally followed only if the particular
endogenous variable is in the same units as the exogenous variable. For
example, if the endogenous variable is GNP in billions of dollars and the
exogenous variable is government spending in billions of dollars, then &,
divided by the change in government spending is an estimate of how much
GNP changes for a one-billion-doliar change in government spending.

5,»,k is sometimes simply divided by 9%, which converts the change into a
percentage change. This percentage change may then be divided by some-
thing else, where the something else is problem-specific. Examples of this
procedure are presented in Sections 9.4 and 9.5,

The error terms are generally set equal to their expected values for the
simulations, where the expected values are almost always zero. For linear
models it makes no difference what values are used as long as the same values
are used for both simulations. For nonlinear models the choice does make a
difference, and in this case the choice of zero values has some problems
associated with it, Consider, for example, a model in which inflation responds
in a very nonlinear way to the difference between actual output and some high
activity level of output: inflation accelerates as output approaches the high
activity level. Consider now a peried in which output is close to the high
activity level, and consider an experiment in which government spending is
increased. This experiment should be quite inflationary, but this will not
necessarily be the case if the model is predicting a much lower level of cutput
than actually existed. In other words, if the model is predicting that output is
not close to the high activity level when in fact it is, the inflationary conse-
quences of the policy change will not be predicted very well.



Evaluating Static and Dynamic Properties 303

There is an easy answer to this problem if the simulation period is within
the period for which data exist, which is simply to use the actual (historical)
values of the error terms rather than the zero values. By “actual” in this case is
meant the values of the estimated residuals that result from the estimation of
the equations. If these values are used and if the actual values of the exoge-
nous variables are used, the simulation will result in a perfect fit. As the
Gauss-Seidel technique passes through the model, each stochastic equation
results in a perfect fit. The identities also fit perfectly, and therefore one pass
through the equations will simply give back the actual values. (This assurnes
that the actual values are used as starting values. If this is not the case, the
technique will require more iterations to converge to the actual values.) This
solution will be called the “perfect tracking™ solution. Once the residuals are
added to the equations, they are never changed. The same set of values is used
for all experiments.

If the actual values of the error terms are used, the problem regarding the
response of inflation to output does not exist. The model predicts the actual
data before any policy change is made. Note that this procedure is also not
inconsistent with the statistical assumptions of the model, since the error
terms are assumed to be uncorrelated with the exogenous and lapged endoge-
nous variables. This procedure cannot be followed if the simulation period is
beyond the end of the data. In this case no historical residuals are available,
and therefore other values, such as zero, must be used.

The use of the actual values of the error terms has the advantage that only
one simulation needs to be performed per policy experiment. 7, is simply the
actual value of the variable, and thus a simulation is only needed to get j#%,.

8.3 Use of Stochastic Simulations

For nonlinear models ci-,k in {9.1} is not an unbiased estimate of the change
because the predicted values are not equal to the expected values. This does
not, however, seem to be an important problem in practice (see Section 7.3),
and so if one were only interested in estimates of the changes, it seems
unlikely that stochastic simulation would be needed. The main reason for
using stochastic simulation is to compute standard errors of J,,,, that is, to
estimate the uncertainty attached to the policy effects. The following is a
" discussion of a procedure that can be used to estimate standard errors of
multipliers.
Since multipliers for nonlinear models are a function of the error terms, the
treatment of the error terms must be considered. From the discussion in
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Section 9.2, the best possibility seems to be to use the actual values of the error
terms for all the simulations, where the base run is then simply the perfect
tracking solution. The other main possibility is to use zero values for the error
terms. Both possibilities will be considered in the description of the proce-
dure.

There are two sources of uncertainty of policy effects in models: one is from
the coefficient estimates, and the other is from the possible misspecification of
the model. Unlike the procedure in Chapter 8, the present procedure does not
account for the possible misspecification of the model. The estimated stan-
dard errors are based on the assumption that the model is correctly specified.
This is a sericus limitation, but the guestion of how to handle misspecifica-
tion effects is still open.

The uncertainty from the coefficient estimates is estimated by drawing
alternative sets of coefficients from an estimated distribution. Asin Chapter 7,
let N(&, V) be the distribution of the coefficient estimates, and let a* be a
draw from this distribution. The steps of the procedure for the case in which
the actual values of the error terms are used are the following.

1. Draw «*, and for this draw compute the values of the error terms in the

stochastic equations over the prediction period. Let u* denote these

values,
2. Given a*, u*, and the base set of exogenous variable values (x?,,_,,
k=1,2,...,7) solve the model. Let i denote the k-period-ahead

predicted value of variable i from this solution, If the exogenous variable
values are the actual values, this solution does not have to be performed
because it is merely the perfect tracking solution.

3. Given a*, u*, and the alternative set of exogenous variable values

(xtrey, k=12, .. ., T) solve the model. Let 7% be the k-period-
ahead predicted value of variable ¢ from this solution.
4. Compute

(92) 6{rk ¥ irfc yufr

3. Repeat steps 1 through 4 ./ times, where ./ is the desired number of trials.
6. Given tlr[e values from the J trials, compute the mean { §,,) and variance
(iﬁk) Of (sirk:

(9.3)  Gy= 2

1-1

AV
E (6&& — D).
=1

04 =

el
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If zero values of the error terms are used instead of the actual values, step |
merely consists of drawing a*. In this case the solution in step 2 must always
be performed because there is no perfect tracking solution. Otherwise the
steps are the same.

It is important to understand the computation of ¥* in step 1. These errors
are computed using the actual values of all the vanables in the stochastic
equations. For &, the actual vector of coefficient estimates, these errors are
simply the residuals from the estimated equations (assuming that the predic-
tion period is within the estimation period). For oo ® they are the residuals that
would exist if the coefficient estimates had been a* rather than &. It is
necessary to compute new values of the error terms for each draw to have each
base Tun be the perfect tracking solution.

One final point should be made about this procedure. Consider first the
case in which zero values of the error terms are used, where the zero values are
the expected values, In this case, for linear models & 7210 (9.2) is the difference
between two expected values. For nonlinear models there is the usual prob-
lem that the predicted values of the endogenous variables are not the expected
values. The bias in the nonlinear case could be corrected by computing both
7% and 7 using stochastic simulation. In other words, two stochastic
simulations could be performed for each pass through steps 1 -4, one in step 2
and one in step 3. This procedure is expensive, because it means that two
stochastic simulations are being performed within the overall stochastic
simulation represented by steps 1 —4. Given that the bias in the nonlinear case
seems small, these simulations are not likely to be necessary in most applica-
tions.

In the case in which ¥* is used, stochastic simulation in steps 2 and 3 could
aiso be performed. The errors in #* would be treated as exogenous variables,
and the errors that are drawn for the stochastic simulation would simply be
added 1o the stochastic equations inclusive of the errors in «*. The predicted
values computed by the stochastic simulation would be expected values
conditional on u*. In step 2 the predicted values would not be equal to the
actual values even if the actual values of the exogenous variables were used,
and therefore the solution in step 2 would always have to be performed.
Again, however, these stochastic simulations are not likely to be needed.

9.4 Properties of the US Model

The rest of this chapter consists of a discussion of the properties of the US and
MC models. The US model is discussed in this section, and the MC model is
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discussed in Section 9.5. This material provides both an example of the
application of the deterministic and stochastic simulation techniques that
were discussed in Sections 9.2 and 9.3 and a detailed description of the
properties of the models. For purposes of understanding the US and MC
models, this section and the next are the most important in the book.

9.4.1 General Remarks about the Properties

Because the theoretical model was used to guide the specification of the
econometric model, the qualitative properties of the two models are similar.
The properties of the theoretical model were examined by changing various
variables from a position of equilibrium, Although this is an artificial starting
point in the sense that the model never returns to equilibrium once it is
shocked, it is useful for learning about the propertics of the model. In
particular, it is easy to see how disequilibrium can occur as a result of
expectation errors and how multiplier reactions can take place. This artificial
environment cannot be set up for the econometric model, and the experi-
ments must be performed over an actual sample period.

The first quarter of the prediction period that is used for the results beiow,
19771, was not a high activity quarter. The unemployment rate was 7.5
percent; the labor constraint variable Z was considerably below §; and the
demand pressure variable ZZ was considerably above 0. (Remember that
skack times correspond to negative values of Z and positive values of ZZ: see
Egs. 97 and 98 in Table A-3,) This means that an ¢xpansionary policy action
beginning in this quarter is likely to increase real output and employment,
The main way in which this comes about is as follows (all equation numbers
refer to Table A-5 in Appendix A),

1. The level of sales of the firm sector (X) is increased, say by an increase in
government purchases of goods.

2. The firm sector responds by increasing production (Y): Eq. 11.

3. The increase in Y leads to an increase in plant and equipment investment
(IK;), jobs (J;), and hours per job (H): Eqs. 12, 13, and 14.

4. The increase in J and H leads to an increase in J/ and //* and then to an
increase in the labor constraint variable Z: Eqgs. 93, 96, and 97.

- 5. The increase n Z leads to an increase in consumption: Eqs. 1, 2, and 3.

6. The increase in plant and equipment investment and consumption in-
creases sales (Eq. 60}, which leads to a further increase in production, and
50 on,
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If the labor constraint variable is close to 0 and thus not very binding, the
expansionary effects in step 5 do not take place since Z will be changed very
little. Also, considerable inflation will result from any attempt at expansion
because the demand pressure variable will be small. (Values of the labor
constraint variable close 10 zero almost always correspond to small values of
the demand pressure variable.) In this situation the price level responds faster
initially than does the wage rate, and thus the real wage falls. The fall in the
real wage then has a negative effect on consumption and housing investment.

One of the key variables in the econometric model, as in the theoretical
model, is the short-term interest rate. The interest rate has important effects
on consumplion and housing investment, which in turn have important
effects on production, plant and equipment investment, and employment as
outlined in the steps above. If the interest rate reaction function is part of the
model, the interest rate will rise as an expansion takes place (the Fed “leans
against the wind"), which means that the expansion will not be as strong as it
would be if, say, the interest rate remained unchanged.

Four of the most important equations in the model are the three consump-
tion equations and the housing investment equation. If these are affected by a
policy change, this will affect sales, which then affects the economy in the
manner outlined above. The explanatory variables in these four equations
have been discussed extensively in Chapter 4; they include the price level, the
after-tax wage rate, the after-tax interest rate (either short-term or long-term},
nonlabor income, the initial value of wealth, and the labor constraint vari-
ablé:Nunlabor income and the initial value of wealth are the variables
through which transfer payments and dividends affect the economy. If, say,
transfer payments are increased, this increases nonlabor income, which
increases demand. An increase in nonlabor income also increases wealth to
the extent that not all of the income is spent in the current quarter. The
increase in wealth then has a positive effect on demand in the next quarter.

Thelink between cutput and the unemployment rate is not very tight in the
model. When output increases by a certain percentage, the number of jobs
increases by less than this percentage (Eq. 13). How much the number of jobs
increases depends in part on the amount of excess labor on hand, which varies
considerably over time. When the number of jobs increases, the number of
people holding two jobs increases {(Eq. 8), which means that the number of
‘new people employed increases by less than the number of new jobs (Eq. 85).
How much the number of people holding two jobs increases depends in part
on the value of the labor constraint variable, which also varies considerably
over time, Finally, when the number of jobs increases, the number of people
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in the labor force increases {(Eqs. 6 and 7), which means that the unemploy-
ment rate falls less than it otherwise would for the given increase in the
number of new people employed (Egs. 86 and 87). How much the number of
people in the labor force increases also depends on the value of the labor
constraint variable. Because of these three leakages, the unemployment rate
will drop less than the percentage change in output. Because the various
responses vary depending on factors such as the amount of excess labor on
hand and the value of the labor constraint variable, it seems quite unlikely
that the relationship between output and the unemployment rate will be
stable over time. The model thus does not obey Okun’s law.

There are a number of variables other than the demand pressure variable
that affect the price level (Eq. 10), and thus one would also not expect a stable
relationship between, say, the rate of inflation and the demand pressure
variable when they are simply plotted together on a graph. A stable relation-
ship is even less likely 1o exist between the rate of inflation and the unemploy-
ment rate because of the many factors that affect the labor force variables and
thus the unemployment rate. An important variable in the price equation is
the price of imports, which has a positive effect on prices.

Productivity defined as output per paid-for worker hour (Y//.H) is procy-
clical. When Y changes by a certain percentage, J.H, changes by less than
this percentage in the immediate quarter. The buffer for this is the amount of
excess labor held: as output falls, excess labor builds up, and vice versa. Other
things being equal, excess labor is gradually eliminated because it has a
negative effect on the demand for employment and hours. Similar considera-
tions apply to the amount of excess capital held. Excess capital is gradually
eliminated because it has a nepative effect on investment.

9.4.2 Estimated Effects for Eight Policy Actions
Construction of Tables 9-1 and 9-2

The procedure in Section 9.3 was used to estimate the uncertainty of eight
policy actions for the US model. The 2SLS estimates were used for these
results. The period for the policy actions was 19771- 19801V (16 guarters).
The eight policy variables that were changed (one at a time) are (1) C,,
government purchases of goods, (2) d,,, the personal income tax rate, (3) d,,,
the profit tax rate, (4) dy,, the indirect business tax rate, (5) d,, the employee
social security tax rate, (6) ds, the employer social security tax rate, (7}./,, the
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employment of the government, and (8) TR, the level of transfer payments
from the government to the household sector. All these variables are federal
government variables.

The change in C, from its actual value for each quarter was taken to be .25
percent of real GNP, GNPR. (GNPR is at an annual rate, whereas C, is at a
quarterly rate, and therefore the amount by which C, was changed each
period is .000625 - GNPR.) C, was changed for each of the 16 quarters, not
just the first, and the amount by which it was changed varied because GNPR
varied. Remember that the change is from the actual value for the quarter; it is
not the change from quarter to quarter. The results for this experiment are
presented first in Table 9-1 for each endogenous vaniable. The effects on five
endogenous variables are presented in the table: real GNP, the GNP deflator,
the unemployment rate, the bill rate, and the money supply. The values in the
0 rows are the estimated effects from a deterministic simulation; the values in
the a rows are the estimated effects from a stochastic simulation; and the
values in the b rows are the estimated standard errors computed from the
stochastic simulation. The actual values of the error terms were used for both
sirnulations, and therefore the base run for both simulations was the perfect
tracking solution. The number of trials for each experiment was 50.

The units of the results in Table 9-1 are as follows, For real GNP, the G}\IP
deflator, and the money supply, the numbers in the 0 rows are (1/.0025)(d,/
8., where from (9.1) J,,k 8. — Pg.. The 75, values are the actual values
because the base run is the perfect tracking solution, These numbers are the
percentage changes in the variables divided by .0025. Since C, was changed by
.25 percent of real GNP, each number can be interpreted as the percentage
change in the variable {(in percentage points) that results from an exogenous
change in real GNP of 1.0 percent. For the bill rate, which is in units of
percentage points (1.0 percent = 1.0), the numbers in the 0 rows are simply
5“,( For the unemployment rate, whlch is in units of percent (1.0 per-
cent = .01), the numbers are 100 5,,k

The numbers in the a rows are (1/. 0025)({5‘,,6/},,,() for real GNP, the GNP
deflator, and the money supply, where 8, is defined in (9.3) and the yg, values
are the actual values. For the bill rate the_numbers are J,, and for the
unemployment rate the numbers are 100 - .. The numbers in the b rows
are §,, for the bill rate, where &, is the square root of §%,, which is defined in
9.4}, For the unemployment rate the numbers are 100 - §;,,. For real GNP,
the GNP deflator, and the money supply, the b-row numbers are the esti-
mated standard errors of the a-row numbers. In other words, the b-row
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TABLE 9-1. Estimated policy effects for the US medel for five variables and eight experiments
Folicy 1977 1578 1879 1980 ¢
variable Sum
changed I I1 I11 1V I II Iy Iv I II 111 IV I II ITT  1¥
GNPR: Real GNP
C o 1.30 1.3% 1.32 1.28 1,20 k.10 1.01 .93 B 080 75 LT1 .60 .66 .64 .64 13.4
2 a 1.09 1.30 1.32 1.28 1.20 1.10 1,02 .83 L85 .9 .74 70 .68 .65 .64 .63 13.4

b .07 .07 08 .10 LA .12 .12 .13 13 .14 014 14 14 014 13 L13 1.5
dl o .23 .47 63 75 .80 .8%t .81 .78 76 LTA LT LED .68 .70 .71 .72 10.0

L .23 L4060 62 .73 79 .78 .79 77 75 .73 L7000 L6b 68 .70 L7171 9.8

b 050 .09 11 L2 L3 0 .14 .14 14 140 0140 L340 13 130033 .13 .13 1.7

dZ a -.00 .03 .09 (14 A7 .19 .28 L20 L2000 .20 .20 21 .22 .26 30 .32 2.7
g 2 .00 .03 .09 .13 .16 .18 .19 .20 .20 .20 L,20 .20 .22 .26 .30 .33 2.%6

b 400 .02 05 .07 09 .10 .11 .11 L1200 .13 .13 .13 .14 .15 .1e 17 1.5

d3 o L2000 .40 .54 .62 b6 L6606 04 .62 .60 58 .57 .57 .59 .59 .60 8.2
g 4 L2000 .3 52 .60 64 .64 .63 .61 ,60 .58 .56 ,55- .55 .57 .58 .59 8.0

b 04 07 .09 09 100,100,100 L1 10 .10 .10 10 J11 .11 .11 .12 1.3
d4 V] A0 0 (81 1,89 1.36 1,35 1.35 1.35 1,31 1,27 1.23 1.1% 1.1¢6 1.16 1.21 1.23 1.28 16.8

€ a .40 B 1,07 1,25 1,34 1.34 1.34 1.30 1,26 1,23 1,18 1.17 1,317 1.23 1.24 1.26  16.8

] L0900 .14 17 18 L2000 .21 .22 .22 L2121 .21 .20 LA .20 .20 .20 2.6
ds 0 81,64 .10 15 18 22 .24 .28 J28. .28 L300 31 .32 .34 35 .36 3.4

g a .1 .04 10 15 A9 .22 .24 .26 .27 .29 .29 3] A2 .34 L35 .36 3.4

b L0 .01 03 04 06 .06 07,07 L7 .02 08 08 .08 .09 09 .09 .9
J o 1.31 1.38 1.35 1.19 1.10 £,00 .96 .80 76 .68 .69 .61 .68 .73 .68 .68 13.1
g E 1,30 5037 £.34 1,18 1,09 .99 .54 78 .74 67 .67 .58 .03 .70 .04 64 12.7

b .05 .08 .12 L5 18 .20 .22 ,23 .25 .27 .2r LT 270028 .28 .27 2.9
TR h 0 .16 .32 44,53 .38 .59 .60 .60 .60 .59 .57 57 .56 57 .57 .56 7.6

& 4 .16 .32 .43 .50 .54 .56 .56 .56 .55 .54 .52 .52 .51 .52 .51 .50 7.1

b W07 .12 .16 .19 L21 .22 .25 .23 .23 .24 .23 .24 .24 .25 .26 27 2.9
GNPD: CNP deflator
C & A4 018 2T L33 A0 .46 .54 (57 61,63 .67 71 JFTOL80 (B0 L85
£ a 03 .17 .26 52 .38 .45 .52 .54 .59 .60 .64 88 73 T LTS .81

b 03 .02 .04 05 07 .08 10 11 12 .13 .13 .14 .15 .15 .16 .16
dl o -.01 01 05 .09 iz .18 23 26 L300 .34 L3738 .41 .43 45 46

g 3 -.01 .01 05 09 .1z 17,22 .28 .28 32 (35 .36 .38 .41 .43 .44

b .01 .01 .01 .02 .03 .04 .05 .06 07 .08 0% .10 L18 .11 iz 12

d2 0 -.00 -,00 .00 .01 02 .04 .05 08 07 .08 10 10 L1113 (15 16
g a -,00 -.00 .00 .01 02 .03 .05 06 07,08 .09 10 L1000 .11 L1300 LIS

b .00 .00 .00 .01 .01 .02 .03 .03 .04 05 (06 06 07 .08 .09 LI

d3 0 -1.03-1.03-1.00 -.95 -.94 -.88 -.86 -,81 «, 79 .74 <73 .73 w73 .72 .68 .70
£ a «1.05-1.03-1.00 -.96 ~-.94 - 89 -,87 -.83 -.81 -.77 -.75 -.75 ~.76 =75 -.71 -, 74

b .01 .01 .01 .02 03 .04 .05 (05 .06 .07 .07 .08 L0309 L1010
d4g 0 -.02 .02 .09 .18 L2200 .32 L4800 46 .31 .88 .63 .65 69 .72 76 .78

&8 ~-.02 .02 .0B .16 21 L300 L3 L44 .49 .55 .61 .62 LB6 U700 74 .76

2] 010 .00 L0204 L5 07 L0090 L0 .12 .13 .14 15 L1600 .17 .18 .18
dS 0 =06 - 12 -,17 .21 -.24 -,27 -,30 -,32 w,34 ~,35 -,37 -39 -4l -.42 - .43 -.44

B a -. 06 -,12 -,17 -,21 ~y24 -, 28 «.31 .33 ~,35 -.37 -.38 -.40 -.42 -.44 -.44 .45

b Q1 .02 .03 L33 A4 .84 .85 .05 05 .06 .06 .06 .07 07 .07 .08
Jg ¢ -, 12 - 04 06 .21 L3 .3 ,360 44 A5 44 .41 L53 .50 .47 50 .6l

a -.13 -.05 05 .18 270 .31 .32 .40 400 .39 L35 .47 .43 .39 .41 .51

b A1 .03 05 8B 090 .11 .13 15 L1718 .20 .21 .23 .25 .26 .28
TRgh 0 -.00 .81 .04 .08 A1 .18 .19 .23 L2600 L300 .34 .30 V39,42 45 47

a -.01 .01 .04 .07 08 .14 017 20 W23 .27 .3 L3l L340 .36 3% 40

b 01 .01 .02 .03 04 .06 07 09 L1000 .11 1% 13 L1415 .17 (18

(continued)
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TABLE 9-1 {continued)
Policy - -
varizbie 1977 1978 1979 1980
changed 1 oI Iv 1 I1 iI7 IV I 11 ITI IV I IT IiI IV
100+UR: Unemployment rate (percentage points)
C 0 -.05 -,10 -.11 -, -, 11 -,16 -.,0% -.¢9 -.08 -.08 -.08 -.07 “ 07 «.07 .07 ~.07
& a - 05 «, 09 -,11 -,11 -3l -.10 -.08 -.09 -,08 -,08 -,08 .07 -, 07 -.07 -.07 -.07
b PRCH R+ G J R+ ) § LB20 .02 .81 .01 W01 .02 ,p2 .82 .02 .02 B2 .02
dl 0 02,02 .02 .02 0% .03 .04 04 W05 .05 .05 .06 .06 06 .06 .08
% a 020 .02 02 .02 A3 .03 .04 .04 05 .05 .05 .06 L0606 L0607
b el 01 .02 .02 L0202 02,02 D202 .52 .02 W02 .82 .02 .02
d2 0 ~.00 -,00 -.01 -.02 -,02 -,03 -,03 -.03 -, 83 -,83 -.03 -.03 -,03 -.03 -.03 -.04
£ a 08 -.00 -.01 -,02 -, 02 -,03 -,03 -.03 -.03 -,03 -.03 -,03 -.03 -.03 -.04 -,04
b .00 .00 01 01 PSR B R B 4 02 .02 .02 .02 .02 .0z ez .0z
dB ] .00 -.00 -.01 -.02 -,02 -,02 -.02 -,02 -.02 -,01 -,01 ~,01. -,01 -.01 -.01 -.02
2 a .00 -.000 -,01 -,02  -,02 -,02 -,0% -, 01 ~-,01 -,81 -,01 -,01 -.,01 -.01 -.01 -.01
b .80 .01 .01 .01 01 .01 .01 01 .01 .01 .01 .21 .01 .61 .01 .02
dq [ .82 .03 .03 .03 .04 .04 05 06 L0708 .08 09 .10 .10 .10 .10
2 3 02 .03 .83 03 A3 .04 .05 08 07 08 09 09 L1000 .10 .10 11
b 01 .62 .02 .03 .03 .63 .03 03 L0303 .03 (D3 03 .03 03 .03
ds 4 LO00 -.00 -,01 -.01 -.02 -,02 -.02 -.03 -.03 -.03 -.03 -.03 -, 03 «,03 -,03 -,03
£ L0000 «,01 -.01 -.02 -,02 -,02 -,02 -.03 -.03 -.03 -.03 =03 -.03 -.03 -.03
b [ 1INV B+ A ) | .01 .61 L,01 .81 b1 .01 01 .01 .01 .01 .01 .0}
J & - A0 w30 .33 w26 -.34 -,23 -,24 -,20 - 20 -,20 -.22 -.1% -.22 -.23 -.20 -.20
g a -.40 ~.36 ~.33 ~,27 -.24 =33 -2 =20 - 20 .20 -.22 -.19 -.22 -.23 -.21 -.20
b 01 .er 2 02 020 .02 .02 0z .03 .03 .03 .03 ,03 .03 .03 .03
TR h O -.01 -.83 -.04 .06 -.07 -.07 -.08 -.08 -,0% ~.08 ~.09 -,09 =09 «. 10 «. 10 «.10
LA -0l -,83 -0 -, 06 =06 -,07 -.07 -.08 -.08 -.08 -,08 -,00 -,09 -.09 -.09 -,10
b A I 3 B 1 S ¥4 020 .02 02 .62 .02 .0z o2 .02 .02 .0z .02 .02
RS: Bill rate (percentage points)
C i) .08 .10 .12 .13 13 .14 14 14 14,13 .13 .13 L2012 .12 12
2 a 08 .10 .1z .13 A3 .13 ,14 .14 A3 013 13 L3 20012 12 .12
b 02,0z 0z o2 .02 .03 .03 .03 \03 .03 .03 .03 .03 .03 .03 .03
dl 0 L0z .03 .05 .06 L0708 05 .05 A0 .10 .10 L0 09 .09 10 .10
5 4 .02 .03 .08 .08 .07 .08 ,09 .09 L0810 .10 L0 .09 .09 10 .10
b L1 .01 .01 .02 .02 .6z .02 .02 L0200 .02 .02 .02 02,02 .02 .02
d2 u] 06 -.00 .00 .00 .00 .00 ,01 .01 0b 0,08 -.00 -,01 -.03 -.04 -.04 -.04
B 2 -.00 -,00 .00 .00 .00 .01 ,01 ,01 .01 .01 .00 -.0% -.03 -.04 -.04 -.04
b L0806 .01 .01 .01 .01 .01 .02 .02 .02 .02 .02 .03 .03 .03 .03
d3 Q 01,01 .03 .04 .06 .06 .07 .08 08 .08 .09 .09 .09 .09 .09 .10
B 4 .01 .0l 03 .04 05 .06 .07 07 .08 .08 .02 .09 .09 .09 .09 .10
b .01 .02 .01 .01 01 .01 .01 .02 .02 .02 .02 .02 .02 .02 .02 .02
d4 g .03 .06 .08 .10 L2 .13 14 L35 L5 .16 .16 .16 Jde Lie Li7L17
E o4 .03 .06 .08 .10 12 .13 .14 .18 A5 .16 .16 L8 Li6 Lle (BT .17
b 0> .02 .0z 02 03 .03 .03 .03 03 .04 .04 (03 .03 .03 .03 .03
ds b -.00 -.01 -.01 -.00 «,00 00 00 .01 01 .01 .01 .0l .02 .02 .02 .02
& a -.{00 -.01 -.01 -.00 .00 00 0O .01 .01 .01 .01 .02 B2 .02 .02 .02
b 00 .00 01 01 01 .01 .01 .01 01 .01 .01 .2 .04 .02 .02 .02
J G 13018 .21 .22 .24 .25 .26 2P L2600 .26 .26 .25 W26 260,26 .26
£ a 213 .17 .20 .22 .23 .24 .25 25 260 .28 .26 .24 .25 .25 .25 .25
b 03 .04 .04 05 .05 .06 .06 .06 .06 .07 .06 .06 .06 .07 .07 .07
TRgh g Q1 .02 .04 .05 05 .06 .07 07 .08 .08 .08 .09 .08 .08 .09 18
a W01 .02 .04 .04 W05 .06 .06 .07 .07 .08 .08 .08 .08 .09 .09 .09
L] .01 .01 .02 .02 .02 .03 .03 .04 .04 .04 .04 .04

.03 .03

.04

.04

{continued)
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TABLE 5-1

{continued)

Policy

: 1977 1978 1979 1980
variable £
changed I i1 III 1V I 11 Ti1tv I 1 I1I IV Io1r 1 W
Ml: Money supply
c 0 -.13 .10 -.06 -.04 ,02 -.01 -.00 00 -,01 -.0} -.01 -,02 -.02 -.03 -.02 -.03
LI -.13 .10 -.07 -.05 .03 -.02 -.02 -.01  -.03 -.03 -.03 -.04 -.05 -.05 -.05 -.05
b .04 .08 .12 .16 L9 21 .24 .26 .28 .29 .30 .31 .32 .32 .3% .33
d, 0 -.03 -,05 -,07 ~,08 -.08 -.09 -,10 -,12 -.14 -,16 -,17 -,20 -.22 -,22 -.22 -.25
£ a -.0% -.05 -,07 -,08 -.09 -.10 -.11 -,12 -,14 -,15 -,18 -,20 -.22 -.2Z -.22 -.25
) ,61 ,03 .05 .07 09 .12 .14 L 1s .18 .20 ,21 .22 .24 .24 .26 .27
d,, 0 .10 -,18 -,28 -, 38 - 47 -,55 -,87 -,76 ~.80 -,95-1,05-1.20 -1.33-1.43-1.50-1.68
£ g _.10 ~.18 -.28 -.40 -.48 -,57 -.6% -.78 -,92 - ,08-1.08-1.24 -1.38-1.48-1.55-1.7
b ,03 .05 07 .18 .12 .15 17 .20 L2325 .27 .30 L33 .36 37 .42
dy, O —.65 -.56 -.48 -.40 -.36 -.32 -.20 ~,26 .25 -.23 -.23 -.25 -.24 -.24 -.21 -.23
£ a ~.B5 .56 .49 -, 40  -.%7 -.32 -,50 ~,26° -,25 -.23 -.23 -.22 -.24 -.25 -,21 -.23
b .03 .03 .07 .09 W11 W13 .15 .16 L18 .19 Lo .2 L2200 .22 .23 .24
Ay, O - 1% ~.23 -3} -.35 .40 ~.43 ..46 -.49  -.33 -,57 -.89 -.62 .64 -.66 -.68 -.71
L .13 -.24 -.32 -.3%7  -.42 -.45 -,48 ~,52  -,55 -.59 -.61 -.64 -,66 -,68 -.70 -.73
b .03 .06 .09 L1 .14 .17 .80 22 L25 .27 .28 .31 32 .33 .35 .37
de 0 .04 -, 08 ~,11 =13 -.15 -.17 «,19 .21  -.22 -,24 -,26 -.27 -2 -.30 -.32 -.34
£ 4 S04 .08 .10 .18 .15 <17 »,19 ~,21  -,23 -,25 -,26 -.28 -,20 -.31 - 33 -.35
b .41 .02 .0z L83 G4 .04 .05 .06 .07 .08 .08 0% .10 .10 11 .12
J 0 .04 =04 «,06 ~ 11 -.15 -,22 .38 .35 ~.44 -,49 -.55 -.60 ~.64 .68 -.71 -.72
E 3 -.04 -,05 -,07 -,12 -,17 -.24 -.32 -,38 -.47 -.51 -.58 -.64 -.68 -.72 -.75 -,77
b 07 .14 2 .77 L33 .38 .43 .48 .53 .57 .60 .63 .65 .67 70 .71
Ry, 0 -.0L +.01 ~,0} -.00 .01 .02 .03 .04 L0405 .06 .06 .67 .87 .p8 .09
a -.01 -.0L ~.0} -.00 .00 .01 .02 .03 .03 .04 .05 D4 .05 .05 .06 06
b .01 .02 .03 .05 06 .08 .10 .11 ,13 .15 ,16 .17 .18 .19 .20 .21
Notes: Estimated effects €rom deterministic simulations,

[ =
Honou

Estimated effects from stochastic simulations.
Estimated standard errors of the a-vow values,

. Sum of the changes (at guarterly rates) over the

dollars.
+ Sge discussion in text for an explanation of the

numbers are estimated standard errors of &/, /5% ,

16 quarters, in billions of 1972

upits of the varisbles.

where Sﬂk isdefined in (9.2)

and the y# values are the actual values. The formulas are

©6  am=i% i
. "= > T,
R — A
{4 (ij:k ~ \2
07 == (2%-5s
1k Jj:] y%,k itk

The b-row numbers are the square roots of §3Z. Because of the nonlinearities
involved, 3% does not equal 3,/Pf, and thus the latter would not be

appropriate to use for the b-row values.

The changes for the other policy variables in Table 9-1 were made to be
comparable to the change in C, with respect to the initial injection of funds
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into the system. Consider, for example, the change in d,,. The aim is to
change d,, so that the change in personal income taxes in real terms is equal to
the change in C,. From Eq. 47 in Table A-3, the variable for personal income
taxes, T, is equal to [d,, + (y, YT)/POPIYT, where YT is taxable income.
Let AC, denote the change in C for a given quarter. The aim is to change 4|,
in such a way that the change in T, is equal to P,AC,, where P, is the price
deflator for C,. The change in d,, for the given quarter is thus (P,AC,)/YT.
The values that were used for P, and Y7 for these calculations are the actual
values, not the predicted values. The predicted values are, of course, affected
by the change in d,,. All this procedure does is to change d,, by an amount
that would lead personal income taxes to change by P,AC, if nothing else
happened. :

The changes in the other policy variables are similarly done. For d,, the
relevant tax variable is 7, corporate profit taxes, and the relevant equation in
Table A-5 is 49, The other matchings are as follows: dy, to /BT, and Eq. 51, d,
to ST, and Eq. 53, ds 10 57, and Eq. 55, J, to W,J,H, (no separate equation),
and T, to itself (no separate equation).

In order to understand some of the properties of the model, it is necessary to
present results for other than just the five endogenous variables in Table 9-1.
Results for eighteen other variables for the C, experiment are presented in
Table 9-2. The results are in percentage terms (like the results for real GNP in
Table 9-1) except for RB, §,, and §,. The units for S, and S, are billions of
current dollars. The units for RB are the same as those for RS in Table 9-1.

The results in Table 9-1 are based on 6,400 solutions of the model
(6,400 = 50 trials X 8 experiments X 16 quarters). As discussed in Section
7.5.1, each solution of the model takes about .2 seconds on the IBM 4341 and
about 1.5 seconds on the VAX. The total time for the 6,400 solutions was thus
about 21 minutes on the IBM 4341 and 2.7 hours on the VAX.

The rest of this section consists of a discussion of the results in Tables 9-1
and 9-2. Each experiment will be discussed first without regard to the
estimated standard errors, and then the standard errors will be discussed.

The C, Experiment

The increase in government purchases of goods led to an increase in real
GNP, the GNP detlator, and the bill rate and to a decrease in the unemploy-
ment rate and the money supply (Table 9-1). The reasons for the increase in
output were discussed in Section 9.4.1, and they will not be repeated here. The
GNP deflator rose because of the effects of the increase in real GNP on the
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demand pressure variable. The Fed responded (through Eq. 30, the interest
rate reaction function) to the output and inflation increase by raising the bill
rate, and this is the reason for the higher values of the bill rate. The money
supply fell because of the rise in the interest rate. An increase in output and
prices has a positive effect on the demand for money, but this positive effect
was outweighed by the negative interest rate effect. In general, the changes in
the money supply were quite small.

More detailed results from this experiment are presented in Table 9-2.
Either immediately or after a few quarters, two of the three consumption
variables and housing investment become lower. This change is due to the
increase in the interest rates: the negative effects from the interest rates are
larger than the positive effects from the labor constraint variable. The de-
crease in consumption and housing investment is the main reason that real
GNP rose by less than the change in C, after 8 quarters (Table 9-1).

The wage rate (W) rose less than the GNP deflator, and a decrease in the
real wage has a negative effect on consumption and housing investment. It
also has a negative effect on the two labor force variables .2 and L 3. This
negative effect on L2 and L 3 was, however, more than offset by the positive
effect from the labor constraint vanable: .2 and L3 both rose.

Plant and equipment investment was higher because of the higher output,
as was the number of jobs. The percentage increase in the number of jobs was
less than the percentage increase in real output, as expected from the discus-
sion in Section 9.4.1, The demand for money of the firm sector fell as a result
of the bill rate increase. The demand for money of the household sector fell for
the first three quarters and rose thereafter. The bond rate (RB) rose; this
occurred because of the bill rate increase. This is the term structure equation
23 in operation. Although 1t is not shown in Table 9-2, the mortgage rate
(RAM) also rose, for similar reasons. The demand for imports rose because of
the increase in output and because of the increase in the domestic price level
relative to the price of imports.

The last four variables in Table 9-2 are determined by identities. They are
interesting summary variables to consider. The level of profits rose because of
the expansion and because of the fall in the real wage. The savings of the
foreign sector (S,), which is the negative of the balance of payments on current
account, rose because of the increase in the demand for imports. By the end of
. the period, however, the change in S, was essentially zero. S, is negatively
affected by the increase in the price of exports that results from the expansion,
and by the end of the period this negative effect roughly offset the positive
effect from the increase in imports. The level of savings of the federal



TABLE 9-2, Estimated policy effects for the US model for

eighteen variables

and one experiment

1977

1978

4 ii 111 v I

III

1y

iv

Consumption of sexvices
-.04 -,07 =-_.11 -,15 -.19
.02 .04 .05 .07 .08

Consumption of nondurablies
.04 .12 .19 .23 .25
04 07 100 12 .13

Consumption of durables
.10 .16 12 -.04 -, 20
.08 .19 .27 W32 .38

Housing investmenrt

000 -,10 -.3% -.B6 -1.37 -1.85

L0 100 L2300 LY .49

Labor force of males 25-54
.06 .60 .80 L0 .40

B .00 .o .00 .00
Labor force of females 25-54

.03 .07 .12 .16 .19

.01 .03 .04 .06 .07

Labor force of aii others it and

08 .17 .26 L34 3
02 .03 .05 .06 .07

Demand for money, h
.18 -.311 «,04 01 .06
.05 L11 .16 W20 .24

Plant and equipment investment
l1.46 2,00 2.58 3.01 3,12
225 .34 8T .38 A2

Number of jobs in the fiym sector

.34 68 BB .87 1.41
.86 LG8 .09 .10 W11

Wage Tate
.0l 07 14 .20 .26
.01 .03 05 .08 .10

Demand for money, f
.10 -,13 -.17 -.23 .29
.05 .11 W17 .21 .26

Bond rate (percentage points)
Q020 .03 04 06 .07
.01 0L 0% .08 .01

Imports
.42 6% ,8%F 1.0 1,02
2100 Ji8 25 30 .34

Profits
7,98 8,33 7.2% 6,11 5.37
.89 .58 L7L L8] .91

Savings of the foreign sector (billioms of current dellars)

.05 .07 .08 0% .09
.01 02 .03 .04 .04

Savings of the federal government (billions of current dollars)
-.89 -.8 ~-.8% -.%2 -1.01 .1,07 ~1.16 -1,21

.03 .03 .03 .04 04

Savings rate

5.29 7.i0 7.3 8,35 8.51 10,74 15.75 11.43

L83 92 1.08 1.31 1.41

~.43
.16

.24
.16

=1.27

.51

-3.74

1.10

-.01
.01

.30
L1l

.45
.09

.22
.35

1.87
.43

.88
14

.48
18

~-.76
.48

W11
.02

.82
.56

3.67
1.28

.03
14

-1.43

.09

11.08 11.01 12.07

2.54

.46

.18

.24
.18

-1.37

.53

-3.94
1.18

-.01

.Ql
.30
s

43
.09

.24
.41

1.72

.44

.85
14

.50
.18

-.83

.52

2
02

.77
.58

W07
11

-1.51

.09

14.48
3.17

-.49

.19

.25
.16

-1.44 -1.66

.54

-4.21
1.28

-.02

.01

.30
12

.41
.10

.26
.42

1.54

.43

83
.14

.52
.20

- .88

.54

12
.02

-.56
.23

.28
Y

~1.58
.55

-5.03 -4,38
1.39

-.02
.02

.31
.13

.33
.11

.32
.44

1.21
.42

.78
.14

.56
.23

-1.04
63

.13
.03

-.01
.14

-1.88
PRUS

13.52
3.406

Notes:

a =Estimated effects from stochastic simulation.
b =Estimated standard errors of the a-row values.

+ This experiment is the Cg experiment in Table 9-1.

+ Unless otherwise noted, the changes are in percentage points.

See discussion in text.
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government fell, primarily as a result of the increase in C,. The deficits are
smaller than they otherwise would be because taxes increased as a result of the
expansion. The savings rate was higher in all quarters. The increase in the
interest rate is the primary reason for the higher savings rate.

The Other Experiments

Given an understanding of the C, experiment, the other experiments in Table
9-1 are fairly easy to follow. A useful way of comparing the expansionary
effects across experiments is to compute the sums of the rcal GNP changes
over the 16 quarters of the prediction period. This has been done in the last
column in Table 9-1. The sums are in billions of 1972 dollars rather than in
percentage terms.

All the experiments led to an increase in real GNP, The main channels are
the following.

1. The decrease in d,, the personal income tax parameter, increases
after-tax nonlabor income (Eq. 88). It also decreases the marginal personal
income tax rate (Eq. 90), which in turn increases the after-tax wage rate (Eq.
126) and the after-tax interest rates (Egs. 127 and 128). The increase in
after-tax nonlabor income and the after-tax wage rate has a positive effect on
consumption and housing investment, and the increase in the after-tax
interest rates has a negative effect. The net effect is positive, and therefore the
experiment is expansionary. It is initially less expansionary than the C,
experiment, but by the end of the period it becomes more so. The unemploy-
ment rate is higher for this experiment even though output is higher. The
decrease in 4, raises the after-tax wage rate (#4), which has a positive effect
on the labor force variables 1.2 and I 3 and thus on the unemployment rate.
This effect was large enough to offset the negative effect on the unemployment
rate from the increase in employment.

2. The decrease in d.,,, the profit tax rate, increases after-tax profits, which
increases dividends, which increases nonlabor income of the household
sector, which in turn increases consumption and housing investment.

3. The decrease in d,, the indirect business tax rate, decreases the price
deflators for consumption (Eqgs. 35, 36, and 37), which has a positive effect on
consumption. The GNP deflator is lower in this case because indirect business
~ tax rates are included in it. The unemployment rate is essentially unchanged
even though output is higher because there was a positive labor force response
to the increase in the real wage.

4. The decrease in d,,, the employee social security tax rate, is similar to the
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decrease in d,, in that it increases after-tax nonlabor income, the after-tax
wage rate, and the after-tax interest rates. The unemployment rate also is
higher in this case because of the increase in the after-tax wage rate.

5. The decrease in ds,, the employer social security tax rate, lowers the cost
of labor in the firm sector, which has a negative effect on the price level (Eq.
10). This leads to a rise in the real wage, which stimulates consumption and
housing investment. Also, the lower tax rate means that profits are higher (Eq.
67}, which leads to an increase in dividends and thus in nonlabor income of
the household sector, which stimulates consumption and housing invest-
ment.

6. The increase in J,, the number of jobs of the government, lessens the
labor constraint on the household sector and thus leads to an increase in
consumption.

7. The increase in TRy, the level of transfer payments to the household
sector, increases nonlabor income, which stimulates consumption and hous-
ing investment. The increase in TR, has a negative effect on the labor force
vanable L1 and thus on the unemployment rate. The unemployment rate
thus fell more than it otherwise would have as a result of the increase in
transfer payments. This is contrary to the case of the decrease in d, ,, where the
unemployment rate actually rose.

To summarize the results for the eight experiments, although all are
expansionary with respect 1o real output changes, they differ regarding the
effects on variables like the GNP deflator and the unemployment rate. The
GNP deflator is lower for the 3, and d;, experiments, and the unemployment
rate is higher for the d, and 4, experiments. There is essentially no change in
the unemployment rate for the dy, experiment, where the various effects on it
roughly cancel each other out. These results thus reinforce the conclusion
stated earlier that the relationships between real output and the unemploy-
ment rate and between real output and the inflation rate are not likely to be
stable.

The Estimated Standard Errors

The estimated standard errors in Tables 9-1 and 9-2 in general seem fairly
small. This conclusion is consistent with the results in Table 8-2, which show
. that the contribution of the uncertainty of the coefficient estimates to the total
uncertainty of the forecast is in general relatively small. If the only concern is
with uncertainty from the coeflicient estimates, which is true for the standard
errors of the multipliers, a fairly high degree of confidence can be placed on
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the results. Consider, for example, the eight-quarter-ahead prediction of the
five variables in Table 9-1 for the C, experiment. The estimated means and
standard errors for the five variables are as follows: .93 and .13 for real GNP,
.54 and .11 for the GNP deflator, —.09 and .01 for the unemployment rate,
.14 and .03 for the bill rate, and — .01 and .26 for the money supply. Only for
the money supply are the results not precise. In the more detailed resulis in
Table 9-2, the only main imprecise results are for the two demand-for-money
variables (M}, and M). The results for the last four summary variables in the
table are even fairly good.

The results are thus encouraging regarding the accuracy of the properties of
the model, provided the model is correctly specified. The assumption of
correct specification is the key restriction in the present exercise. It was seen in
Section 8.3, for example, that misspecification contributes substantially to the
total variance of the forecast error for the US model, and therefore it should
be taken into account in the estimation of the standard errors of multipliers. It
is an open question as to how this can be done, and until itis done, the present
estimates of the standard errors must be interpreted as merely lower bounds.

9.4.3 Estimated Effects of a Change in Import Prices

One of the significant economic events of the 1970s was the large change in
import prices that occurred for most countries. It is thus of interest to
examine the effects of import prices on the endogenous variables. The
relevant exogenous variable in the model is PIM, the price deflator for
imports. For the results in Table 9-3, PIAM was increased by 10 percent in the
first guarter of the period (19771). For the other quarters of the prediction
perind it was not changed from its historical values. The same stochastic
simulation procedure was followed here as was followed for the results in
Table 9-1. The number of trials was 50.

The results in Table 9-3 show that the increase in import prices is contrac-
tionary with respect to real output and inflationary with respect to the GNP
deflator. PIM is an explanatory variable in the price equation, and this is the
reason for the increase in domestic prices. The real wage fell as a result of the
increase in prices, and this led to a fall in consumption and housing invest-
ment. The fall in the real wage also had a negative effect on the labor force,
and this 1s the main reason the unemployment rate fell in the first quarter and
rose very little in the other quarters even though output fell. The Fed
responded to the initial change in prices by increasing the bill rate, which is
another reason for the fall in consurmption and housing investment. After



Evaluating Static and Dynamic Properties 319

TABLE 9-3. FEstimated effects of a change in the import price defiator (PIM) for the DS model

a
b

a
b

186-

a
b

RS:
a
b

a

1977 1978 1979 1580 o
I Ir 111 1v 1 iFOIII IV H IT Il Iv 1 T Sum
GNPR: Real GNP
-.95 .78 «,65 .54 -.44 -,34 -,28 -.22 =17 .13 -,10 -.08 -.06 -.05 -.04 -.04 ~4.3
.20 .2z ,18 17 Jde 0014 12 18 L0009 08 07 07 .07 07 .07 1.l
GNPDY GNP deflator
1.76 .94 .83 .75 68,61 .56 .51 .47 .43 .41 37 L340 .32 31 .29
A7 .14 .12 .11 .09 .08 .08 .08 W07 .07 .07 .07 L0707 .06 06
UR: Unemployment rate (percentage points)
-.01 .83 .03 .03 820,02 .81 .01 .01 .01 .01 061 L0000 00 .08
020 .92 .02 02 W82 .41 681 LG) .1 .01 .01 .41 01 .01 .01 Lal
Bill rate {pevcentage points)
A4 .04 07 -,06 -.05 -.05 -,05 -.04 -.04 -, 04 -, 03 ~.03 -.03 -.02 -.02 -.02
.23 ,08 .03 .02 .02 .02 .02 L02 .01 .01 .01 .01 W01 01 .m0 gl
Money supply
3.07 ».28 =16 -,06 -.00 .05 .09 .12 2150 .16 .18 .19 A8 18 20 19
A0 290,22 18 L6 W14 W14 L13 150 .13 .12 L2 P A O R VS 1

b

Notes: a =bstimated effects from & stochastic simulation.

b =Estimated standard errors of the a-row values.

¢ =5um of the changes (at quarterly rates) over the 16 guarters, in billions of 1872
doliars.

« PIM was increased by 10 percent for 1977 I. For the other quarters it was kept
unchanged from its historical values,

+ The changes for GNPR, GNPD, and Ml are in percentage points.

three quarters, however, the bill rate was lower. The lower values are due
primarily to the lower values of real output. (The change in real output is an
explanatory variable in the interest rate reaction function.)

This experiment is the best example in the model of a situation in which
real GNP and the rate of inflation are negatively correlated. The estimated
standard errors are again fairly small except for those for the money supply.

9.4.4 Sensitivity of Fiscal Policy Effects to Assumptions
about Monetary Policy

The various assumptions that one can make about monetary policy have
been discussed in Section 4.1.10, and the reader should review this material
before reading this section. The results in Table 9-4 are for the C, experiment
in Table 9-1 under five assumptions about monetary policy. The row |
experiment is the same as that in Table 9-1. In this case the Fed is assumed to

“behave according to the interest rate reaction function. Note that the values of

— A, are positive in row | in Table 9-4: the Fed issued securities in response to
the increase in purchases of goods of the government. (— 4, will be called the
“*amount of government securities outstanding.”)



320 Macroeconometric Models

TABLE 9-4. Estimated poelicy effects for the US model under alternative assumptions
about monetary policy

1977 1978 1979 1980
1 I il Iv i I IIT 3V I il i1l v i I1 111 IV Sur
GNPR: Real GNP
1 1.10 1.31 1.32 1.28 1.29 .10 1.03 .93 .86 L 80 .75 L7 .69 N4 .64 .64 13.4
2 1.34 1.42 1.52 1,58 1.59 1,57 1.36 1.33 1.52 1.50 1.47 1.45 1.43 1,41 1,37 1.34 21.1
3 1.i5 1.38 1.38 1.32 1.21 1.i0 1,00 .91 .34 .78 .74 it .69 67 K13 .66 13.6
4 1.15 1.42 1.48 1.48 1.41 1.31 1.22 1.13 I.05 .98 .92 .88 .84 .81 7 vy 15.8
5 1.69 2.64 3.15 3.28 3.18 2.97 2.79 2.62 2,82 2.48 2,43 2.41 2.39 240 2.8 2127 .4
GNPB: GNP deflator
1 .04 .18 .27 L33 .40 40 L5457 W61 63 .67 .71 17 .B) .80 .85
2 .04 .18 .28 .36 .44 .54 .66 .72 .80 .87 .97 1.02 1.12 1.20 1.24 1.32
3 .04 18 .28 .33 .42 .48 .50 .58 .62 L64 .68 .72 17 .B1 .81 .86
4 .04 .18 .29 36 44,52 .61 .65 W71 .74 .78 83 .88 .94 .93 .89
5 02,21 .44 .66 .83 1,06 1,25 1,36 1,48 1,58 1,71 1.80 1.3 2.04 2,12 2.21
RS: Bill rate {percentage points)
1 L0810 .12 .13 130014 .14 L4 L4 0130 L1313 12,12 12 12
2 Q 0 o 0 0 Q 0 ] 0 0 3 Q & 0 0 ]
3 -.02 .12 .14 .15 15,15 .14 L 14 .13 W13 12 .12 .12 .12 .i2 .12
4 -.02 85 .07 .09 .10 11 12 L1l W11 W11 .11 .11 10 .10 .10 .10
3 ~1,08 -,74 .30 .05 .00 .81 ~.06 -,08 -6 -,19 -,18 -.21 -8 -17 -.16 .16
Mi: Money supply
1 -.1%3 -,10 -,06 -.04  -.,02 -.61 -.0¢ .08 -.01 -,01 -,01 -,02 -.02 .03 -.02 -.03
2 -.03 .13 .28 .46 .01 .76 .88 1.01 1.1z 1,20 1,29 1,36 1.42 1.47 1.53 1.53
3 & [¢] 0 4] 0 Q a a 0 0 b4 4] 0 0 Q 0
4 -.04 .11 .18 25 .29 .32 .34 .35 .35 .36 .36 .35 .35 .35 .35 L35
5 1.36 2.35 2,76 2,72 2,75 2,81 2,95 3.05 3,20 3.46 3.64 3.83 3.97 4.04 4.17 4.21
CUR: Currency (billions of current dollars)
1 oo .p2 .04 06 W07 .08 .09 .10 Jdo0 01 W11 1l W11 A1 1l 11
Z .02 .08 L1116 .20 .26 .31 .35 AL 44 .45 52 .56 .60 .63 .67
3 .03 .04 00 BV [ L5 < T ¥ B X .10 L1 At 11 .11 .12 .12 .12
4 03 .06 09 12 14 .16 .18 19 - () S U S X 23 .24 L2625
5. W28 .46 W61 .66 W74 B0 .88 .95 1.04 1,14 1.23 1.30 1.39 1.47 1.54 1.61
BR-BD: Nonborrowed reserves {billions of curvent dollars)
1 ~.03 «, 03 «,05 «,04 -.04 ~.04 -.04 .04 -.05 -.04 -,04 -.05 -.05 -.05 -.05 -.0§8
2 -.08 .01 .02 .04 05 .07 L0810 W1 .12 L13 .14 .15 .17 W16 .16
3 w00 -.03 ~.03 -.04 -~ 04 w04 .04 -.05 -.04 -.04 -.04 -.04 -.05 -.05 -.04 -.04
4 o] 0 o b & o ] o o o 0 0 0 4 0 7
5 L34 .38 .31 .27 .27 .28 L300 .34 .39 .40 .42 .47 A48 .54 W51 .49
§ 1 Savings of the federal government (biilions of current dollars}
5 -.88 -.85 -.88 ~.82 -1.06~1,06-1,15-1,2% -1.28 -1.33 -1.43 -1.%0 -1.6% -1.71 -1.75 -1.87
2 ~.,86 ~.80 -,7% -,77 -.80'-.80 -,82 .81 -,83 -.82 -.85%5 -.88 -8 -.94 -.91 -.57
3 -.86 .82 -.85 -,90C -.5%-1.06~-1.35+1,21 ~1,29 ~1,33 1,42 -1.50 1,62 -1.70 -1.73% -1.86
4, -.86 -.80 -.82 -.83 -,pl -.96-1,04-1.08 ~1,16 -1,20 ~1.29 -1.36 «].4B -1.56 -1.59 -1.71
5 ~.59 -,25 -,08 -,01 -.08 ~.07 »,1} w»,if w13 -,1)} -.12 -.12 -.11 -.12 -.p4 -.05
~A 1 Amount of federal government securities outstanding (billions of current dollars)
1 W91 1.74 2,60 3.51 4,50 5,56 6.70 7.91 - 9.20 10.52 11.9% 13.45 15.48 16.79 18,53 20.40
2 .85 1.59 2.31 3.01  3.7h 4,48 5.28 5,98 6,78 7.52 &.32 9.13 10.02 18.91 11.80 12.74
3 L83 1.67 2.51 3.41 4.3% 5.45 6.59 7.80 9.08 10.41 11,83 13.32 14.94 16.64 18,36 20.22
4 .83 1.60 2.38 5,19 4,08 5.01 6.03 7.10 8.25 9,44 10.72 12,08 13.55 15,11 16.6% 18.39
5 0 0 i3 o 0 0 3} o 0 | o o Q 0 Q Q
Notes:

. Sum of the changes (at quarterly rates) over the 16 quarters, in billions of 1972 doilars.
. Interest rate reaction function,

. Bill rate exogenous.

. Maney supply exogencus.

. Nonborrowed reserves exogenous.

. Ag EXOEenous .

= The changes for GNPR, GNPD, and MI are in percentage points,
« This experiment is the Cg experiment in Table 9-1, The values are estimated effects from

deterministic sinulations,
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In examining the results in Table 9-4 it will be useful to keep in mind the
government budget constraint, Eg. 77 in Table A-5;

77. 0=S,— Ad, — AM, + ACUR + A(BR — BO) — AQ — DI,

This equation states that any decrease in S, that results from the increase in C,
must result in a change in at least one of the other RHS variables. Since M, Q,
and DIS, are exogenous, the other variables are 4., currency (CUR), and
nonborrowed reserves (BR — B(O). Subject to rounding error, the values
presented in Table 9-4 meet this identity. For exampile, the first-quarter values
for the row | ¢xperiment are — .88 for Sg» .91 for —Ad,, .00 for ACUR, and
—.03 for A(BR — BO), which sum to zero. The second-quarter values are
—.85 for §,, 1.74 — 91 = .83 for —A4,, .02 — .00 = .02 for ACUR, and
—.03 — (.03) = .00 for A/fBR — BO), which also sum to zero.

For the other four experiments in Table 9-4 the interest rate reaction
function was dropped. For the row 2 experiment the bill rate was kept
unchanged from its historical values. This experiment is considerably more
expansionary than the first, since the bill rate does not rise to choke off some
of the increase in demand. The increase in the GNP deflator is larger because
of the larger increase in output. The sum of the GNP changes across the 16
quartersis 21.1 in this case versus 3.4 in the first case. The money supply rose
rather than fell because there was no negative effect from a higher interest
rate. The increase in the amount of government securities outstanding was
less, since less was needed to meet the lower bill rate target.

There is an unusual, but not important, feature of the results for the second
experiment that needs to be explained before going further. The question is
why the money supply falls in the first quarter for the second experiment (the
change in M1 is —.03). In the first quarter real GNP and the GNP deflator are
higher and the bill rate is unchanged, so there appears to be no reason for the
money supply to fall. The reason is that the price deflator P, that is used in the
demand-for-money equation of the household sector (Eq. 9) actually falls in
the first quarter, which then results in a fall in the demand for money. P, isa
weighted price deflator, and it falls because of a change in weights caused by
the change in C. Tt can be seen from Eq. 34 in Table A-5 that P, is a function
of another deflator (P} and the average indirect business tax rate. When C,
increases, the average tax rate falls, and this is the reason for the initial fall in
P,.. This feature of the results is not of any quantitative importance.

For the row 3 experiment the money supply, M 1, was kept unchanged
from its historical values. This experiment is slightly more expansionary than
the first experiment because in that experiment the money supply fell. The
money supply fell in the first experiment because the bill rate rose (the rise in
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RS in the first quarter was .08). In the third experiment the bill rate needs to
rise less because the money supply is unchanged. The bill rate actually fell in
the first quarter for the third experiment (the change in RS was — .02}, which
is due to the feature of the results discussed in the previous paragraph: with
the bill rate unchanged the money supply initially falls, and thus the bill rate
must fall to prevent the fall in the money supply. Were it not for this feature,
the bill rate would have increased in the first quarter for the third experiment,
but by less than the increase for the first experiment. The third experiment is
not as expansionary as the second experiment, where the bill rate did not
change, because some increase in the bill rate (after the first quarter) was
needed to choke off the increase in the demand for money that would
otherwise have occurred as a result of the increase in income and prices.

For the row 4 experiment the level of nonborrowed reserves, BR — B0, was
kept unchanged from its historical values. This experiment is more expan-
sionary than the first experiment. In the first experiment nonborrowed
reserves decreased, which was caused by both an increase in borrowing
(because of the higher bill rate} and a decrease in reserves (because of a lower
level of demand deposits). The increase in the bill rate thus choked off all of
the increase in nonborrowed reserves that would otherwise have taken place
as a result of the expansion and then some. For the fourth experiment, where
the increase in nonborrowed reserves is constrained to be zero, the “and then
some’’ does not take place. The increase in the bill rate is thus smaller in the
fourth experiment because less 1s choked off. The fourth experiment is, on the
other hand, less expansionary than the second experiment, because some
increase in the bill rate was needed. The fourth experiment is more expan-
sionary than the third experiment because less of an increase in the bill rate
was needed to choke off nonborrowed reserves than was needed to choke off
the money supply. The increase in the bill rate in the fourth experiment has
two effects, one in decreasing the demand for money and thus bank reserves
and the other in increasing borrowing. Both of these result in a drop in
nonborrowed reserves. The effect on bank borrowing is not relevant for the
third experiment, and therefore the interest rate increase in the third experi-
ment must be larger.

In the row 5 experiment the amount of government securities outstanding,
—A,, was kept unchanged from its historical values. This means that the
. entire deficit of the government is financed by changes in currency and
nonborrowed reserves. This requires a large change in the money supply,
which requires a large initial fall in the bill rate. This experiiment is thus quite
expansionary, since. it corresponds to both an increase in government pur-
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TABLE 9-5. Estimated effects of an exogenous change in the bill rate

1977 1978 187e 1980 c
1 i1 111 1V 1 1I Il v 1 II III I I il I Iv Sum

GNPR: Real GNP

a  w.12 ».31 «,531 «.7l] «.89 «1,02 ~1.15 «1,24 -1.33 -1.41 ~1.44 -1,48 -1.50 -1.54 -1.54 -1.51 -64.6

b 03 .06 08 12 (15 18 W20 .22 .25 .28 .30 W32 .35 L38 .41 .43 13.2
GNPD: GNP deflator

a .01 -,00 -.03 -,08 -,11 -,19 -,26 -,33 -,40 -,4% ~.80 ~.62 -.70 -.78 -.87 -.92

b .06 .00 .01 .02 .05 L0506 0B 10 .12 .14 .16 18 L2000 .23 .25
100+-UR: Unemployment rate (percentage points)

a .02 .08 14 .21 .28 L34 .38 420 Jde 48 .50 .51 .52 .52 .51 51

b .01 .02 .03 .04 .06 .07 .08 R ] 12 A2 130 .14 15 .15 .1e
Mi: Money supply

a  -.32 -.61 -,89 -1,14 1,38 -1.62 -1,85 -2,05 -2,26 -2,42 -2,60 -2.76 -2.90 -3.01 -3.16 -3.26

b 060 L11 W15 19 .22 .26 .29 .32 .35 .38 .41 .44 .47 50 .54 .58
Notes: a =Estimated effects from a stochastic simulation.

b =Estimated standard errors of the a-row values.

c. Sum of the changes (at quarterly rates) over the 16 quarters, in billions of 1972 dellars.

= The change in the bill rate was 1.0 percentage points for each guarter.
« The changes for GNPR, GNFD, and Ml are in percentage points.

chases of goods and an initial decrease in the bill rate. The change in real GNP
over the 16 quarters was 37.4, which is almost double the next largest change.
The change in the GNP deflator by the end of the period is also almost double
the next largest change. After the first quarter the government deficit (—S,) is
small, which is primarily a result of the increased tax collections caused by the
More eXpansionary economy.

It is clear from the resulis in Table 9-4 that fiscal policy effects are quite
sensitive to what is assumed about monetary policy. Monetary policy, in
other words, is very important. To give one more example of this, an
experiment was run in which the bill rate was raised by one pereentage point
for all quarters. {The interest rate reaction function is dropped for this
experiment.) The results are presented in Table 9-5. This sustained rise in the
bill rate of one percentage point led by the end of the period to a decrease in
real GNP of 1.51 percent and an increase in the unemployment rate of .51
percentage points. The money supply was 3.26 percent lower, and the GNP
deflator was .92 percent lower, This experiment clearly shows the importance
of the bill rate in the model.

One last feature of the results in this section that should be emphasized is
that the policy of keeping the money supply unchanged is almost the same as
the policy implied by the use of the interest rate reaction function. In other
words, for all practical purposes the first and third experiments in Table 9-4
are 1dentical,
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TABLE 4-6,

Estimared policy effects for the US model under alternative sets
of coefficient estimates

1977 1978 1979 1980 a
I II IIT 1y T 1 {17 ¥ I 11 ITT TV I IT IiI IV Sun

GNPR: Real GNP

25LS 1,10 1,31 1.32 1.28 1,20 1.10 1.01 .93 .86 .80 .75 .71 .69 .66 .64 .64 13.41

38L35 E.12 1,32 1,32 1,28 1.1% 1,8% 1,00 .83 .85 .81 .76 .73 .70 .67 .65 .64 13.49

FIML 1.87 1.58 1.42 1,30 1.15 1,06 .99 ,54 .90 .87 .85 .83 .81 .74 .75 .75 15.08

Z5LAD g =05 1.4 1,37 1.38 1.35 1.27 1,17 1.08 1.00 .51 .84 .78 .73 .68 .66 .64 .63 13,98

JLS .11 1.35 1.38 1.34 1.25 1.15 1,05 .96 .88 .81 .76 .72 .68 .67 .65 .63 13.76
GNPD: GNP deflator (percent)

25LS L0418 .27 33 .40 .46 .54 57 .8l .83 .67 .71 .77 .80 .&0 85

35LS .04 018 L300 37 44,52 60,63 .65 .71 .76 .B0 .86 .90 .90 .95

FIML L2600 .25 .34 .38 .47 .51 .58 60 ,6% .86 .70 .74 .80 .84 .83 .89

28LAD @ =0.5 .05 .17 .26 .32 .39 .45 .53 ,55 ,60 .62 .66 .70 .75 .79 .78 .83

aLs £05 .17 .27 .33 .40 47 .55 .57 62 .63 .67 .71 .76 .80 .79 .85

Notes: a, Sum of the changes (at quarterly rates) over the 16 guarters, in billians of 1972

dellars.
= This experiment is the Cg experinent in Table 9-1. The values are estimated effects

from deterministic simulations,
* The changes are in percentage points,

9.4.5 Sensitivity of Policy Effects to Alternative Sets
of Coefficient Estimates

The last issue examined in this chapter regarding the US model is the
sensitivity of policy effects to the different sets of coefficient estimates. The C,
expeniment was run for five sets of estimates; the results are presented in Table
9-6. The five estimators are 2SLS, 3SLS, FIML, 2SLAD for g = 0.5, and OLS.
The 2815 results are the same as those in Table 9-1. The procedure followed
for the results for the other estimators is the same as that followed for the 25818
results,

The main difference in the results in Table 9-6 concerns the FIML estima-
tor: the initial increases in real GNP and the GNP deflator are larger for FIML
than they are for the other estimators. This is again due to the fact that the
FIML estimates of the lagged dependent vanable coefficients are in general
smaller than the estimates for the other estimators. In other words, the lagged
adjustment behavior of the model that is due to the presence of the lagged
endogenous variables is less pronounced for the FIML estimates because the
coefficients of the lagged endogenous variables are generally smaller.,

Aside from this difference for the FIML estimator, the results in Table 9-6
are very close to each other. The properties of the model are clearly not very
sensitive to the choice of estimator, including the QLS estimator. This
conclusion complements the conclusion in Section 8.5.5 that the overall fit of
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the model is not very sensitive to the choice of estimator. It is of interest for
future research to see if this conclusion holds for other models and for later
versions of the US model.

9.5 Properties of the MC Model
8.5.1 General Remarks

As was the case for the US model, it is possible to get some idea of the
properties of the MC model without performing simulation experiments. In
the following discussion, a variable is said to have a “direct” effect on another
variable if it appears on the RHS of the equation (either a stochastic equation
or a definition) explaining the other variable. Most endogenous variables have
at least an indirect effect on the other endogenous variables —either contem-
poraneously or with a lag of one quarter. As a result, it is difficult to explain
the properties of the model in a very systematic way. This discussion is
designed to try to give a general idea of the properties without going into every
possible indirect effect. It should also be kept in mind that not all of the effects
operate for all countries. All interest rates referred to are short-term rates
unless otherwise noted.

Summary of the Stochastic Equations of the Model

For reference purposes it will be useful to provide a summary of the stochastic
equations per country. The signs in parentheses in the following list are the
expected signs of the coefficient estimates,

Equation Dependent

number variable Explanatory variables
l Merchandise Short-term or long-term interest eate (—), GNP defla-
imports - tor {+), import price index (—), real GNP (1), lagged
net foreign assets (+), lagged dependent variabie (1)
2 Consumption Short-term or long-term interest rate {~), real GNP
{4}, lagged net foreign assets (+), lagged dependent
variable (+) :
3 Change in Changes in real GNP —current, lagged once, lagged
investment twice, lagged three times—(+), lagged level of in-
vestment {~)
4 Real GNP Final sales (+), lagged stock of inventories (—), lagged
dependent variable (+)

5 GNP deflator Import price index (+), demand pressure variable (—),
lagged dependent variable {-+)
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& Nominal money Short-term interest rate (—), nominal GNP (1), lagged
supply dependent variable (+)

7a,7b  Short-term Lagged rate of inflation (+), lagged rate of growth of the

interest money supply (+), demand pressure variable (—),

raie change in net foreign assets (—), lagged rate of change

in the import price index — four countries only —
{(+), exchange rate—three countries only-—(+),
lagged dependent variable (+)

8 Long-term Shaort-term interest rates—current, lagged once,
interest lagged twice — {(-+ or —), lagged dependent variable
rate (++)

9b  Exchange rate GNP deflator (+), short-term interest rate (—), demand
pressure variable (—), lagged change in net foreign
assets (—)-—all relative to the respective U.S. vari-
ables—lagged dependent variable (+)

10b  Forward rate Exchange rate (+), short-term interest rate relative to
the U.S, short-term interest rate (+)
11 Export price GNP deflator (+), world price index (+), exchange rate
index (+)

Trade Effects among Countries

There is a standard trade multiplier effect in the model. An autonomous
increase in GNP in country / increases the demand for imports, which
increases the exports of other countries and thus their GNP and demand for
imports, which then increases the exports of country { and thus its GNP, In
short, exports affect imports and vice versa.

FPrice Effects among Countries

There is also a price multiplier effect in the model. An autonomous increase
in country {’s domestic price level increases its export prices, which increases
the import prices of other countries, which increases their domestic prices,
including their export prices, which then increases country s import prices
and thus its domestic and export prices. In short, export prices affect import
prices and vice versa.

Direct Interest Rate Effects among Countries

The U.S. short-term interest rate appears as an explanatory vanable in the
intergst rate reaction functions of a number of countries. The U.S, rate is
more important in the fixed exchange rate period than it is in the flexible rate
period, but even in the flexible rate period it has an effect on some countries.
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This means that an increase in the U.S, interest rate directly increases other
countries’ rates. The German interest rate appears as an explanatory variable
in the interest rate reaction functions of a few other European countries, and
thus an increase in the German interest rate also directly increases other
countries’ rates,

Direct Exchange Rate Effects armong Countries

The German exchange rate appears as an explanatory variable in the ex-
change rate equations of the other European countries. The German ex-
change rate thus directly affects other exchange rates. All exchange rates are
relative to the U.S. dollar, and therefore each explanatory variable in the
exchange rate equations {other than the lagged dependent variable and the
German exchange rate) is the particular variable of the country relative to the
same variable for the United States. This means that the following U.S.
variables appear as explanatory variables in the exchange rate equations: the
GNP deflator, the short-term interest rate, the demand pressure variable, and
the change in net foreign assets,

Direct Effects within a Country

The short-term interest rate directly affects the long-term rate in the term
structure equation (Eq. 8). The short-term or long-term rate has a direct
negative effect on imports and consumption (Eqs. 1 and 2). The short-term
rate has a direct negative effect on the demand for money and the exchange
rate (Egs. 6 and 9b). (The reader should remember that an increase in the
exchange rate is a depreciation of the country’s currency.)

The asset variable, which is the sum of past values of the balance of
payments and a measure of the net asset position of the country vis-i-vis the
rest of the world, has a direct positive effect on imports and consumption
(Eqs. | and 2) and a direct negative effect on the short-term interest rate and
the exchange rate {Eqs. 7b and 9b).

The exchange rate has a direct positive effect on the local currency price of
exports (Eq. 11) and on the local currency price of imports (the equations in
Table B-4 involved in linking export and import prices). It also has a direct
negative effect on the dollar price of exports {because the coeflicient estimate
of the exchange rate in Eq. 11, which is in log form, is less than one). It has a
direct positive effect on the short-term interest rate for nine countries {Eq.
7b).

The price of imports has a direct negative effect on imports (Eq. 1), a direct
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positive effect on the GNP deflator (Eq. 5), a direct negative effect on the asset
variable (Egs. 17 and 18), and a direct positive effect on the short-term interest
rate (Eq. 7b). The price of exports has a direct positive effect on the asset
variable (Eqs. 17 and 18). The GNP deflator has direct positive effects on
imports, the demand for money, the short-term interest rate, the exchange
rate, and the price of exports (Egs. 1, 6, 7a, 7b, 9b, and 11).

The level of imports has a direct negative effect on final sales and the asset
variable, and the level of exports has a direct positive effect on these two
variables (Egs. 16, 17, and 18). The level of final sales has a direct positive
effect on GNP (Eq. 4). Any deviation of GNP from final sales in a period is
absorbed by a change in inventories (Eq. 12). The stock of inventories has a
direct negative effect on GNP (Eq. 4). GNP has a direct positive effect on
imports, consumption, investment, the GNP deflator, the demand for
money, the short-term interest rate, and the exchange rate.

The money variable M 1.* does not play a very important role in the model.
It is only a potential explanatory variable in the two interest rate reaction
functions, Eqs. 7a and 7b. It appears in 3 of the 23 estimates of Eq. 7a (Table
4-7) and in 4 of the 20 estimates of Eq. 7b {Table 4-8). This means that other
than in these few cases, the equation that determines M 1*, Eq. 6, plays no
role in the model. The properties of the model would not be affected if Eq. 6
were dropped for all countries for which M 1 * is omitted from Eqs. 7a and 7b.

Some Indirect Effects within a Country

It should be clear that there are very few unambiguous indirect effects in the
model with respect to sign. The signs depend on the relative sizes of the
coefficient estimates. It is useful, however, to consider the likely signs of some
indirect effects, even though these signs are not necessarily logical conse-
quences of the model.

Consider first the indirect effect of the exchange rate on GNP, The main
direct effect of the exchange rate is on the price of imports, at least in the short
run. The price of imports has a direct negative effect on imports, and the level
of imports has a direct positive effect on GNP. In other words, an increase in
the price of imports causes substitution from imports to domestically pro-
duced goods, which raises GNP. The exchange rate thus has an indirect

. positive effect on GNP through this channel (that is, depreciation increases
GNP).
Depreciation also lowers the dollar price of the country’s exports, which
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through the trade-share equations has a positive effect on the other countries’
demand for the given country’s exports. Therefore, depreciation also in-
creases GNP through this channel.

For some countries the exchange rate is an explanatory variable in the
interest rate reaction function, which means that for these countries depre-
ciation leads to an increase in the short-term interest rate. The short-term rate
has a negative effect on GNP, and therefore depreciation has a negative effect
on GNP through this channel.

Depreciation is likely to have a negative indirect effect on GNP through a
fourth channel. The likely initial effect of a depreciation on the balance of
payments is negative. Depreciation raises the local currency price of imports
more than it does the local currency price of exports, which, other things
being equal, has a negative effect on the balance of payments. Depreciation
also lowers imports and raises exports, which has a positive effect on the
balance of pavments. This latter effect is, however, likely to be smaller
initially than the price effect, and thus the initial net effect is likely to be
negative, (This is the “J-curve” effect.) A decrease in the balance of payments
decreases net foreign assets, which directly decreases imports and consump-
tion and directly increases the short-term interest rate. Although the decrease
in imports raises GNP, the decrease in consumption and the increase in the
interest rate lowers GNP, and the net effect is likely to be negative. Deprecia-
tion is thus likely to have an initial indirect negative effect on GNP through
this asset effect channel.

Depreciation has two main indirect effects on the GNP deflator, one
positive and one ambiguous. The positive effect is through the price of
imports, which has a direct positive effect on the GNP deflator. The second
effect is through GNP. If the net effect of depreciation on GNP is positive, this
will have a positive effect on the GNP deflator through the direct positive
effect of demand pressure on the GNP deflator. If the net effect of depreciation
on GNP is negative, the indirect effect on the GNP deflator is negative.

There are three main effects of the short-term interest rate on GNP, cne
negative, one ambiguous, and one positive. The negative effect is through
consumption: an increase in the short-term rate increases the long-term rate;
an increase in the short-term rate or the long-term rate decreases consump-
tion, which lowers GNP. The ambiguous effect is through the exchange rate:
an increase in the short-term rate has a negative effect on the exchange rate
(an appreciation), which has an ambiguous effect on GNP. The positive effect
is through imports: an increase in the short-term or the long-term rate lowers
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imports, which, other things being equal, raises GNP. The consumption
effect is likely to be the dominant one, and thus the net effect of the short-term
rate on GNP is likely to be negative.

Arn increase in the short-term interest rate has two main effects on the GNP
deflator, both negative. The first is the likely negative indirect effect of the
short-term rate on GNP and thus on demand. The second is the effect on the
exchange rate: the exchange rate appreciates, which lowers the price of
imports, which lowers the GNP deflator.

8.5.2 Results for Eleven Experiments: The Construction of Tables 9-7
through 9-17

The results of eleven experiments are reported in this section. The first
experiment 1s for the fixed exchange rate period 197011 - 19721, and the others
are for the flexible rate period 19761 - 19771V, The experiments are as follows.

. An increase in U.S. government spending (fixed exchange rate period)
. An increase in U.S. government spending {flexible exchange rate period)
. An increase in the U.S. short-term interest rate

. An increase in German government spending

. An increase in the German interest rate

. A depreciation of the German exchange rate

. An increase in UK., government spending

. A depreciation of the U K. exchange rate

. An increase in Japanese government spending

. A depreciation of the Japanese exchange rate

. An increase in the price of exports of the oil-exporting countries

—_ = )
—_ O D G0~ N B L N e

The results are presented in Tables 9-7 through 9-17. Stochastic simulation
is too expensive to perform for the MC model, and thus all of the results in
these tables are from deterministic simulations. For all the simulations the
estimated residuals were added to the stochastic equations and treated as
exogenous. The base path for the experiments is thus the perfect tracking
solution, The complete MC model was used for all the experiments except 1,
where trade shares were taken to be exogenous. The special treatment for
experiment 11 is discussed later in this section.

Results for 15 countries and 13 variables per country are presented in the
tables for the two-quarter-ahead and six-quarter-ahead predictions. Except
for the numbers for the balance of payments and the two interest rates, each
number in the tables is the percentage change in the variable (in percentage
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TABLE 9-7. Percentage change in the variable after two and six quarters induced by a sustained
1 percent autonomous increase in US real GNP (initial chamge in 1570 I)
Shert-term
GNP interest Exchange Import Money

Real GNP deflator rate rate price supply Imports
Country 2 [ 2 & z [ 2 6 2 ) 2 5
us 1,31 .05 W10 .34 39 453 .00 00 .02 .15 -.08 .03 1.07 1.34
Canada W12 .18 .01 .17 35 .52 .00 -.09 .07 .24 -.69 -2.11 .10 .24
Japan W05 (15 <80 03 -.03 -.01 00 .00 .04 .20 040 12 02 .10
Austria -.0L -,05 -0 -.00 44 W10 .00 00 .02 12 -.00 -.00 -.04 -8
Belgium 02 .05 00 .82 .28 .65 00 .00 03 .15 - 14 .99 02 -, 13
Denmark .04 07 .00 .82 [ B .00 L00 .03 15 -.20 -,56 .01 -.06
France .00 .DB .00 .01 22 .54 00 .00 .03 .13 -.03 -.26 00 -1l
Germany .01 .02 .00 .01 .28 .62 00 a0 Q03 .16 -.44 -1.35 -.06 -.57
Ttaiy .02 .00 .0x .03 .04 14 .00 .00 02 .13 -.05 -.29 62 -.05
Netherlands .01 -2 .00 -,00 .34 .80 .00 .00 83 1S -.75 -1.75 01 -.17
Norway .00 ~.04 .00 .02 .00 .00 00 20 .02 .15 .00 -.81 .01 -.03
Sweden .02 .05 .00 .03 3000 .22 Red oo B3 16 .0z 09 -.00 -.08
Switzerland .00 ~.03 00 .01 .08 .13 06 .e0 03 14 -.02 -.13 -.02 -,29
tnited Kingdom .03 .03 -.00 .02 Jg2000,27 .00 .00 03 16 -.20 -.89 .04 .07
Finland 01 =01 .00 02 -.00 .00 L0000 L00 .02 13 .01 .03 02 -.00
US Alone 1,31 .07 W10 43 .40 .53 —_— s 4] Q -,08 .02 1.07 1.37

Long-term
interest Export Balance of

Corsumption Investment rare price Exports payments?
Country 2 4] 2 5 2 3] 2z 6 2 6 2 b
us 040 -1 1.92 2,95 120 .31 .08 .44 .00 -.189 -95.072 -130.478
Canada -.04 -,12 030 .10 W13 W30 JOE 19 .78 1.02 27,132 34.395
Japan .02 .08 W01 .15 00 .00 W01 .08 44 54 7.182 9,396
Austria ~.07 =17 .00 .00 000 .00 .02 .08 .05 .08 .019 043
gelgium .01 -.08 .00 .01 .07 .28 .02 Az .06 -.13 .043 -.031
Denmark .03 .07 La0 .02 .04 .15 -.04 .16 .14 .04 .002 .009
France -.01 -,10 00 -.01 060 L2 03 U13 05 -.13 .12 -.GB3
Germany .05 -,23 .00 Q1 .08 24 .02 .09 .12 10 045 165
Italy .01 00 SO R .01 il .03 .13 .11 -.07 2,032 . 500
Netherlands -.0¢ -.18 A0 -1 JB6 W24 .03 .14 84 -.21 004 -.003
Norway 00 =03 06 -.00 .08 L00 .12 .31 .03 .16 008 .009
Sweden .01 .04 L0008 02 08 ,a2 .13 08 -, 01 .006 .003
Switzerland -.04 -.17 00 -,01 L2 .,07 La1 o .08 .12 .01 006 .015
United Kingdom 02 .04 .01 .02 04 .12 .02 W12 .15 10 1.806 .046
Finland .01 =-,00 W00 0% 000 .00 .04 .18 W05 -.08 1,241 .006
Us Alone .04 «,10 1.2 2.98 W12 .30 .08 .41 0 8} -52,871 -92.480
Note: a. Change is absclute change, not percentage change, in umits of local currency.

points) divided by something. For the spending increases (Tables 9-7, 9-8,
9-10, 9-13, and 9-15), the divisor is the change in government spending as a
percentage of GNP (in percentage points). In other words, each number is
[P, = ¥ /v AG/Y,), where §, is the two- or six-quarter-ahead predicted
- value of y, after the change, AG, is the change in government spending in
quarter /, and Y, is the actual value of GNP in quarter 7. (Remember that all
changes are changes from the actual values, not changes from quarter to
quarter.) Each number is thus the percentage change in the variable induced
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TABLE 9-8, Percentage change in the variable after two and six quarters induced by a sustained
1 percent autonomous increase in US real GNP (initial change in 1976 I}
Short-term
GNP interest Exchange Import Money

Real GNP defiator rate rate price supply Imports
Country 2 & 2 5 2 2 6 2 & 2 6
us 1.31 1.07 .15 .64 .42 .59 —_ — .44 1,62 -.08 L0 .84 .81
tanada .11 7 .02 W26 .35 .59 .01 -.13 W32 1.20 -.40 »1.45 .08 LBY
Japan .05 .28 -.00 .10 w06 -,11 w34 -.20 401 1.0 .03 .23 B3 17
Austria -.01 .05 000,20 A1 L3 -, 68 -2.14 .22 1.10 -0 -.00 -.13 -.67
Belgium .03 .13 W01 .18 .04 10 ~.64 -1.89 .20 1,27 ~. 01 .00 .04 -4
Denmark -.05 -.14 ~-.01 .05 -.09 .09 -.86 -2.18 09 - .03 -.18 .03 .39
France -84 -.36 00 W01 -.01 .38 w7l 2,87 02 -.87 -.02 -.1% -.03 -.40
Germany -4 =23 -.01 07 .13 e -.75 -2.24 .05 .55 -.15 -.48 -.09 .56
Italy -0 -.17 .01 02 =07 -.d5 -.55 -2.34 .16 .30 .04 .30 -.00 -.05
Netherlands ~-.02 ~-.14 -.00 L0 .05 .10 ~.68 -2.09 B2 .59 -.07 -.20 -.01 -.33
Norway -.00 .00 02 .15 .03 .04 -.41 -1.44 .27 1,48 .00 .08 -.02 -,46
Sweden W09 .04 04 385 .07 L2 .05 -1.23 .87 1.84 a1 .47 .07 -.45
Switzeriand -02 ~.24 .01 -.03 .08 .10 -.88 ~2.81 ~-.01 .50 -.04 - 16 -.13 =72
United Kingdom .01 -.21 .01 -~.18 -.01 -.10 .79 -5.90 .13 -1.40 01 .10 01 -.09
Finland -.04 -.43 .04 .30 ~.00 -.04 -.22 -1.,02 W53 02,20 -.00 -.10 -.04 -,63
US Alone 1.31 1.09 A3 48 .40 .53 e _ Q ] -, 10 ~.01 .87 1.28

Long-term
interest Export Balance of

Consumption Investment rate price Exports paymentsa
Country 2 6 2 & 2 <l 6 2 6 ? &
us 02 -.19 2.07 2.92 L1300 L33 .20 .59 451 ~294.394 -443.698
Canada .05 ~,15 02 .08 L 13 .33 L241.,07 W74 .88 56,762 63,979
Japan .03 .18 .0l .23 WGe 00 W17 i W27 .93 22.569 30.165
Austria w09 -, 22 Ry GO Rt L0 -.01 .25 -.00 -.%0 ~,083 w284
Belgium .02 08 L0083 .0 .05 .02 .46 -0 =027 -,647 -3.132
Denmark -85 -.13 -0 .04 -0 82 .07 .50 -1z -.m2 .012 -.046
France =01 -.13 00 -, 07 -0 -.11 .43 1.68 «.21 -1.58 264 .868
Germany -.05 -,22 Lon - 11 04 .07 .26 1.02 -.12 -.70 214 . 285
Izaly 01 -.00 .00 -.04 -02 -.17 .40 1.51 -.05 -.81 17.477 82,510
Netherlands -.01 -.14 L00 .05 .01 .03 - 01 .35 -.05 -.44 -, 018 -.110
Norway -.01 -.01 00 .00 .01 .02 .35 1,55 -.03 -.58 003 -.058
Sweden .02 .04 W00 .24 .01 .07 .45 1.81 .22 -,57 -.048 -.053
Switzerland -.06 «.28 00 -.22 .04 .07 .20 .76 -.07 -.84 .034 .042
United Kingdom 01,05 .01 -.1l -.00 -.04 W36 1,23 .00 .99 47,549 249.548
Finland -,01 -.23 00 -.12 .00 .00 67 2,66 -.19 -1.,86 -.777 «57.673
US Alone W03 -,08 2,07 2,95 200031 L0740 Q 0 -230,193 -290.720
Nete: a, Change is absolute change, not percentage change, in units of local cuxrency.

by a one-percent autonomous increase in GNP of the country in which the
policy change was made.

For the interest rate increases (Tables 9-9 and 9-11), the divisor is the
change in the interest rate (in percentage points). The actual change in the
interest rate for the experiments was 2.0 percentage points, so the divisor was
2.0. Each number in these tables is thus the percentage change in the variable
induced by a 1.0 percentage point increase in the interest rate. For the
exchange rate increases (Tables 9-12, 9-14, and 9-16), the percentage change
in the exchange rate was 10.0 percent and the divisor was 1.0. Each number in
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TABLE 9-9, Percentage change in the variable after two and six quarters induced by a sustained
} percentage point increase in the US short-term interest rate {imitial change in 1976 1)
Short.term
GNP interest Exchange Import Money

Real GNP deflator rate rate price supply Itports
Countyy 2 6 P 2] 2 2 6 2 6 2 [}
5 .34 -1.13 -4 -40 L0180 — — .87 -1,77 - 87 -1.82 -.29 -2.04
Canada -.10 -.62 -0l -.33 95 1,05 08 .09 -.21 1,07 1,22 -3,50 -.2: -1,38
Japan -.04 -.35 L4017 A7 .81 1.30 3.03 95 1.92 -.07 -.51 -.14 -1.12
Austria -.08 -.24 -.03 -.28 W28 .38 1.00 1,98 -.21 -,5% -0 -.00 -.26 -84
Belgium -.18 -.58 -.02 -.26 300 U39 T 1,82 -.26 -1.12 -,11 -.70 -.00 -.39
Denmark -.06 -.40 =02 -7 09 -4 .83 1.85 ~.46 ~1.16 05 -.34 .04 ..04
France -.04 -.28 -.01 -,05 .26 .72 .71 Z.20 -.22 -.35 ~-.04 -.36 02 -,24
Germany -.08 -.31 -.01 -.14 500 .83 W91 1.93 -.02 -.52 -.58 -1.50 -.23 -1,33
Italy =03 -.17 -.04 -.21 07 L38 .56 1.68 ~. 32 -,65 ~.06 -.50 -3 .50
Netherlands -.06 «.49 .00 - 10 .20 .28 .83 1.80 -.04 .58 -.26 -,70 -,04 -.47
Norway -4 -16 -.04 -.24 19 .38 .81 1.49 ~.50 ~1.70 -.04 .26 -.04 -,52
Sweden 14 .00 .04 .24 W21 .68 1.85 3.45 .90 .64 .05 .30 18 -.8%
Switzerland .05 -.24 .02 .02 .30 .53 1.62 3.05 .54 .13 -.14 -.52 -.46 ~1.74
United Kingdem w03 -, 26 w03 w15 .04 .01 34 2,19 ~.54 - 2% .02 -.12 -.03 -.48
Finland w02 w12 w03 -, 26 .00 ~.03 i.00 :.63 -.37 -1.58 -.03 -.%2 -.05 -.50
Us Alone -.34 ~1.10 -.01 .23 .00 1,00 —_ — ] o «,62 -1,63 w36 ~2.53

Long-term
interest Export Balance of

Consumption Investment rate price Exports payments?
Country 2 6 6 2 [ 2 & 2 [ 2 ]
s ~.41 ~1,32 -.50 -2.30 ) .64 -.20 «.78 -,12 .81 463,175 1907.530
Canada ~.20 -,71 -,02 .23 .34 .64 -.30 -1.07 -, 26 -1.53 -11.47%F -102,456
Japan ~,06 -,51 «,00 ~,25 L0000 .00 =17 -.43 ~, 12 -.86 -128.978 -275.178
hustria ~.26  -.56 .o .00 .50 A0 B4 =051 -.13 -.81 .447 1.278
Belgium ~-.06 .48 .00 ~-.12 .08 20 ~.08 ~.57 -.11 -.78 .767 2,242
Denmark w33 -,34 w00 «,07 ~.02 -,09 W27 -.B8 -.13 -.8% .045 -. 054
France -.02 .23 L0 -,08 .07 .28 -.5% -1.58 -3 .76 -.839 -3.617
Germany -.17 -.62 G0 «,18 L1400 .34 35 -1.03 ~.09 -.04 -, 408 -, 1860
Italy =01 -.135 L0000 -,06 L2 .15 .54 -1.48 .13 -.77 -50.535 =~278.212
Netherlakds -.03 -.46 0% =015 L4 010 .05 -.51 -.13 -.87 -.052 ~, 165
Norway -6 =025 00 -,08 030 .13 W22 -1.32 - 10 -75 \124 326
Sweden -0 -.13 08 08 0822 .52 -1,37 -.09 -.71 -.673 -.962
Switzerland w21 =, 75 - 03 .24 Jd5 0 .32 W25 -.71 -.33 -, 79 -.131 -.047
United Kingdoem -0 -.28 .00 .13 w, 0L ~.00 .51 -1.36 -.12 =79 «3,675 ~328.702
Finland -0 -l L0 -, 04 .00 .00 B8 -2.39 -0 -.70 75,568 ~115.221
Us Alene ~.43 -3.20 -.50 -2,24 .31 B4 .0 -.18 0 0 212,551 1708.347
Note: a. Change is absolute change, not percentage change, in units of locai currency.

these tables is thus the percentage change in the variable induced by a 10.0
percent increase in the exchange rate. Finally, for the increase in the export
prices (Table 9-17), the percentage change in the prices was 50.0 percent and
the divisor was 1.0. Each number in this table is thus the percentage change in
the variable induced by a 50.0 percent increase in the export prices.
" The numbers for the balance of payments are not in percentage terms and
have not been divided by anything; they are merely the actual changes in the
balance of payments corresponding to whatever policy change was made. The
balance-of-payments variables are in units of nominal local currency, and
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TABLE 9-10. Percentage change in the variable after two and six quarters induced by a sustained
1 percent autoncmcus increase in German real GNP [initial change in 1876 I}
Short-term
GKRP interest Exchange Import Money
Real GNP deflator rate rate price supply Ieports
Country Z <] 2 6 2 6 2 6 2 6 2 6 2 6
us .01 .04 -.01 -.04 -.00 -.01 — — -.13 -.48 -.01 -.83 .02 16
Canada .01 .04 -.00 -.01 -.00 -.01 .00 .61 -,08 -,30 G0 02 L0 L1
Japan .01 .05 -,00 ~,01 w,01 .02 01 .04 -8 -.28 01 .03 W61 16
Austria .09 .17 .02 .11 w01 w00 .35 1.2% .03 .10 -.00 -.00 .11 .38
Belgium .22 .27 L2 K] .18 .58 L34 1.08 W03 .04 -.01 -.23 .28 .56
Denmark 08 .15 00 .03 .01 .04 .35 1.15 ol SN 060 .13 07 .18
France .07 06 -, 00 .02 .28 1.07 .30 1.16 .02 .18 0f -.17 .06 .08
Germany 1.21 1.67 .20 .18 .57 1.65 .40 1.30 .14 .34 .45 .62 .52 2.07
Italy .07 .14 .01 210 .02 W22 .26 1.09 -.00 19 .02 -.02 .10 .19
Netherlands .28 .44 .02 .16 .32 1.05 W36 1.20 .11 .32 -.i6 -.6% .26 .63
Novway .08 41 -.00 -.03 W21 .70 .22 .74 -.04 -.21 W01 .07 .02 -.56
Swaden .05 12 ~-.00 ~.06 .05 .26 .15 .45 -.14 ~-.55 .05 .09 .06 .19
Switzerland .08 .19 .01 .09 .02 .08 .39 1.34 .07 .25 .01 .01 .13 .23
United Kingdom .05 13 -1 ~,03 ~.01 .04 .12 .71 -.11 -.12 01 -.01 07 .18
Finland .05 .13 -.01 -,03 .00 .02 W22 .74 -.08 -.29 .03 .08 a7 .17
Long-ternm
interest Export Balance of
Consumption Investment rate price Exports payments®

Country 2 6 2 6 2 6 2 6 2 6 2 6

us .00 .03 .02 .08 -.08 -.00 -.05 -.18 s .25 60,253 164,235
Canada .00 02 W00 .02 -.00 -.08 -.08 -.28 .08 .22 5.823 18,569
Japan .01 .03 .00 .05 00 00 -.06 -.23 .08 .19 4,285 7,662
Austriz .07 .16 .00 .00 .00 .00 .08 .24 .48 .73 .148 L1740
Belgium L1500 .24 L0011 W04 23 07 .2 S0 .72 875 1.294
Denmark .06 .15 -.00 .06 .00 .02 0@ -.02 .30 .45 021 -5
France .01 -.07 00 .03 .07 .39 ~.14 -.51 38 .56 067 -.382
Germany 55 .77 .00 1.96 .16 .6l -0 .12 400 .22 -.865 -1.194
Ttaly 02 .07 .00 .09 .00 .08 -.12 -4 .40 .58 9.776  -40.812
Netherlands .16 .38 000 .34 .05 .29 A1 L35 .65 .91 L1083 080
Norway .03 .15 .00 .08 .03 .20 -.04 -.20 .25 .38 .026 .148
Sweden W02 i N .18 .01 .08 -4 -.54 .23 .31 G35 .37
Switzerland 03,09 L0300 .28 01 .04 -.06 -.19 .34 51 004 -.033
United Kingdom .03 DB .02 .07 -.00 .02 «.13 =-,45 19 .34 5.684 -29.138
Finland 020,09 .00 ,09 .00 ,00 -22 -,81 .21 37 -1.367 -26.829

Nete: a, {hange is absolute change, not percentage change, in units of local currency.

thus it is not readily apparent from the tables how one country’s balance of
payments changed relative to another’s. For the most part it is unnecessary to
know this to understand the rest of the results; when it is necessary, the
relative change will be mentioned in the text. The main interest in the
balance-of-payments results for a country is the sign of the changes.

For the two interest rates, the changes are absolute changes (in percentage
points) rather than percentage changes. The divisors are the same as they are
for the other variables.

The exchange rate experiments, 6, 8, and 10, require that the exchange rate
reaction function be dropped for the particular country in question. The
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TABLE $-11. Percentage change in the variable after two and six guarters induced by a sustained
1 percentage peint increase in the German short-term interest rate (initial change in 1976 1)
Short-term
GNP interest Exchange Import Money
Real GNP deflator rate rate price supply Imports
Country 2 6 2 6 2 6 2 6 2 o 2 6 Z &
us -.02 ~,08 03 .13 .0l .03 — — .48 1,32 .03 .10 -.06 -.49
Canada -.01 -.0% .01 .08 .01 .05 -, 00 -,03 .29 .84 -.02 -.10 o2 -.27
Japan -.01 -.06 01 .08 .01 .05 .01 .02 .33 .80 ~.00 -,03 -.04 -.25
Austria -.03 ~.08 L0l .04 B L0700 1,28 -2,80 L0600 .52 -,00 -.00 05 -6
Belgium =10 -7 01 -.02 050 -84 w1014 -2.27 -.00 48 -.05 -.11 100 -.58
Denmark -.04 -.09 00 .83 .02 M 1018 -2.38 020 .39 -.02 -1 -0z =028
France -.04 -.18 LU - 00 .41 L2000 -1.01 ~2.56 .02 -.01 -.07 -.21 -.04 -.23
Germany =11 -6 .03 -.15 1.00 1.00 ~1.35 -2.68 -.43 -.31  -1,20 -1.77 ~.66 -1.50
Italy -.03 -,12 .01 ~-,01 210 ~.48 ~.83 -2,25 .15 .09 .05 .34 -.03 .07
Netherlands .15 -.46 00 -.14 A4 44 1,23 -2.52 -.28 -.19 -.62 -.B8 -.06 -.58
Norway .01 c3 L0008 Y —i -.599 -1.96 050 L7 -.03 .13 -.22 .97
Sweden -0z -,12 .01 .05 L1303 -.50 -2,30 L1800 32 -.00 -.07 -.07 -.11
Switzerland -.03 -.14 01 =08 030 -012 0 -1.27 -2.66 -.09 .16 .01 .04 -.02 -.0%
United Kingdom -.02 -.10 .02 .18 .03 -.02 -.40 «1,57 .48 .65 -.02 .01 -.03 ~-.14
Finland -.03 -.15 .05 22 .00 -,01 -.75 ~1.59 .45 1.42 .01 .07 -.02 -.03
Long~term
interest Export Balance of
Consumption Investment rate price Exports payments?
Country 2 [ 2 ] 2 ) 2z & 2 6 2
us -.02 -.10 -.02 -.17 .00 L0l L1700 051 -.06 .30 -234,466 -585,770
Canada -.00 -.04 -.00 -.03 .00 L02 W30 .83 -.07 .50 ~-15.238  -85.059
Japan -.00 -.05 -.00 -.04 .00 ,00 24,66 -.06 -.32 -11.523  -33.452
Austria =03 -.13 .00 ,00 00,00 -.21 -.18 -.21 W57 -.408 -.947
Belgium -.06 -.19 00 -.07 .02 -.00 -.18 007 -.22 -.61 -7.265 -5,240
Denmark =03 .09 -.00 -.03 -.00 .02 .04 47 -.15 -.46 -.028 -, 013
France =03 17 00 -.06 A2 L4 540 1.45 .16 -.44 L815 2.914
Germany -.39 -.60 .00 -,18 L300 L45 .28 .78 ~-.D4 .27 1.727 3,142
Italy .00 .01 00 -,05 -.03 -,18 .50 1,28 -,18 -.51 43.274 196,395
Netherlands -.08 -.55 00«25 .08 17 .31 -,32 -.28 -.74 -.136 -.164
Norway -.05 .13 00,04 07 18 03,56 -.11 .32 .007 .087
Sweden -.00 -.01 00 =10 L0300 .03 .53 1,43 -.12 -.47 .153 . 418
Switzerland 00 .01 =00 -,17 -.01 -,067 .25 .65 -.15 .46 .063 071
United Kingdom -.01 -.05 -.00 -.06 .01 -.00 .48 1,32 -.08  -.36 -7.329  127.243
Finland -.01 ~.07 L0 .08 .00 .00 .85 2.30 -.11 .37 42.714 66.408

Note:

a, Change 1s absclute change, not percentdge change, in units of local currency.

exchange rate is instead taken to be exogenous and then changed by the
specified amount. This procedure 15 somewhat artificial in that the interest
rate reaction function for the particular country 1s not also changed. Presum-
ably exchange rate and interest rate decisions are coordinated, so changing
one but not the other 1s not necessarily realistic. These experiments, however,
were performed solely with the aim of trying to understand the properties of
the model; they are not meant to be realistic descriptions of actual policy-
making decisions. Similar considerations apply to the German interest rate
experiment, experiment 5,

The following discussion of the results is somewhat loose. Reference is
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TABLE 9-12. Percentage change in the vaviable after two and six quarters induced by a sustained

10 pexcent increase in the German exchange rate {depreciation} (initial change in 1876 I)

Short-term
GNP interest Exchange Inport Money
Real GNP deflator rate rate price supply imports
Countyy 2 & 4 & Z 6 Z & 2 & 4 6 2 G
us .09 .28 -.21 .57 -.10 -.09 o — -3.24 -4.24 -.20 -.35 56 2,06
Canada .05 W31 -.09 -,44 -.11 -.14 .03 12 -2.00 -2.80 .13 .38 24 1.10
Japan .41 .08 -1 -.38 -.07 «,13 .07 «,17  -2.19 =3.02 01 =01 .31 88
Austria -.90 -,3% .04 -,47 -0 =027 9.65 9.68 -.34 -1.71 -.00 -.00 .10 .64
Belgium -.81 -.68 L6 -,.28 1,20 1.43 8.35 8.35 -.03 -1.64 -.30 -1.51 -.08 -.25
Denmark B8 -.28 L5 -.09 .32 -.87 8.86 8,86 .24 -1,07 -,18 -.19 -.21 .05
France =03 -.37 - G35 .18 1.03 2,21 4,37 10.56 .81 1.04 - 10 .72 w. 10 ~.76
Germany -.10 -.38 .09 .12 L4 1,840 10.00 10,00 2.99 1,19 -.56 -1.65 -.23 -1.73
Italy -.02 -.60 -.10 .03 1.40 2.2% 6,96 9,19 -, 11 .63 -.65 -2.33 -.20 -1.50
Netherlands .28 -.15 .28 .26 .68 4% 9.36 9.43 2.37 .85 -.54 -.46 -.538 -.47
Narway A1 -.04 -.04 -.42 58 LT2 6.77 6.80 -.64 -2.61 -.05 -.36 -.11 ~-.66
Sweden -.18 -1 -.22 -.53 .02 .78 6.07 7.33 -1.64 =2.04 -.26 ~.77 .26 -.90
Switzerland A2 .07 L6 .07 27 .48 9.64 9.81 75 =72 - 11 .41 ~.50 -1.52
United XKingdom 01 .14 - 26 -.82 -.28 04 3.46 7.08 -2.58 -,70 .18 -, 34 02 .53
Finland L3 .15 =25 .93 -.02 -.01 5.75 5.87  -2.70 -4.30 ~, 186 .72 «.12 «1,01
Long-term
interest Export Balznce of
Consumption Investment rate price Exports paymentsa

Country 2 & 2 & 2 6 2 & 2 6 2

us W14 .41 .13 .57 =03 -.00 -1.,18 -1.79 08 .28 617,978 510.500
Canada .03 .17 .00 W12 -.44 -.08 -1.99 -2.74 AT 173 50,361 127.088
Japan L0300 .13 =00 07 00,00 -1.87 -2,21 2% .68 28,042 28.925
Austria .06 -.08 00 .00 000 00 1.62 .76 -.08 .73 1.029 1.092
Belgium 02 -.a7 00 -.15 .31 .58 1.52 .48 ~.14 -.80 6,357 7.846
Denmark .04 -.23 -.00 .02 .08 -.02 L13 -1.16 .03 ~.60 .007 - 093
France -.04 -.52 .00 -.05 W27 .92 -3.45% -4,44 -.08 -.68 -4.,050 ~-6.039
Germany .23 1,02 W00 -,23 A7 L43 «1,96 -2,63 -.04 -.22 -3.607 -2.307
ITtaly =.11 «.48 Lo -, 03 W27 1,06 -3,22 43,89 -,.04 -.41 -287.036 -453.613
Netheriands 140 -,.81 0 .14 .11 .21 2.67 1.56 -.11 -.90 .184 .122
Norway -.07 =027 W00 W02 D08 27 0 -1,88 02 -.51 .164 . 360
Sweden -.04 -,28 08 -.26 .01 .23 ~3.53 -4.60 -.06  -.41 -.534 -.570
Switzerland -.16 -.81 -.02 .01 13 .38 -1.63 -2,06 -.01 -.42 ~.264 -.115
United £ingdom L1 -.40 L0 -, 06 -0 01 -5.17 -4.06 .03 -.10 © ~56,048 -378,834
Finland LBG -.01 .00 08 L0600 00 =5.46 -7.01 0F .47 -176.527 -~132,821

Note: a. Change is absolute change, not percentage change, in units of local currency.

sometimes made to a change in one endogenous variable “leading to™ or
“resulting in” a change in another endogenous variable. This is not, strictly
speaking, correct because the model is simultaneous, but it does help to give a
general idea of the model’s properties. Not all results in the tables are
explained, and not every possible indirect effect is noted. Emphasis is placed
on the main results and effects and, as the discussion progresses, on the results
in a table that are different from the results in previous tables. In what follows,
the terms “GNP” and “income™ are used interchangeably, interest rates are
always short-term rates unless otherwise noted, and import and export prices
are local currency prices unless otherwise noted.
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TABLE 9-13, Percentage change in the variable after two and six quarters induced by a sustained
1 pexrcent autcnomous increase in United Xingdom real GNP (initial change in 1976 1)
Short-tern
GNP interest Exchange Isport Money
Real GNP deflator rate rate price supply Imports
Countyy 2 <] 2 6 2 6 2 6 2 [ 2 6 2 G
us .01 .03 .00 -.02 -.00 -.08 — e -.05 -.28 -, 00 .02 .01 .10
Canada .02 .04 .00 01 -.01 -,01 o0 .02 - 03 ~.17 .01 .03 .03 .13
Japan L0 .04 .00 -.00 =81 -.02 LBl 04 02 .12 il .03 .01 .06
Austria L0504 010 -.02 .00 -.01 .01 R - 05 -,25 -.6e -.00 .05 .18
Belgiunm .07 06 00 -.01 02 02 01 .08 -, 08 ., 38 .01 .02 W13 .35
Denmark, 14 .08 00 -,04 A1 -4 B3, 09 -, 08 -,45 e .21 L1300 .49
France .04 .06 .00 -.03 .01 04 0 .07 ~-.06 .32 .02 02 .04 .17
Germany .04 W11 .00 .04 .01 W06 01 .10 - 06 ~,28 .02 06 .05 .16
Italy .03 .06 00 -.01 =81 -,01 01 08 -.05 .24 Q1 .05 .04 -15
Netherlands Wil .15 N} .04 03 87 .01 08 - 06 .33 .04 .0E .2 .35
Norway »21 .20 .00 -.05 ~.01 L01 01 06 -.08 -.41 08 08 .23 .56
Sweden .08 W18 00 -.03 «, 01 -,03 .03 12 -.08 -.43 L8 W17 .08 W41
Switzerland .05 .07 01 -.00 .0l 01 .02 .11 -.08 -.48 00 .01 .08 .25
United Kingdom 1.41 1.,1% B0 V38 L2700 L4 .52 2,56 AT 2,39 I S ¥ 2.0 1.76
Finland .08 .15 B0 ~.05 .01 .43 .40 .04 -, 18 «,53 .07 10 .13 .37
Long-term
interest Export Balance of
Congumption Investment rate price Exports paymentsd
Country 2 @ Z 6 e 6 Z & 2 [ 2 L]
1) 00 .02 .02 .06 i 00 -.01 -.08 .13 24 51.383 120.412
Canada L0003 L0002 -.00 .00 -2 -.12 Jd4 00021 13,286 18,358
Japan ] .03 .00 .04 .00 .00 -.02 -.10 07 .16 3.468 5.957
Austria .02 .05 L .00 00 00 -.02 -.13 .17 . 26 068 .104
Relgium .05 .47 .00 .04 Q1 .01 -.04 ~.19 W20 .35 L3587 .827
Penmark .10 .13 -.00 Niy) 000 -.06 -.04 -.27 .52 .53 {59 .038
France a1 .03 00,03 000 .01 -.05 -, 27 21 .30 125 .142
Germany .02 .08 .00 .09 W00 .02 -.03 -.10 .18 .31 ac 195
Italy .01 .04 L00 .04 -.00 -.01 -.04 =23 1o 26 4.655 11.272
Nethexrlands N .18 00 .13 .4l .02 =04 .22 27 .36 045 B42
Norway 16,18 L0018 ~-.00 -.00 -.07 -.38 .75 .85 051 B35
Sweden .03 .12 00 .28 -.00 -.01 «, 04 -,26 .36 .48 L6 070
Switzerland .02 06 .01 .14 .00 .01 -.02 -.12 .18 .28 .017 .046
United Kingdon .81 .56 .88 .74 .09 .20 -.02 -.06 07 23 -194.756 -422.517
Finland .04 12 000 L6 00,00 -.47 -.38 40 .49 18.327 24.275

Nete:

a, Change is absolute change, not percentage change, in units of local currency,

United States Spending Increase: Fixed Exchange Rate Period (Table 9-7)

The increase in U.S, government spending increased U.S. income, which In
turn increased U.S. imports. This increased other countries’ exports, which in
turn increased their income and imports. This is the trade multiplier effect.
The increase in U.S. income also led to an increase in the 11.S. price level,
which increased other countries’ import prices. This led to an increase in
other countries’ export prices, which resulted in further increases in other
countries’ import prices. This is the price multiplier effect.

The other important effect in this case is the interest rate effect. The
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TABLE 9-14. Percentage change in the variable after two and six quarters induced by a sustained 10 percent
increase in the United Kingdom exchange rate (depreciation) (initial change in 1976 I)
Short-term
GNP interest Exchange Import Money
Real GNP deflator rate rate price supply Imports
Lountry 2 3] 2 6 2 2 2 <) 2 5 2 &
us .03 45 -.05 -.11 -.03 -.01 — — «, 73 w7 -.05 -.06 AT .41
Canada 01 .04 =03 -.11 -.45 -.03 020,03 .51 =.55 06 .10 090,24
Japan .01 .03 02 .08 -~ 82 -.02 -.01 .01 - 42 -.48 .01 .02 a7 .20
Austria 03 -.06 -.12 -3¢ -.03 -.05 .03 .12 -.80 -.82 -.00 -.00 .18 .19
Belgium -~ 21 -.23 .13 «.37 ~, 30 -.10 .03 .11 ~1,19 ~1.20 -.04 -.15 .32 W17
Denmark ~.15 -.44 -.11 -.38 -.61 -.38 .0l .05 ~-1,54 -1.56 34 -.34 .47 .49
France -.03 -.08 -.05 -.20 =16 -.08 .04 -.02 -.56 -1,11 -.03 -.15 W20 .22
Germany 04 .04 -.02 -.08 -.01 -.02 .04 213 -.81 -.91 .03 .02 .05 W13
Italy 01 -.00 =11 -.28 -, 08 -.08 ~,02 -.08 -.85 -,97 a1 =06 07 .12
Netheriands -.06 -,16 -.04 -.16 -.20 -.10 0% W12 -89 -1,11 140 -011 L2l .14
Norway .14 -.46 -.13 -.30 -,11 00 .04 .09 -1,325 -1,28 -.08 -.38 L29 -2
Sweden -,05 =~,23 -.13 -,42 -.19 .26 .15 .16 «1.40 -1.47 -.14 .75 .20 .40
Switzeriand -,03 ~.15 .08 -.35 -.04 .07 02 =30 -1.4% -1.86 .00 -.006 .26 .38
United Kingdom -, 05 -,82 .73 2,98 1.62 «1,16  10.00 10.00 9.46 9.4%5  -1.10 .76 »,35 «2.80
Finland 01 -, 10 -.17 ~.41 -.02 -.02 02 .08 -1.50 -1.63 -.12 ~.46 .05 .03
Long-term
interest Export Balance of
{ensumption Investment rage price Exports payments®

Country z 6 2 £ 2 2 6 2 6

us 04 .08 04 W12 -0 - -,21 ~,28 A7 .02 166,899 71.836
Canada LBl 05 .00 02 -.02 -,02 »,35 -.45 .14 L34 32.238 22.644
Japan .01 .04 08 .04 D0 Rl w,27 =34 .10 .14 9.478 4,238
Austria -.01 -0 .00 .o .00 .00 -,44 -.53 08 .01 .214 L1530
Belgium -.14 ~.13 .00 -.07 -.06 -,07 -.5% -.69 .12 -.08 1.832 1.447
Denmark -.06 -.34 -.00 -.14 -.1% -, 24 -, 77 -.89 .06 -.34 112 043
France ~,01 ~.03 .00 -.03 -.02 ~-.04 -.67 -.81 .09 -.07 180 .080
Germany .03 .08 .00 .07 -.00 ~-,01 -.43 -.51 L1500 .02 376 207
Italy .01 .03 .00 W01 ~02 -.05 -.61 -.77 L1l .02 35,143 11.846
Netheriands -.03 -.08 .00 -.08 -.03 -.04 -.70 -.78 .10 -,08 L0651 066
Norway -.07 «.37 00 -.16 -.02 ~.01 -1.05 -1,19 01 -.92 L0453 .003
Sweden -,01 ~.05 00 -.22 -.04 -,09 -.05 -.87 .12 =021 J157 .041
Switzerland A1 =01 .61 -.18 -.32 .04 ~.33 -.52 .08 -.01 102 118
United Kingdom -.30 ~2.12 01 =38 A3 .27 L12001.24 .18 .25 -852,626 -713.595
Finland 01 -.03 D08 -0 B30 .00 w96 -1.14 .08 -.28 47.621 36.331

Note:

a. Change is-abselute change, not percentage change, in units of local curremey,

increase in U.S. income and prices led to an increase in the U.S, interest rate
through the reaction function of the Federal Reserve. This offset some of the
increase in U.S. income that would otherwise have occurred and also led to an
increase in other countries’ interest rates. The interest rates for all countries
except Japan were higher after two quarters. This worldwide increase in
interest rates offset some of the increase in world income that would otherwise
have occurred. For a number of countries the interest rate effect was large
enough to lead to a net negative effect on GNP by the sixth quarter. In other
words, the U.S. expansion caused GNP for some countries to fall because of
the interest rate increase that resulted from the expansion.
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TABLE 9-15. Percentage change in the varisble after two and six guarters induced by a sustained
1 percent autonomous increase in Japanese Real GNP (initial change in 1976 I}
Shert-term
GNP interest Exchange Taport Money
Real GNP deflator rate rate price supply Iieports
Country 4 & 2 6 2 6 2 & ) 2 6 2 6
us 01,02 -.01 -,02 -.00 -.00 — —— -.09 -.20 ~.01 -,02 .01 .09
Canada .01 .03 -.00 ~,00 -.00 ~,01 .00 .01 -.03 -.08 .09 Rtrd .01 .08
éJapan 1,29 2.29 10 65 A0 .38 4% 1.38 .47 1.32 31 1.08 .36 .85
-Austria -.00 .00 -.00 -.02 =00 -.00 00 .02 -.04 -,10 -.00 -.00 .01 .03
Belgium -.00 -,01 -.00 -,02 -.01 -.00 L0 .02 ~.05 -,11 ~.00 «,01 01 .04
Denmark L8 .00 -.00 -.02 -0l - .00 .02 -5 .12 .01 -.,01 .01 .04
France LG .00 -.80 .01 -, 00 .01 .01 .04 -.03 ~.08 ~-.00 -.00 01 .03
Germany L0002 -0 -8 PRt | 00 .02 -5 -.12 a0 .00 .00 .02
ltaly 000 L0l -.00 -,02 -.00 .00 00,02 =04 .09 -.00 -.01 .00 .02
Netherlands -.00 .00 «.00 -,01 -.00 .00 000 .02 =04 - 10 80 -.00 .01 .03
Norway -.00  -.00 «.01 -,03 -.00 «,00 000 .02 -.08 -,18 -.80 -.01 01 94
Sweden 00 .01 «.00 -,02 -.00 -,00 .01 .03 =05 <.11 -.00 -.01 .al 03
Switzerland 00,01 -0 -.0% ~.00 .00 .00 .03 -.05 -.11 .00 ~,08 .01 .05
United Kingdom .00 .02 -.00 -,02 -.00 -.00 .00 .00 -.05 ~-,13 .00 .01 .01 .03
Finland .00 .0l -.06 w,02 -.00 .00 - 00 .01 -.05 -,13 -.00 -.901 .00 .01
Long-tern
interest Export Balance of
Consumption Investment rate price Exports payments®

Country 2 5] 2 & 2 & 2 6

us 00 .02 01 .05 =00 -,00 .02 .05 Qa5 .15 35,366 87.069
Canada L8 01 Rut LBl -.00 -.00 w02 -.06 .04 U186 5,176 14.273
Japan .30 .82 .58 3,05 W06 .00 .07 .53 .01 .07 -36.872 -78.847
Austria -.00 .00 LGO .60 Rl .00 .03 .08 .01 .04 L0068 025
Beligium -.90 ~,0% L0000 -.60 -8 ~.00 .04 10 01 .04 .000 021
Denmark .00 -.00 -, 00 .80 -8 -,01 .06 .14 .0z .06 .001 001
France .00 .G0 LG40 -Ga -.00 00 .05 13 .01 .04 -.qal12 -.038
Germany 00 .01 00,01 .00 .00 .03 -.08 .01 .05 .018 .048
Ttaly .00 L0n .00 .00 =00 .00 040 2011 .01 .05 L2209 -.990
Netherlands «.00 -.00 .00 .00 .00 -.00 .05 W12 .01 .04 -, 004 -.006
Norway 00 .00 W00 .00 -.00 -.00 .08 -.19 01 .05 004 .009
Sweden D0 .00 .00 i -.00 -.00 .05 .12 .01 .05 002 .00z
Switzerland i) 01 .00 .02 .00 .00 .02 .06 .02 .06 003 .007
United Kingdom .00 .02 .00 .01 =00 -.00 .04 W11 .01 .06 1,266 4,245
Finland 08,01 L0808 .06 .00 07 -.18 .01 .04 -.653 -, 684

Note ;

a. Change is absolute change, not percentage change, in umits of

local currency,

‘The U.S. increase had a negative effect on the U.S. balance of payments and
a positive effect on the other countries’ balance of pavments. Imports declined
for some countries even though GNP rose; this is due in part to the effects of
higher interest rates and in part to the fact that import prices increased more
initially than did domestic prices. An increase in import prices relative to
domestic prices leads to a substitution away from imported goods. Note
finally that the money supply decreased for many countries. Although in-
come was higher, interest rates were also higher, and in many cases the
negative interest rate effect dominated.

This completes the discussion of the first experiment. An interesting
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TABLE 9-16. Percentage change in the variable after two and six quarters induced by a sustained
10 percent increass in the Japanese exchange rate (depreciation) (initial change in 1976 1)
Short~term
GNP interest Exchange Import Money
Real GNP deflator rate rate price supply Inports
Coumtry 2 6 2 6 Z 2 6 2 6 2 6 2 5]
us .06 .12 -3 -.31 -.08 -,05 R e -1.83 -2.10 - 13 -.18 .38 1,10
Canada .02 .09 -.04 -.16 -.10 -.09 03 .12 - 76 .82 .12 .29 LEL .44
Japan -.14 -,83 48 1,28 1.57 1,78 i0.00 10.00 9,51 9,30 -.63 -1.61 ~1.,73 «5.56
Austria «,03 .03 -.08 -,34 w03 w07 .07 .40 -.85 -1.05 -.00 -,00 .17 .28
Belgium -.17 «,15 «,i0 «,33 w,23 ~.06 .07 W35 -1.00 -1.18 -.03 -.10 .27 .32
Denmark -.06 -,12 -, 06 -,27 w22 .00 .05 L33 -1.10 -1.25 L1000 -.36 22 .19
France -.0z -,02 -.03 -,15 -.05 .07 .18 .80 -.71 -,78 -.02 -.11 1521
Germany .04 .09 -, 02 «,07 ~,03 ~.01 .08 .42 -1,06 -1.20 .04 .03 .05 .21
italy .01 .06 -.09 -.25 .00 W08 .08 .38 .78 -.87 -.03 ~.18 04 .06
Netherlands -.05 -.09 -.03 -,14 -.15 -.06 .07 .39 -.88 -.98 11 -,08 W17 .21
Norway -0 =12 -.16 -.38 -.11 -0z .06 .28 -1.76 -1.89 -.08 .27 .29 23
Sweden -.02 -,05 -.08 -.34 08 -.07 .08 .32 -1.07 -1.28 -,08 -.46 .18 .29
Switzerland -.01 -.06 -.04 -,23 -.04 -,04 L1200 .42 -1.01 -1.15 01 -.02 15 .28
United Kingdom .03 .08 -, 08 « 37 -.11 .01 .05 .14 -1,00 ~1,37 06 -.01 .04 W17
Finland .03 .09 -, 11 -,32 -.01 .01 .01 .22 -1.12 -1.38 -, 07 -, 22 Q10 -.0d
Long-term
interest Export Balance of
Consumption Investment rate price Exports payments®

Country 2 6 2 6 2 6 2 & 5

us 10 .24 .09 .27 -.02 -.04 -3 -.62 -.10 «.38 456,514 177.409
Canada L0219 -0 ,04 «, 04 «,06 -.54 .76 .18 .48 44,177 39.737
Japan “,63 «1,88 -.03 «.,56 a0 .00 W21 .78 L2 .55 -437.133 -204.277
Austria -,00 .04 L0000 .00 .00 .00 -84 - T7 .08 .18 .124 179
Belgium -2 w12 P ) -.05 -.06 -.88 -1,02 L13 .23 -.103 L 224
Denmark -.03 -.15 -6 -.05 -, 05 .04 -1.18 -1.38 .08 W13 -, 020 -.011
France ~.01 -.01 00 -1 -.01 02 ~1.03 -1.33 .09 .18 -.351 -.663
Germany 030 .11 00 .08 -.01 -,01 -.68 -.87 130,20 278 202
Italy .00 .02 000 .02 00 .03 -.92 -1.23 L1000 .25 -1.880 -31.729
Netherlands ~.04 -.14 00 -.006 -.02 -,03 -1.08 -1,19 .12 .24 -.053 - .65
Norvay -.00 -.10 000 -1 -.01 -.01 -1.64 -1.92 080 .21 L058 .0B6
Sweden -.01 -.02 00 -.07 -.02 -,03 -.97 -1.35 .12 .18 .015 -.0628
Switzerland .01 .01 .00 -,09 ~.02 -.03 -.48 ~.70 06 09 .036 020
United Kingdom .02 .09 .01 .05 -.03 -.01 -.87 -1.26 a1 22 17.649 17,244
Finland a1 .05 .00 .06 .00 .00 ~-1.48 -1.,92 10 .18 15,600  -16.606

Note:

a, Change is absolute change, not percentage change, in

units

local currency.

question is how the properties of the model compare to those of other models.
It is difficult to make these comparisons because experiments across models
generally differ, but some multiplier results for other multicountry economet-
ric models are presented in Fair (1979b, tables | and 2) that provide a rough
basis of comparison for the results in Table 9-7. In general, the present
income muttipliers are smaller and the price multipliers are larger than those
of the other models. This result is as expected, because the other models are
primarily trade multiplier models and thus have weak or nonexistent price
multiplier and interest rate effects.
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TABLE 9.17. Percentage change in the variable after two and six quarters by a sustained 50 percent increase
in the price of exports of the oil-ewxporting countries (initial change in 1576 1)
Short-term
GNP interest Exchange Import Money
Heal GNP defiator rate rate nrice supply Imports
Geuntry 2 6 2 6 2 ] 2 6 2 ] z & 2 6
us -.46 -1,10 66 1,80 .38 .16 — —_— iB.22 12.54 74 .95 -1.92 6,80
Canada w25 -1.38 20 42 .80 .71 -.25 ~1.03 3.69 3.77 -1.02 -2.77 «. 89 -4.43
Japan - 23 .55 L7700 1,96 1.75 1,28 -1.18 -2,74  15.21 14.26 -.68 -1.17  -2.60 -7.48
Austria .05 .06 .33 .98 .23 .37 -, 39 -2.,43 2.4% 2.89 -.00 -.00 -.65 -1.57
Belgiwm G020 -.02 .13 W51 2B .82 -.35 ~2.06 1.78 3.13 -0l -.03 ~.76 -1.72
Benmark .03 .30 .13 .66 .81 1,28 -.27 -1,83 1.8 4.08 -.67 -.56 -.74 -2.58
France .11 -,01 .21 1.41 .63 .13 -.90 -2.94 4,73 3,91 .12 -46 -.93 -1.32
Germany =22 -.62 .08 W17 .24 .15 -.41 -2.45 4,41 3.89 -.28 -.76 -.27 -1.51
Italy ~.05 .18 .92 2,79 1.45 1.98 -.01 .55 7.83 9.95 -.65 -.60 -.82 -2,48
Netherlands .27 .57 .17 .74 1.07 .05 -.36 2,27 5.87 5,18 -.83 .02 -1.10 -2.44
Norway .08 .48 .26 .81 .38 .14 -.26 ~1,09 3.39 3.79 a5 .60 -.73 -2.,51
Sweden «,0F -.20 W17 .74 W42 .52 -.63 «3,53 3.19 2,40 .13 .68 -.65 -1.73
Switzerliand -.153 -.20 .02 .14 08 -,01 -.65 =3.30 1.26 1,24 -,05 -.08 -.46 -1.06
United Kingdom -.21 -,68 .5k 2,32 i.06 .38 -.16 -.27 6.74 7,46 -.75 .52 -.45 -2.41
Finland =11 -.28 .18 .70 .01 -,0% w04 -1.33 2.20 3.79 .08 L30 -.20 -1.04
Long-term
interest Export Balance of
Consumption Investment Tate price Exports payments®
Country Z & 4 6 2 6 2 [ 2 [ ]
us -.60 -1.46 - B8 -2.35 .12 .16 W7 2.11 -.68 »1.21 -3291.746 -2506.534
Canadsa .23 -1.06 =03 -.54 .29 .47 .44 1.35 «1.88 ~£.58 -544.729 -654,937
Japan -.73 -1.,75 w04 -, 77 L0 .00 .86 2,50 -.71 «1.18 -722.171 -372.842
Austria -.1i -.29 .00 0D .00 .00 36,79 -.43 -1.05 -1.187 -1.106
Belgium ~.00 -,26 .00 -,03 W00 .06 .38 97 -.74 -1.,43 -5.57% -8.369
Denmark -.05 -.,0% -.00 .05 .23 .64 .61 1.82 -.68 -1.85 -, 266 -.360
Erance 04 -.07 00 .05 L34 15 .65 2.56 -.56 -1.20 -3.475 -1.254
Germany -.18 -,85 .00 -.49 060 .10 .42 1,50 4 - 71 -1.11 -3.098 -1.618
Italy -.17 .40 00 .00 .40 1,08 .96 3,31 -.57  -,386 -716.023 -558.857
Netherlands 04 -1,75 08 1 17118 A7 1.09 +.50 -1,35 -1.634 -I.116
Norway -0 27 B0, 13 060,11 .83 2.40 -.60 -2,26 -.520 -.308
Sweden -2 -.26 00 -,07 08 21 65 2.51 -.63 -1.76 -.630 -.002
Switzerland -.11 -.29 -.05  ~.45 .04 W01 - .28 1.1z =63 -.85 -.111 .044
United Kingdem - 50 «1.87 -84 - .50 L35 -,21 .78 3.18 ~.59  «.62 -596.329 -339.250
Finland -.04 -,26 L0 .21 Rl 00 .85 3,62 -.52 -1.27 -116.597 -67.358

Note: a. Change is absolute change, not percentage change, in units of local currency.

United States Spending Increase: Flexible Exchange Rate Period (Table 9-8)

The results in Table 9-8 are for the flexible exchange rate period. One key
difference between the fixed and flexible rate periods is that in the latter the
U.S. interest rate has smaller direct effects on other countries’ interest rates.
The changes in the other countries’ interest rates after two quarters are
generally smaller in Table 9-8 than in Table 9-7. This means that there is less
initial offset to the trade multiplier effect from higher interest rates in the
flexible rate period.
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There are four main effects of the U.S. spending increase on the exchange
rates, three negative and one positive. The spending increase raised U.S.
output and prices relative to those of the other countries, both of which have a
negative effect on other countries’ exchange rates {an appreciation). The U.S,
balance of payments fell relative to those of the other countries (the balance of
payments of other countries generally rose), and this also has a negative effect
on exchange rates. The positive effect 1s the interest rate effect. The U.S.
short-term interest rate rose relative to other countries’ rates, and this has a
positive effect on exchange rates (a depreciation). As can be seen in Table 9-8,
the net effect is usually negative. Only for the two-guarter-ahead results for
Canada and Sweden is the net effect positive (the interest rate effect dominat-
ing).

The price of exports of most countries increased. This is the price multiplier
effect from the initial increase in U8, prices. Exports for some countries
increased and for other countries decreased. Whether exports for a particular
country increase or decrease depends on the relative change in the country’s
export price (the trade share equations). The balance of payments for a
number of countries fell. This may at first glance seem puzzling. since the
J-curve effect that was discussed earlier implies that an appreciation should
initially increase the balance of payments. What should be remembered,
however, is that although almost all currencies appreciated relative to the
dollar, they obviously did not all appreciate relative to each other. If a
country’s currency appreciated relative to the dollar but depreciated relative
to most of its other trading partners, then its currency has effectively depre-
ciated rather than appreciated, which will have an initial negative effect on the
balance of payments.

The price of imports of most countries increased because of the general
increase in export prices, For two countries, however, France and the United
Kingdom, the change in import prices was negative after six quarters. After
six guarters, the United Kingdom’s currency had appreciated relative to all
others and France’s currency had appreciated relative to all others except the
United Kingdom’s. Appreciation has, other things being equal, a negative
effect on the price of imports, and in these two cases it was large enough to
dominate the positive effect from the general increase in export prices.

GNP for some countries was lower after two and/or six guarters. The three
main things that can cause this are (1) an increase in the interest rates RS and
RBin the country, (2) a decrease in exports, and (3) a decrease in the balance
of payments. (A decrease in the balance of payments has a negative effect on
GNP through the wealth effects.) One or more of these effects are operating
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for countries that experienced a fall in GNP, With respect to the GNP
deflator, there are two main effects operating on it, one through the price of
imports and one through GNP. Given that the effects on these last two
variables are not the same across countries, one would not expect the effect on
the GNP deflator to be the same across countries, and it is in fact not: for some
countries the GNP deflator is higher and for some it is lower.

The results at the bottom of Table 9-8 are for the US model alone. In this
case the rest of the world is exogenous— in particular, exports and the price of
imports are exogenous. One of the main differences in the results is that the
increase in the GNP deflator is less for the US model alone, In the complete
model the U.S. price of imports rose because of the depreciation of the dollar
and the general increase in export prices, which had a positive effect on the
GNP deflator. This effect is absent for the US model alone. Another main
difference is that the fall in the balance of payments after six quarters is less for
the US model alone. This is again due primarily to the fact that the price of
imports rose in the complete model. The properties of the US model regard-
ing the change in GNP are not sensitive to the treatment of the rest of the
world: the GNP changes are almost identical in the two cases.

United States Interest Rate Increase (Table 9-9)

For this experiment, the U.S, interest rate reaction function is dropped and
the U.S. interest rate is taken to be exogenous. The results of an increase in the
U.S, interest rate are presented in Table 9-9. This increase lowered U.S.
income and imports and led to a general contraction in world income and
exports {trade multiplicr effect).

The interest rate increase also led to a depreciation of the other countries’
exchange rates. The depreciation of the German exchange rate after six
quarters, for example, was 1.93 percent. For some countries, such as Japan
and Sweden, the depreciation was large enough to lead to an increase in their
import prices and then to their GNP deflators. The U.S, interest rate increase
thus led for some countries to an increase in their inflation rates through the
depreciation of their exchange rates.

The balance of payments of some countries (other than the United States)
increased. In these cases the change in export revenue (export price times
exports) was greater than the change in import costs {import price times
imports). Exports fell for all countries, and except for the two-quarter-ahead
results for Austria, export prices also fell. In almost all cases imports fell, and
in most cases import prices fell.
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The results at the bottom of Table 9-9 are for the US model alone. The fall
in the U.8. GNP deflator is less in this case because there is no negative effect
from a fall in import prices. The differences in the effects on GNP are again
quite small.

German Spending Increase (Table 9-10)

This experiment corresponds to an increase in German government spending
on German goods, It led to a worldwide increase in exports and income. The
increase in German income led to an increase in the German GNP deflator.
This increase and the increase in income led to a fairly large increase in the
interest rate through the reaction function (1.65 percentage points after six
quarters). This increase had a negative effect on the exchange rate, but it was
more than offset by the positive price, output, and balance of payments
effects: the German exchange rate depreciated. The German exchange rate
has a positive effect on the exchange rates of the other European countries,
and this resulted in a depreciation of the other European rates.

The Canadian and Japanese exchange rates, which arc not tied to the
German rate, changed very littie. This means that these two rates, along with
the U S. exchange rate, appreciated relative to the European rates. Thisled to
a fall in the import prices of Canada, Japan, and the United States, which led
to a fall in their GNP deflators. The German expansion thus led to a fall in
prices for some countries because of the exchange rate effect on prices.

German Interest Rate Increase (Table 9-11)

For this experiment, the German interest rate reaction function was dropped
and the German interest rate was taken to be exogenous. The results of an
increase in the German rate are presented in Table 9-11. This increase
lowered German income and imports and led to a general contraction in
world exports and income,

The relative increase in the German interest rate and balance of payments
led to an appreciation of the mark, which in turn led to an appreciation of the
other European currencies. The GNP deflator for Germany was Jower be-
cause of the appreciation and the fall in income. Contrary 1o the case for the
other countries, GNP for Norway rose. The Norwegian currency appreciated
relative to the dollar but depreciated relative to the most European currencies,
which resulted in an increase in Norway’s price of imports. This led to a
substitution away from imported goods that was large enough to lead 1o a net
increase in GNP,



Evaluating Static and Dynamic Properties 345

German Exchange Raie Increase (Table 9-12)

For this experiment, the German exchange rate reaction function was
dropped and the German exchange rate was taken to be exogenous. The
results in Table 9-12 are for an increase in the exchange rate of 10 percent (a
depreciation),

It was argued earlier that the initial effect of a depreciation on the balance of
payments is likely to be negative, and this is the case for Germany in Table
9-12, even after six quarters. The depreciation led to a decrease in German
GNP. Asalready noted, the effect of a depreciation on GNP can go either way.
In this case the negative effects from the increase in the interest rates and the
fall in the balance of payments more than offset the positive effects from the
rise in the price of imports and the relative fall in the price of exports. German
exports actuallv decreased slightly in response to the depreciation, which
seems unusual. There are two main reasons for this. The first is that the
German depreciation is not large relative to the other European countries
because the other countries’ exchange rates are fairly closely tied to the
German rate. This means that the German price of exports does not fall very
much relative to the others, and in fact for some countries the price of exports
fell more than it did for Germany. As a result, the German gain in trade shares
through the trade share equations is not very large. The second reason is the
general contraction in world exports that resulted from the German deprecia-
tion. Even though Germany gained some trade share, the total size of the
export base was less. The increase in share was small enough and the decrease
in the export base large enough to lead to a slight fall in German exports.

The depreciation of the German exchange rate led to a decrease in the 1.S.
GNP deflator. This is due to the fall in the U.S, price of imports, which in turn
is due to the general appreciation of the dollar. The Canadian and Japanese
GNP deflators fell for similar reasons. This experiment also resulted in an
increase in GNP for the United States, Canada, and Japan, primarily because
of the decreases in the short-term interest rates in the three countries. For the
United States the main reason for the decrease in the interest rate was the
decrease in the GNP deflator. For Canada and Japan the main reason was
the increase in the balance of payments. The main reason for the increase
in the balance of payments of the two countries (as well as of the United

“States) was the fall in the price of imports that resulted from the general
appreciation of the currencies. The exports of the three countries increased,
primarily as a result of the fact that all three countries expanded and all three
trade considerably with each other.
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United Kingdom Spending Increase (Table 9-13)

This experiment corresponds to an increase in U K. government spending on
U.K. goods. Asin the German case in Table 9-10, the increase in spending in
Table 9-13 led to a worldwide increase in exports and income. The UK,
exchange rate depreciated, as did the German exchange rate in Table 9-10.
The other European exchange rates appreciated relative to the dollar, al-
though only slightly; this is due primarily to the balance-of-payments effect
on the exchange rate. The European countries benefited more from the UK.
expansion than did the United States with respect to the increase in exports,
and thus their balance of payments improved more. The increase in UK.
income led to an increase in U.K. imports, and the depreciation of the UJ.K,
exchange rate led to an increase in the UK. price of imports. Both of these
factors contributed to the decrease in the UK. balance of payments.

United Kingdom Exchange Rate Increase (Table 9-14)

For this experiment, the U.K. exchange rate reaction function was dropped
and the UK. exchange rate was taken to be exogenous. The results in Table
9-14 are for an increase in the exchange rate of 10 percent (a depreciation).

As in the German case in Table 9-12, the depreciation led to a decrease in
the balance of payments and a decrease in GNP. In contrast to the German
case, the effects on the other European exchange rates were stight. The
depreciation led, as in the German case, to a decrease in the GNP deflator and
an increase in GNP for the United States, Canada, and Japan, although the
effects in the UK. case are smaller.

Japanese Spending Increase (Table 9-15)

This experiment corresponds 10 an increase in Japanese government spend-
ing on Japanese goods. As in the German and UK. cases, the exchange rate
depreciated in response to the expansion and the balance of payments
decreased. The increase in imports of Japan in Table 9-15 is less than the
increase in imports of Germany in Table 9-10 and of the United Kingdom in
Table 9-13, which resulted in smailer effects on the rest of the world in Table
9-15.

Japanese Exchange Rate Increase (Tabie 9-16)

For this experiment, the Japanese exchange rate reaction function was
dropped and the Japanese exchange rate was taken to be exogenous. The
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results in Table 9-16 are for an increase in the exchange rate of 10 percent (a
depreciation).

In this case, as in the German and U.K, cases, the depreciation led to a
decrease in the balance of payments and a decrease in GNP. The European
exchange rates depreciated relative to the dollar, primarily because the U.S.
balance of payments benefited more from the Japanese depreciation than did
the European balance of payments. The United States benefited more be-
cause the price of imports fell more; the price of imports fell more because the
United States is a larger trading partner of Japan. U.S. GNP was higher and
the U.S. GNP deflator was lower as a result of the Japanese depreciation.

Increase in the Price of Exports of the Oil-Exporting Countries (Table 9-17)

The oil-exporting countries in the model are Algeria, Indonesia, Iran, Iraq,
Kuwait, Libya, Nigeria, Saudi Arabia, United Arab Emirates, and Venezuela.
The price of exports is exogenous for these countries. The experiment corre-
sponded to a 50-percent increase in the price of exports of all these countries.

This experiment approaches, if not exceeds, the aggregation limits of the
model. There is no specific treatment of oil in the model other than the fact
that almost all of the exports of the oil-exporting countries are oil. If the ability
of countries to substitute away from oil is less than it is for the other goods, the
model has not adequately captured the effects of oil price changes. In particu-
lar, the degree of substitution implicit in the trade-share equations may be too
high for oil. The trade share equations were thus not used for this experiment,
and the shares were taken to be exogenous. This may underestimate the
degree of substitution possible, but it is probably closer to the truth than is the
other case. At any rate, because of this problem, the results of this experiment
should be interpreted with considerable caution.

Different countries were affected quite differently in this experiment. The
exchange rates of all countries appreciated relative to the dollar. This is due in
large part to the generally larger decrease in the U.S, balance of payments
relative to the decreases for the other countries. The price of imports rose for
most countries, as expected, although part of the increase that would other-
wise have occurred was offset by the appreciation of the exchange rates. The
increase in import prices led to an increase in the GNP deflators, and thus

_ there was a general worldwide increase in inflation.

GNP fell for many countries. This is due in part to the increase in the
interest rate in many countries (because of the increase in inflation and the
decrease in the balance of payments) and in part to the decrease in net foreign
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assets (because of the decrease in the balance of payments). There was, in
other words, both a negative interest rate effect and a negative asset effect on
GNP. Imports fell for all countries because of the increase in the price of
imports relative to the GNP deflator. For some countries this substitution
effect was large enough to lead to an increase in GNP.

Although this is not shown in the table, the balance of payments of the
oil-exporting countries rose substantially, as expected. This increase in net
foreign assets then led to an increase in imports of the countries for which
there are import equations (Libya, Nigena, Saudi Arabia, and Venezuela). In
some cases these increases were quite large, The six-quarter-ahead increases
for Nigeria and Saudi Arabia, for example, were 20.6 and 57.2 percent,
respectively. These increases were not, of course, large enough to offset
completely the increases in the balance of payments of these countries (and
thus the decreases in the balance of payments of the oil-importing countries),

0.5.3 Estimates of the Exchange Rate Effect on Inflation (Table 9-18)

The MC model can be used to estimate what will be called the “exchange rate
effect” on inflation. One of the ways in which monetary and fiscal policies
may affect a country’s inflation rate is by first influencing its exchange rate,
which in turn influences import prices, which in turn influence domestic
prices. This is what is called the exchange rate effect on inflation. In order to
estimate the size of this effect, one needs a model linking monetary and fiscal
policies to exchange rates, exchange rates to import prices, and import prices
to domestic prices; the MC mode! provides these links.

Exchange rates have an effect on domestic inflation in the model through
their effects on import prices. The 10.0 percent depreciation of the mark in
Table 9-12 resulted in an increase in the German GNP deflator of .12 percent
after six quarters. For the U.K. results in Table 9-14 the increase was 2.98
percent, and for the Japanese results in Table 9-16 the increase was 1.28
percent.

The question considered in this section is how much of the change in
inflation that results from a monetary or fiscal policy change can be attributed
to the change in the exchange rate that results from the policy change.
Estimates of this exchange rate effect on inflation are presented in Table 9-18.
The results in the a rows are from the experiments discussed in Section 9.5.2.
For the results in the b rows, the same experiments were performed except
that all exchange rates were taken 1o be exogenous. Exchange rates, in other
words, were assumed to be fixed. The difference in the two rows for a given
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TABLE 9-18, Estimated effects of monetary and fiscal policies on inflation
through their effects on exchange rates {results are for
the country initiating the policy)

U5 spending  German spending UK spending Japanese spending

increase increase increase increase
(Table 5-8) {Table 9-10} {Tabile 9-13) (Table 9-15)
2 6 2 6 2 [ 2 [
GNP deflator:
a .15 64 .20 1,18 00 .38 .10 .65
1 W13 A48 W18 1,15 Bt .00 .08 .53
< .13 23 G5 .03 e 1.00 W20 .18
Price of imports:
a 44 1.62 .14 .34 A7 2,29 .47 1.32
b .01 .08 .01 .10 .00 .02 .00 ,03
Real GNP:
a 1.31 1.07 1.21 1,67 1.41 1.19 1.25 2,29
b 1.31 1.08 1.20 1,63 1.39 1.25 1.29 2,28
Exchange rate:
a .40 1.30 52 2.56 .49 1,38

US interest German interest
rate inerease  rate increase

{Table 8-9) (Table 9-11)
2 5 2 6

GNP deflator:

a w, 04 -.40 -.03 -, 15

b ~.00 -.22 -.00 -.05

c 1.00 W45 1.00 67
Price of imports:

@ -.67 <1.77 - 43 -, 31

b -.00  -.09 -,00 -.02
Real GNP:

a -.34 -1,13 ~.11 -.l6

b -.35 -1.17 -.11 -.18
Exchange rate:

a -1.35 -2.58

Notes: a -Exchange rates endogenous.
b =Exchange rates exogenous.
¢ =(row a-yow b)/row a,

quarter for the GNP deflator is an estimate of the exchange rate effect on
inflation for the quarter. These differences as a percentage of the a row values
are presented in the ¢ row.

The estimates in Table 9-18 vary considerably across countries and type of
experiment. Consider the c-row values for the six-quarter-ahead predictions
for the spending experiments. For the United States, 23 percent of the
increase in the GNP deflator that resuited from the U.S. spending increase is
attributed to the exchange rate effect. With the exchange rates endogenousthe
increase in the GNP deflator is .64 percent, and with the exchange rates
exogenous the increase is .49 percent. For Germany, only 3 percent of the



350 Macroeconometric Models

increase in the GNP deflator is attributed to the exchange rate. This small
number is due to the fact that the other European exchange rates are closely
tied to the German rate, and therefore a depreciation of the German exchange
rate of, say, 10 percent is not much of a depreciation. For the United
Kingdom, all of the increase in the GNP deflator is attributed to the exchange
rate. The price equation for the United Kingdom (Eq. 5, Table 4-5) does not
include the demand pressure variable (it was of the wrong sign}, so the U.K.
GNP deflator is not directly affected by GNP changes. Therefore, the only
inflation that results from the U.K. spending increase is from the exchange
rate effect. Japan is similar to the United States: 18 percent of the increase in
the GNP deflator is attributed to the exchange rate effect.

With respect to the interest rate experiments, the estimates after six
quarters are 45 percent for the United States and 67 percent for Germany.
These estimates are higher than the corresponding estimates for the spending
experiments. This is as expected, since interest rate changes in general have
large effects on exchange rates.

9.54 Summary

It is difficult to summarize the MC results because they vary considerably
across countries. Theoretically there are few unambiguous effects, and the
empirical results show that there are few unambiguous empirical effects
either. Regarding the effects on other countries from a policy change in one
country, they depend considerably on relative positions, and thus it is com-
mon to find some countries affected one way and other countries affected the
other way for a given policy experiment.

A few of the unambiguous empirical effects are the following. (1) Spending
increases in a given country lead to a depreciation of the country’s exchange
rate. The interest rate effect, which works in favor of an appreciation, is
dominated by the other effects discussed above. (2) Spending increases in a
given country also lead to a decrease in its balance of payments. (3) Deprecia-
tion in a given country leads to an initial fall in its balance of payments and to
a fall in its GNP, (4) An increase in a country’s interest rate leads to an
appreciation of its currency and to a decrease in its GNP.

One obvious feature of the results is that price, interest rate, and exchange
rate linkages are quantitatively quite important. There are many channels; a
key one is exchange rates affecting import prices, import prices affecting
domestic prices and thus export prices, and export prices affecting other
countries’ import prices. Interest rates affect exchange rates directly, and they
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are in turn affected by many other variables. Another important effect in the
model is the wealth effect from changes in the balance of payments,

Another way of looking at the overall results is the observation that if the
MC model is at all a good approximation of the economic linkages among
countries, attempts to use very simple models {(with unambiguous effects) for
policy purposes are not likely to be very successful. Trade multiplier models,
for example, seem likely to be quite misleading in this regard. In short, the
world economy seems complicated, and insights gained from simple models
may be misleading.



10 Optimal Control Analysis

10.1 Introduction

Optimal control technigues have a number of potentially important uses in
macroeconometrics. Solving optimal control problems for a particular model
may vield insights about the model that one would not pick up from
multiplier calculations. Depending on the objective function, the solutions of
optimal control problems are sometimes extreme in that they result in the
predicted values being considerably away from the historical values, and this
sometimes conveys new information about the properties of the model.
Optimal control techniques can also be used to evaluate past policies in the
light of particular objective functions. The techniques may also be useful in
the long run in helping to make actual policy decisions, depending on how
good an approximation to the structure of the economy models eventually
become.

10.2 A Method for Sotving Optimal Control Problems
10.2.1 The Method

Optimal control problems have historically been formelated in continuous
time and have been looked upon as problems in choosing fitnctions of time to
maximize an objective function. This is particularly true in the engineering
literature. Fairly advanced mathematical techniques are required to solve
these problems. For discrete time models, however, which include virtually
all macroeconomeitric models, optimal control problems ¢can also be looked
upon as problems in choosing varigbles to maximize an objective function,
The number of variables to be determined is equal 1o the number of control
variables times the number of time periods chosen for the problem. From this
perspective, optimal control problems are straightforward maximization
problems, and one can attempt to solve them using algorithms like the DFP
algorithm discussed 1in Section 2.4,
Let the model be represented by (6.1), which is repeated here:

(6.1) Sy, X, ) = u,, i=1,...,n
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The variables in the x, vector include both exogenous and lagged endogenous
variables. Among the exogenous variables are variables that are under the
control of the government and variables that are not. It will be useful to
redefine x, to include only noncontrolled exogenous variables, Let z, denote
the vector of control variables, and let g,_, denote the vector of all lagged
endogenous variables in the model, even variables lagged more than one
period. Rewrite (6.1) to include these changes:

(101) f;(yra q:—la-xzs zzsai)=uitn 1&1_’ SR ()
In the following discussion the coeflicients «; are assumed to be known with
certainty.

The first step in setting up an optimal control problem is to postulate an
objective function. Assume that the period of interestist=1, . . . , T. A
general specification of the objective function is
(10.2) W=y, .... ;X o« sXpaZy, v« - 5 Z7h

where W, a scalar, is the value of the objective function corresponding to
vatues of ¥, x,, and z, (¢ = 1, . . ., T). In most applications the objective
function is assumed to be additive across time, which means that (10.2) can be
written

T
(10'3) ”/= 2 hl(yn -Xla zl)s
=1

where i1{y,, x,, z,} 15 the value of the objective function for period ¢. The
function £ has a ¢ subscript to note the fact that it may vary over time. This
will be true, for example, if future periods are discounted.

The optimal control problem is to choose values of z;, . . . , z; 50 as to
maximize the expected value of ¥ in (10.2) subject to the model (10.1).
Consider first the deterministic case where the error terms in (10.1) are all
zero. Assume that z, is of dimension k, so that there are kT control values to
determine, and let z be the k7-component vector denoting these values:
z=(z,, . . ., Zy). For each value of z one can compute a value of W by first
solving the model (10.1} for 3y, . . . , yrand then using these values along
with the values for x,, . . . ., Xy and z to compute W in (10.2). Stated this

-way, the optimal control problem is a problem in choosing variables (the
elements of z} to maximize an urconstrained nonlinear function. By substi-
tution, the constrained maximization problem is transformed into the prob-
lem of maximizing an unconstrained function of the control variables:

(10.4) W = o 2).
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where ¢b stands for the mappingz — z,»,, . . . ,Vr. X1, . . . , Xy W.For
nonlinear models it is generally not possible to express y, explicitly in terms of
z;, and x,, which means that it is generally not possible to write Win (10.2)

explicitly as a function of zand x|, . . . , x7. Nevertheless, given values for
Xis - - ., X7, values of W can be obtained numerically for different values
of z.

Given this setup, the problem can be turned over {0 a nonlinear maximiza-
tion algorithm like DFP. For each iteration, the derivatives of ¢ with respect
to the elements of z, which are needed by the algorithm, can be computed
numerically. Each iteration will thus require &7 function evaluations for the
derivatives plus a few more for the hne search. Each function evaluation
requires one solution {dynamic simulation) of the model for T periods plus
the computation of ¥ in (10.2) after y,, . . . , yrare determined.

There is one important cost-saving feature regarding the method that
should be noted. Assume that there are two control variables and that the
length of the period is 30. The number of unknowns is thus 60, and therefore
60 function evaluations will have to be done per iteration to get the numerical
first derivatives. In perturbing the control values to get the derivatives, one
should start from the end of the control period and work backward. When the
control values for period 30 are perturbed, the solution of the model for
periods | through 29 remains unchanged from the base solution, so these
calculations can be skipped. The model only needs to be resolved for period
30. Similarly, when the control values for period 29 are perturbed, the model
only needs to be resolved for periods 29 and 30, and so on. This cuts the cost of
computing the derivatives roughly in half.

10.2.2 Stochastic Simulation Option

Consider now the stochastic case where the error terms in (10.1) are not zero.
It is possible to convert this case into the deterministic case by simply setting
the error terms to their expected values (usually zero). The problem can then
be solved as above. In the nonlinear case this does not lead to the exact answer
because the values of W that are computed numerically in the process of
solving the problem are not the expected values. In order to compute the
expected values correctly, stochastic simulation would have to be done. In
this case each function evaluation (that is, each evaluation of the expected
value of W for a given value of z) would consist of the following,

1. A set of values of the u, error terms in (10.1) would be drawn from an
estimated distribution.
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2. Given the values of the error terms, the model would be solved for
Yi» - - -, ¥rand the values of I corresponding to this solution would be
computed from (10.2), Let #7 denote this value.

3. Steps | and 2 would be repeated J times, where J is the number of trals,

4. Given the J values of W7 ( i=1,....,J), the expected value of W would
be taken to be the mean of these values.

o~ Joo
(10.4) W’ﬂ% E W,

This procedure increases the cost of solving the control problem by roughly
a factor of J, since the maximization algorithm spends most of its time doing
function evaluations. It is probably not worth the extra cost for most applica-
tions. It was seen in Chapter 7 that the bias in predicting the endogenous
variables that results from using deterministic rather than stochastic simula-
tion seems to be small for most models, and thus the bias in computing the
cxpected value of 1 is also likely to be small. At any rate, the stochastic
simulation option is always open if computer time is no constraint.

10.2.3 Comparison of the Method to Other Procedures

There are two main advantages of the method just described. Oneisthatitcan
handle very general objective functions; the objective function need not be
quadratic and need not even be additive across time. The second is that the
method is extremely easy 1o use. Assuming that a program is available for
solving the model, which is almost always the case, all that needs to be
supplied is a subroutine that computes B in (10.2) for a given set of RHS
values. In a program that is structured like the Fair-Parke program in
Appendix C, which allows one to move automatically from estimation to
solution, this is an important advantage. Given a subroutine that computes
1/, one can move automatically from estimation to solving control problems.
There are thus virtually no extra setup costs involved in using the method.
The method described above is “open-loop.” The alternative type of
method is “closed-loop,” where closed-loop feedback control equations are
derived. A feedback control equation is one that relates the current value ofa
control variabie to the lagged values of the endogenous variables. In the case
of a linear model and a quadratic objective function, it is relatively easy to
compute the feedback equations. (Chow 1975 is a good reference for this.)
One of the advantages of obtaining feedback equations is that they can be
used to compute the optimal control values for all future periods without
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having to solve any further problems. Given the realizations of the endoge-
nous variables for a given period, the optimal control values for the next
period can simply be computed from the feedback equations, For open-loop
methods, on the other hand, a new optimization problem has to be solved
after each period’s realization. Consider, for example, the problem presented
above, where optimal values for periods | through 7 were computed. If this
solution were used in practice, the optimal values for period | would be used,
but the values for periods 2 through T'would not. The latter values are needed
only to compute the period | values, After the realization in period 1, where in
general the endogenous variable values will not equal the values that were
expected at the time the control problem was solved, a new control problem
would have to be solved to get the optimal values for period 2.

In the linear-quadratic case, open-loop methods with reoptimization afler
cach realization and closed-loop methods lead to the same control values
being used each period. This is the certainty equivalence theorem. In the
general nonlinear case, analytic expressions for the feedback equations are
not available, so there is no known closed-loop solution. An interesting
question is whether the current open-loop method with stochastic simulation
to eliminate the bias in computing the expected value of W and with
reoptimization after each realization leads to the correct answer aside from
errors introduced by the stochastic simulation procedure. The answer is no,
Maximizing the expected value of W simultaneously with respect to
Zy, - . .,z fails to account for the fact that the optimal strategy is sequential
rather than simultaneous. (See Chow 1975, pp. 295-296, for a discussion of
this.) This is a subtle point, and it is an open question whether it is important
quantitatively.

Chow (1975, chap. 9) has proposed an alternative method for solving
optimal control problems in the nonlinear case. He suggests obtaining a finear
approximation to the model and a quadratic approximation to the objective
function and then solving the resulting linear-quadratic problem by standard
methods. One then iterates on the approximations, This method also does not
lead to the correct answer, although for a different reason than in the case of
the open-loop method. The linearization of the model must be around the
solution path of the deterministic control problem (since the future values of
the error terms are not known), and therefore the linearization is not quite
right, The computed optimal values are thus not truly optimal. The method
has the advantage that feedback equations are obtained, although this is not as
much of an advantage as it might at first appear. Even given the feedback
equations, ane may want {0 reoptimize afier the realization for a given period
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because the linearization will change. One will not get the same optimal
values for the period using the old feedback equations as one would get by
reoptimizing based on an updated lingarization,

From a computational point of view, Chow’s method is somewhat messy
because of the linear approximations. These approximations require consid-
erable storage space for the matrices, and it is not as easy to adjust for changes
in the model because for each adjustment the linearization must also be
adjusted. In addition, if the model is large, a large matrix must be inverted in
calculating the optimal values. An advantage of the method over the open-
loop method is that the computational costs only increase linearly in 7, the
length of the control period, whereas they increase roughly as the square of 77
for the open-loop method. {The cost for the open-loop method increases as
the square of 7" because an increase in T'increases both the number of control
values to determine and the cost of solving the model for a given function
evaluation.) There are thus likely to be some applications for which Chow’s
method is better and some for which the open-loop method is better. Whether
one will end up dominating for most applications remains to be seen.

The discusston so far has been based on the assumption that the coefiicients
are known with certainty. The question of how 1o handle coefficient uncer-
tainty in the nonlinear case is difficult, and no exact solutions are available,
This issue will be not be explored here; the interested reader is referred to
Chow (1976), who presents an approximate solution.

The discussion so far has also been based on the assumption that the model
is not a rational expectations model. The solution of optimal control prob-
lems for rational expectations models is discussed in Section 11,5,

10.2.4 Steps that a Policymaker Would Follow

For purposes of the discussion in the next section, it will be useful to review
the steps that a policymaker would follow if he or she were setting policies by
solving control problems. Assume that a policy decision is to be made at the
beginning of period 1 and that at this time data for period 0 and all prior
periods are available. Given the model (10.1) and, say, a horizon of length T,
the steps that could be followed are:

1. Estimate the coefficients of the model over the sample period ending in 0.

2. Form expectations of the exogenous vanables (other than the control
variables) for pertods 1 through 7.

3. Form expectations of the values of the error terms for periods 1 through 7
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4. Decide on the objective function (10.2) to be maximized.

5. Using some maximization algorithm (like DFP), maximize {10.2) with
respect 10 Zy, Z3, . . . , Zp. Let z¥, z¥, . . ., 2% denote the optimum
values.

6. Use z¥ as the vector of policy values for period 1.

After the values for period | have been realized, steps 1 -6 can be repeated
for peried 2. As noted in Section 10.2.3, the optimal value of z; that is
computed at this time s not in general egual to z¥ in step 5. The actual values
of the endogenous variables for period 1 are in general different from what
they were predicted to be, and therefore the initial conditions for the problem
beginning in period 2 are different from what the solution at the beginning of
period | implied that they would be. Also, the coeflicient estimates will have
changed because of the reestimation through period 1. The actual values of
the exogenous variables for period 1 will in general be different from what
they were expected to be, and the expectations for periods 2 and beyond are
likely to have changed.

If stochastic simulation is used, step 3 is replaced by a step in which the
distribution of the error terms is chosen. This distribution is then used in step
5 in the manner discussed in Section 10.2.2.

If Chow’s procedure is used to solve the control problem, step 3 is replaced
with this procedure. It is still necessary in this case to form expectations of the
error terms for periods 1 through T (step 3). because this is needed for the
linearization. Also, as noted in Section 10.2.3, steps I through 6 would be
performed again after the values for period 1 have taken place because these
values affect the linearization and thus the feedback equations. The different
coeflicient estimates and exogenous variable values will also affect the lineari-
zation.

The reestimation of the model in step 1 means that the coefficient estimates
are always based on the latest available data. This does not mean, however,
that by doing this one has accounted for coefficient uncertainty in solving the
optimal control problem. Nothing in this procedure informs the method in
step 5 that the coefficient estimates are to be reestimated in the future, and so
this information is not taken into account.

10.3 Use of Optimat Control Analysis to Measure the Performance
of Policymakers

It is common practice in political discussions to hold policymakers account-
able for the state of the economy that existed during their time in power.
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Policymakers are generally blamed for high unemployment, low real growth,
and high inflation rates during their time in power and praised for the
opposite. Although at first glance this may seem to be a reasonable way of
evaluating the economic performances of policymakers, there are at least two
serious problems with it. The first is that this kind of evaluation does not take:
into account possible differences in the degree of difficulty of controlling the
economy in different periods. The economy may be more difficult to control
at one time than another either because of more unfavorable values of the
uncontrolled exogenous variables or because of a more unfavorable initial
state of the economy (or both). The second problem with the evaluation is
that it ignores the effects of a policymaker’s actions on the state of the
economy beyond its time in power. If, for example, a policymaker strongly
stimulates the economy in the year of an election, in, say, the belief that this
might improve its chances of staying in power, most of the inflationary effects
of this policy might not be felt until after the election. Any evaluation of
performance that was concerned only with the time before the election would
not, of course, pick up these effects.

A measure of performance is proposed in this section that takes account of
these problems. It is based on the solutions of optimal control problems. This
performance measure requires that a welfare function be postulated and that
the economy be represented by an econometric model. The welfare function
must be additive across time. It will be convenient to take the objective
function to be a loss function to be minimized rather than a welfare function
to be maximized.

Let P denote either the entire period that policymaker pis in power or some
subset of this period. The measure, denoted M, is as follows (low values of A1
are good):

(10.5) M = expected loss in P given p’s actual behavior
— expected loss in P if p had behaved optimally
+ expected loss bevond P given p’s actual behavior and
given optimal behavior of future policymakers
— expected loss beyond P if p had behaved optimally and
given optimal behavior of future policymakers
=a—b+c—d

The term a — b is the expected loss that could have been avoided during Pifp
had behaved optimally. The term ¢ — dis the potential expected loss to future
policymakers from the fact that p did not behave optimally. If P is a subset of
the entire period that p is in power, then “future policymakers” in the
definition above may include p.
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Af takes account of the two problems mentioned earlier. If the economy is
difficult to control for p, then & will be large, which will offset more than
otherwise a large value of a. The term ¢ — ¢ measures the effects of p’s policies
on the economy beyond period P, where these effects are measured under the
assumption that future policymakers behave optimally.

The Computation of M

If a policymaker follows steps 1 -6 in Section 10.2.4, he or she will be said to
behave optimally. Remember, however, that the policy choice z¥ in step 6 is
not truly optimal because (1) the solution method is open-loop, (2) coefficient
uncertainty has not been taken into account, and (3) deterministic rather than
stochastic simulation has been used to compute the expected value of the
objective function. Asin (10.3), let 2{y,, x,, z,} denote the objective function
for period ¢, but now assume that it is a loss function rather than a welfare
function. The loss function for the control problem is thus £, Afy,, x,, z,).

In order to compute M, the period beyond £ must be specified. Let | be the
first period of P, and let P’ be the length of P. The period beyond P will be
assumed to run from P’ + 1 to 77, The symbol T will continue to be used to
denote the length of the horizon for the control problem. T is assumed to be
larger than 7. It should be a number that is large enough so that further
increases in 7" have a negligible effect on the optimal values for the first period
of the horizon. Since only the values for the first period ever get used, the only
criterion that needs to be used in deciding on the length of the horizon is the
cffcct of this choice on the first-period values.

The procedure for computing M is as follows. (Steps 1 -6 always refer to the
steps in Section 10,2.4)

(1) Perform steps 1 -6 for period 1. This requires choosing values for the
expectations of the exogenous variables and error terms for periods 1 through
1. These values should be estimates of what the policymaker actually knew at
the beginning of period 1. The optimal values z}, z%, . . . , z¥ minimize the
expected value of 7., 71{y,, x,, z,), where the expected value is computed by
means of deterministic simulation. Let #* denote the first term in the optimal
sum, let x¢ denote the values chosen for the expectations of the exogenous
variables for period 1, and let 4§ denote the values chosen for the expectations

- of the error terms for period 1. #* is computed by solving the model for period
1 using z¥, x{, #f, and g, and then using these solution values (denoted 7*)
plus x¢ and z*¥ to compute £ ¥. The vector ¢, is the vector of initial conditions.
h*is h, evaluated at §%, x¢, and z}. It isthe part of 4 in (10.5) that corresponds
to period 1.
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(ii) Let z, denote the actual value of the control vector for period 1. Given
z,, X%, uf, and g, solve the model for period 1 and then use these solution
values {denoted 7,) plus x§ and z, to compute the value of the loss function for
period 1t (denoted A,). 4, is h, evaluted at §,, x¢, and z,. It is the part of a in
{10.5) that corresponds to period 1.

(i) Let 1, denote the actual values of the error terms for period 1, and let x,
denote the actual values of the exogenous variables for period 1, Given 2%, x,,
i, , and gy, solve the model for periad 1. These solution values (denoted y*)
are estimates of what would have been observed in period 1 had the policy-
maker behaved optimally. Let ¢ denote the vector that includes y*. (If there
are lagged control variables in the model, then these variables should also be
in g,_, in Eq. 10.1. In this case z}} is in ¢*.)

(iv) Perform steps [-6 for period 2 using g* as the vector of initial
conditions. This will in general require choosing new values for the expecta-
tions of the exogenous vanables. Given z¥, x4, 15, and ¢/, solve the model for
7% and then compute A%. A% is the part of & in (10.5) that corresponds to
period 2.

{v) Given z,, x§, 155, and g, solve the model for peried 2 and then compute
#1,. g, is the vector of actual values of the initial conditions. £, is the part of 2 in
(10.5) that corresponds to period 2.

(vi} Repeat steps (iii), (iv), and (v) for periods 3 thrugh F’.

(vii) a in (10.5) is equal to £/, and b is equal to T2 A*.

(viii) Given the optimal values for period P’ from step (vi), z%, and given
Xpe, tp., and g% _,, solve the model for period P’. Denote the solution values
v%, and let g% denote the vector that includes y%.

{(ix) Perform steps 1 -6 for period P’ =+ 1 using g} as the vector of imtial
conditions. Given z8, |, X%, 4e4, and g%, solve the model for #%, | and
then compute A%, . A%, , is the part of d in (10.5) that corresponds to period
P’ + 1. This step 1s the same as step (1v) except for a different period.

(%) Repeat step (vin) for period P’ + 1, and then repeat step (x) for pcriod
P’ + 2. Keep repeating through period 7°. din (10.5) isequal to 2L .| h;“.

(xi) Perform steps 1 -6 for period P” + 1 using the actual value of ¢p as the
vector of initial conditions. To distinguish these optimal values from the
optimal values computed in step (ix), let zA% | rather than z% . | denote them.
Given z}2%,, x¢ Py 15.4,, and gp., solve the model for 7%, and then
compute aX% . h¥*%, is the part of ¢ in (10.5) that corresponds to period
P+ 1.

(xi1) Given z2% |, xpy, up +| . and gp., solve the model for period P* + 1.
Denote the solution values p X% |, and let g¥% | denote the vector that includes

YRR
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{xiii) Perform steps 1 - 6 for period P’ + 2 using g% , as the vector of initial
conditions. Given z2*,;, x%..,, U, and g2%,, solve the model for F3%,
and then compute A2%.,.

{xiv) Repeat step (xii} for period P’ + 2, where g% | is used as the vector of
initial conditions, and then repeat (xiii) for period P’ + 3. Keep repeating
through period 7”. ¢ in (10.5) is equal to £ L., ¥

This completes the computational steps. M is equal to ¢ — b+ c—d,
where g and b are defined in step (vii), ¢ is defined in step (xiv}), and dis defined
in step (x). The only difference between the steps involved in computing ¢ and
those involved in computing ¢ is that for & the series of control problems
begins from the initial conditions that would have prevailed had optimal
policies been followed during P, whereas for ¢ the series of control problems
begins from the initial conditions that actually prevailed.

It is clear that the work involved in computing M is substantial. Assume,
for example, that one is interested in measuring the performance of a
presidential administration in the United States during its four-year period in
office. If the model is quarterly, then 16 control problems need to be solved to
compute b in {10.5). If the period beyond P is taken to be, say, 24 quarters,
then 24 control problems need to be solved to compute ¢ and 24 need to be
solved to compute o. Computing M thus involves solving 16 + 24 + 24 = 64
control problems, each of length T, where T should probably be some number
like 40 (a 10-year horizon). Each of the 16 problems and each pair of the 24
problems require choosing values of the expectations of the exogenous
variables. Even though this i1s a substantial amount of work, it is not com-
pletely out of the question, It might not be unreasonable to use autoregressive
equations to generate the expectations of at least some of the exogenous
vartables, which would mechanize this part of the problem. The cost then
would merely be the computer time to solve the 64 control problems.
Although it is not feasible to do this for the results in this book, it should be
possible in the future with faster and cheaper computers.

Since the first step of steps 1 -6 is to estimate the coeflicients over the latest
available data, computing M also requires that the model be estimated a
number of times. The model was estimated a number of times for the results
in Chapter 8, and this is not that expensive. Note with respect to steps (iv),
(ix), (xi), and (xiti) that the estimation must be over the actual data, not the
data that would have existed had the policymaker behaved optimally. Thisis
one unavoidable difference between what a policymaker couid do in practice
and what can be done after the fact in measuring performance, Note also that
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reestimation can occur right before steps (1), (vii), (x), and (xi1) rather than
right after them. In other words, the model can be reestimated before the
*actual” values of the error terms are computed. If this were done, 1, in step
(iii) would be based on the model estimated through period 1 rather than
through period 0.

The problem of data revisions that was discussed in Section 8.2 regarding
the evaluation of ex ante forecasts is also a problem here. A policymaker must
make decisions on the basis of preliminary data, not the latest revised data
that are generally used in econometric work. One possible solution to this
would be to construct separate data sets for each starting point (that is, for the
solution of each control problem), where each data set contains the prelimi-
nary data that were used as initial conditions and estimated data for the future
periods that are consistent with the preliminary data. This 1s, however, a very
tedious task, and 1t 15 unlikely to be done very often in practice. Most often it
will merely be assumed that the latest revised data are good approximations to
the data that the policymakers actually used.

Comparison to Chow’s Measure

Chow (1978) has proposed a measure of performance that is almost identical
to M if the model is lingar and P consists of only one period. If the length of P
is greater than one period, the two measures differ more. For P length 2,
Chow’s measure in words is as follows.

(10.6) M’ = expected loss in period 1 given p's actual behavior in period 1

— expected loss in period | if p had behaved optimally in
period |

+ expected loss in periods 2 and beyond given p’s actual
behavior in period 1 and given optimal behavior in pe-
riods 2 and beyond

— expecied [oss in periods 2 and beyond if p had behaved
optimally in period 1 and given optimal behavior in pe-
riods 2 and beyond

+ expected loss in period 2 given p’s actual behavior in
.periods 1 and 2

— expected loss in period 2 if p had behaved optimally in
period 2 but not in period 1

+ expected ioss in periods 3 and beyond given p’s actual
behavior in periods | and 2 and given optimal behavior in
periods 3 and beyond
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— expected loss in periods 3 and beyond if p had behaved
optimally in period 2 but not in period | and given optimal
behavior in periods 3 and beyond.

The first four terms in ([0.6) are the same as those in (10.5) if Pis of length 1,
and therefore in this case A and Af’ are identical if the expected losses are
computed in the same way. In fact. however, Chow bases his computations of
expected loss on the closed-loop approach, whereas the computations for A/
are based on the open-loop approach with reoptimization. This means that
the expected losses are computed slightly differently even in the linear-qua-
dratic case. This difference is fairly subtle, and it is not likely to be of much
practical importance. '

For Plength of 2 it is clear that A and A’ differ more than merely in how
the expected losses are computed. Although there is no right or wrong answer
regarding which measure is better, the question that M’ answers does not
seem to be as relevant for policy evaluation as the question that Af answers.
Consider a presidential administration and a 16-quarter period. M compares
the administration’s actual behavior over the 16 quarters to the behavior that
it would have followed had it optimized over the 16 quarters. M’ compares
first the administration’s actual behavior in quarter 1 to the behavior that it
would have followed in quarter 1 had it optimized, then its actual behavior in
quarter 2 to the behavior that it would have followed had it started optimizing
in quarter 2, then its actual behavior in guarter 3 to the behavior that it would
have followed had it started optimizing in quarter 3, and so on through
quarter 16. M seems more relevant for policy evaluation since it simply
compares how well an administration did to how well it could have done had
it optimized from the beginning. The question that A’ answers is more
complicated and also seems to resemble less the kinds of questions that are
asked in practice about an administration’s performance.

10.4 Solution of an Optimal Control Problem for the US Model

This section contains an example of solving an optimal control problem for
the US model. The example is not realistic in the sense that the postulated loss
function is too simple to approximate well the preferences of policymakers.
The example is primarily meant to illustrate the properties of the model
regarding the trade-off between real output and inflation.
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10.4.1  The Loss Function and the Experiments

The period considered is 19731~ 19771V, and the loss function is

19771V GJNTPR —_ GATPR %* 12 G’]\‘TPD 4 v
7 = y : _GNPD, \*
107 L= > {[ GNPR? ] ””[(GNPD,_.) ‘]}

This loss function is additive across periods and is quadratic. The first term 15
the square of the percentage deviation of real GNP from the high-activity-
level GNPR*, and the second term is the square of the percentage change in
the GNP deflator at an annual rate. GNPR¥* is defined in Table A-4 in
Appendix A, The parameter A is the weight attached to inflation in the loss
function. :

One control variable was used: C,, federal government purchases of goods.
Monetary policy was assumed to be accommedating in the sense that the bill
rate was taken to be exogenous and equal to its actual value each quarter. This
means that the interest rate reaction function is not used. The Fed, for
example, does not respond to any fiscal policy stimulus by raising shori-term
interest rates. Actual values for the exogenous variables and zero values for
the error terms were used.

The objective is to choose C, to minimize L subject to the US model. There
are 20 values of C, to determine, one per quarter. The problem was solved
using the DFP algorithm. Actual values of C, were used as starting values.
Two problems were solved, one for A = | and one for A = 2. The results are
presented 1n Table 10-1,

10.4.2 The Results

The first column in Table 10-1 presents the actual values of C,, and the next
two columns present the predicted values of the output gap and the rate of
inflation that are based on the use of the actual C, values. The predicted
values are not equal to the actual values because zero error terms have been
used. The 19741975 period was one of low output and high inflation, and
the predicted values in the table are consistent with this.

The first set of optimal valuesis for A = 1. The value of the loss function was
lowered from .1470 to .1411. The output part of the loss was lowered from
0179 to 0069, and the inflation part was raised from .1291 o .1342. The
" optimal values of the output gap (the numbers in the a columns) are smaller
than the base values for the 1974—1976 period, and the optimal inflation
values are larger except for 19741 and 19761V, The optimal values of C, are
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TABLE 10-1. Results of solving an optimal centrol problem for the US model

predicted values Predicted values using optimal C,
X g
using actual Cg 1= 1 %= 2
G a b c a [ C a [
£ g 4
1973 1 12.45 -.81 7.15 11.36 -1.22 7.16 8.28 -2.34 7.20
I 11.65 -.28 8.70 9.80 -1.12 8.60 7.63 ~2.14 .26
il 11.45 -~ 78 8,60 13,18 -, 44 8.17 12.16 -i.04 7.84
v 12,12 _.78 6.72 11,73 -.90 7.01 9,69 -1.81 6.88
974 1 11,67 -1.83 7.51 13,71 -.88 7.27 12,46 -1.65 7.10
Il 2.10 «2.00 7.24 12,39 ~1.63 7,81 9.46 -2.93 7.45
111 12.07 -3.22  §.17 15.84 -1.78 9.25 12,21 -3.41 8.70
v 12,23 -4.78 9.0% 15,35 -1.86 9.57 lo.17 -3.46 9.19
1975 1 12,07 -5.34 7.24 18,85 -2.20 7.98 14,50 -4.17 7.54
11 i2.03 -5.19 2.31 17,33 -2,4% 10,71 12,59 -4.63 10.03
Il 12.45 -4.32 9.05% 16.46 -2.14 5,79 12,48 -4.,06 9.26
I 12.47 -3.45 7.08 16,68 -1,34 8,51 14,74 -2.56 8.13
1876 1 12.00 -3.30 6,14 14.93 -1.83 6,64 10.55 =-3.53 6,38
II 11.95 -3.47 .01 16.27 -1.72 8.19 12.57 -3.28 7.87
111 12.07 -3.18 6.47 15.55 -1.82 6.94 12,30 -3.04 6.59
Iv 12.20 -2.83 6.63 11.84 -2.72 6.62 5.64 -4.95 6,23
18977 1 12,27 -2,4% 10,14 12,14 -2.,52 .45 65,58 -4.78 8,80
11 12,92 -1.54 7,51 12.05 -1.76 7.19 5,64 ~3.26 6.50
111 13,37 -.95 7.47 7.70 -3.22 6.71 -.71 «6.02 £.531
1v 13,25 -.85 9,27 12,99 -1.36 8.57 11,96 -2.60 8.27
Value of L
A= 1 A= 2
Actual Cptimal Actual COptimal
Output loss L0178 L0069 L0179 0244
Inflation loss L1291 L1342 L2582 2448
Total loss T 141 L2l L iou?

Notes: a =100+ (GNPR - GNPR™}/GNPR® .,
b =180 [{axPD/oNen_ Y - 1]

« Cg is in units of billions of 1972 dollars.

larger for this period except for 19761V. The overall results thus say that given
the particular loss function and model, the optimal policy would have been
for more stimulus in 1974 - 1976 than actually existed.

The optimal C, values in the Jast two or three quarters are not to be taken
seriously because they are trading on the fact that there is no tomorrow after
the end of the horizon. These values have very little effect on the optimal
value for C, for the first quarter, which is the only quarter that matters for
carrying out actual policy.

The optimal C, values show fairly large fluctuations from quarter to
quarter, and this is one of the reasons the example is not realistic. In practice
there are constraints on the degree to which fiscal policy variables can be
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changed. The way in which this would be handled in the present context
would be to add a term like {C,, — C,,_ ) to the loss function. This would
penalize large quarter-to-quarter changes in C,. If this were done, other fiscal
policy variables might also be taken as control variables (with similar penal-
ties in the loss function) to increase the ability to minimize the loss with
respect to the basic target variables. With no penalties on the control variables
in the loss function, little i1s gained by using more than one control variable,
The fiscal policy variabies work roughly the same way with respect to their
effects on output and inflation, and thus the use of one to minimize a loss
function ir output and inflation does about as well as the use of many. In this
sense the control variables are collinear if there are no penalties on them in the
loss function.

The second set of optimal values is for A = 2, which is a higher weight on
inflation in the loss function. The value of the loss function was lowered from
2761 t0.2692. The output part of the loss was raised from .0179 to 0244, and
the inflation part was lowered from 2582 to .2448. On average the optimal
values of the output gap for 1974 and 1975 are not much different from those
for the base run. The second loss function 1s thus one for which the optimal
policy is not for more stimulus than actually existed in these two years.
Overall, the optimal policy is for less stimulus, since the output part of the loss
increases from the base solution to the optimal solution. The comments made
above about the fluctuations in C, pertain to both sets of optimal values, as do
the comments about the values at the end of the horizon.

It should be stressed again that this example is not realistic, not only
because no penalty on C, fluctuations was imposed, but also because of the
use of the actual values of the exogenous variables, If one were trying to
approximate what could have been done during this period, estimated values
should be used. In addition, the model should be estimated only up to the
beginning of the control period, and separate control problems should be
solved at the beginning of each quarter. In other words, this example is not
what would be done if one were trying to compute the measure of perform-
ance discussed in Section 10.3.

10.4.3 Computational Experience

The program that | wrote for the DFP algorithm, which is discussed in Section
2.5, was used to solve the optimal control problem. The accuracy of the
answer depends on the tolerance criteria used for the Gauss-Seidel technique
in solving the model. The criteria that are discussed in Section 7.5.1 were
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used. Given this, the DFP algorithm essentially converged after six iterations
for the A = 1 problem. The use of two-sided derivatives resulted in a value of
the loss function of .141150 after six iterations, Further iterations did not
lower this value. The use of one-sided derivatives resuited in a value of the loss
function of .141175 after six iterations, and further tterations did not lower
this value. The use of two-sided derivatives thus gave a shightly more accurate
answer. Each iteration required about 50 function evaluations when two-
sided derivatives were used, 40 for the derivatives and 10 for the line search.
The number of function evaluations was 20 less per iteration when one-sided
derivatives were used.

The procedure that was discussed at the end of Section 10.2.1 for saving
computer time was not used for the present results, which means that each
function evaluation required solving the model for 20 periods. Although the
cost-saving procedure was not used, the problem was programmed in such a
way that the starting values for the Gauss-Seidel algorithm were always the
solution values from the previous function evaluation. These are generally
very good starting values in the sense of being close to the final answer.
{(When, for example, the derivative with respect to the control value for
quarter 10 is being computed, with the derivative with respect to the quarter 9
control value having been computed in the previous function evaluation, the
number of passes through the model per quarter for the first 8 quarters is
merely one, since the solution for the first § quarters is the same for both
derivatives.) As a result, the Gauss-Seidel technique required on average
fewer passes through the model to achieve convergence for a given quarter
than are required for other problems. The average cost per solution per
quarter for the control problem was about .| seconds on the IBM 4341, which
compares to about .2 seconds for other problems. The cost per function
evaluation was thus about .1 seconds X 20 quarters = 2 seconds, and so the
cost per iteration of the DFP algorithm when two-sided derivatives were used
was about 2 seconds X 50 function evaluations = .67 minutes.

The BFGS algorithm was also used to solve the control problem, and the
results were almost identical to those for the DFP algorithm. The BFGS
algorithm also converged to the allowed accuracy after six iterations.

The computational experience for the 1 = 2 problem was almost identical
to that for the A = 1 problem. The only notable difference is that seven rather
than six iterations were needed for convergence.



11  Models with Rational Expectations

11.1 Introduction

The model considered in this chapter is one in which expectations of future
values of endogenous variables appear as explanatory variables in the sto-
chastic equations and the expectations are assumed to be rational in the Muth
(1961) sense. This means that given a set of expectations of the exogenous
variables, the expectations of the endogenous variables are equal to the
model’s predictions of these variables. The model (6.1} that was used for
Chapters 6 - 10 must be modified for this chapter. The model will be written

(lll) J:( s Vi—1s -+ - syt—p! E}’u EyH—Es v E.Vt+hﬂxnai)wui(s
i1 i1

i—1

i=t,....n t=1,....T

where ¥, is an n-dimensional vector of endogenous variables at time ¢, x, is a
vector of exogenous varables at time ¢, £ is the conditional expectations
—1

operator based on the model and on information through period ¢t — 1, ;is a
vector of unknown coefficients, and u, is an error term. Compared to the
notation in {6.1), x, now includes only exogenous variables rather than both
exogenous and lagged endogenous variables. As was the case for (6.1), the first
m equations in (11.1) are assumed to be stochastic, with the remaining w,
(i=m+1, ..., nidentically zero for all £.

The key difference between (6.1} and (11.1) is the assumption that the
expectations are rational. If they are not, but are instead, say, a function of the
current and lagged values of a few variables, they can be substituted out of
(1L.1) to end up with a model like {6.1). This may introduce restrictions on
the coethcients, but (6.1) already encompasses such restrictions. An example
of this type of substitution is presented in Section 2.2.2, (2.1)-(2.3). In this
case the expectation is only a function of the lagged values of the own variable.
Another example is presented in Section 4.1.3, where expectations of price
and wage inflation are assumed to be functions of a few lagged values,

An example of (11.1) is Sargent’s model in Section 5.4, where the expecia-
tions variable F,_,p, appears as an explanatory variable in the first two
equations, Another example is presented later in this chapter in Section 11.7,
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where the US model is modified to incorporate the assumption that there are
rational expectations in the bond and stock markets.

The question of how to estimate and solve (11.1) is not easy. The next three
sections are concerned with this question. A numerical method for solving the
model for a given set of coefficients is discussed in Sections 11.2.1 and 11.2.2.
A simple example is presented in Section 11.2.3 to motivate the method and
to relate it to analytic techniques that have been used in previous research for
solving and estimating rational expectations models. A numerical method for
obtaining the full information maximum likelihood estimate of the coeffi-
cients is presented in Section 11.3. The possible use of stochastic simulation is
discussed in Section 11.4, and the solution of optimal control problems for
rational expectations models is considered in Section 11.5, Examples of using
the methods are presented in Sections 11.6-11.8,

The solution method is an extension of the iterative technique used in Fair
(1979d). In addition to dealing with serial correlation and multiple viewpoint
dates, the extension involves an iterative procedure (called type 11T in the
following discussion) designed to ensure numerical convergence to the ra-
tional expectations solution.

The estimation method is an extension to the nonlinear case of full
information maximum likelihood techniques designed for linear rational
expectations models, as described by Wallis (1980) and Hansen and Sargent
(1980, 1981). Applications to particular economic problems are found in
Sargent (1978) and Taylor (1980). The connection between the estimation
problem considered in this chapter and the one considered by Hansen and
Sargent appears in the f; functions in (11.1), which for Hansen and Sargent
would represent first-order conditions for the linear-quadratic optimization
problem that they consider. Chow (1980) has proposed an alternative ap-
proach that leads to the same functional relationship between the structural
parameters and the likelihood function as does the Hansen and Sargent
approach.

Full information estimation techniques are particularly useful for rational
expectations models because of the importance of cross-equation restrictions,
where most of the testable implications of the rational expectations hypoth-
ests lie, For linear models one can exphicitly calculate a reduced form of model
(11.1) in which the expectations variables are eliminated and nonlinear
_ restrictions are placed on the coeflicients. Under the assumption that the u,
are normally distributed, this restricted reduced form can be used to evaluate
the likelihood function in terms of the structural coeflicients. The maximum
of the likelihood function with respect to the structural coefficients is found
using some maximization algorithm like DFP.
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For nonlinear models the reduced form cannot be calculated explicitly, but
it can be calculated numerically. The estitmation strategy here 1s to replace the
calculation of the restricted reduced form in linear models with the numerical
solution in nonlinear models. This permits one to evaluate the likelihood
function in terms of the unknown structural coeflicients much like in the
linear case.

Although the solution and estimation methods described here should
expand the range of empirical problems that can be approached using rational
expeclations, there is a limitation that may affect their general applicability,
Because of computational costs, it is necessary in some applications to
approximate the conditional expectations that appear in (11.1) by setting the
future disturbances u,, equal to their conditional means in a deterministic
simulation of the model. In nonlinear rational expectations maodels, the
conditional expectations will involve higher-order moments of the u,, in
addition to their means. (See Lucas and Prescott 1970, for example.) Al-
though it is possible, as discussed in Section 1 1.4, to use stochastic simulation
to obtain the conditional forecasts, this is computationally expensive. The
results in Chapter 7 suggest that the bias introduced by using deterministic
rather than stochastic simulation to solve models is small for typical macro-
econometric models, and thus for many applications the use of stochastic
simulation for rational expectations models is not likely to be needed. For
other applications, however, the deterministic approximation may not be
accurate, and stochastic simulation will be needed ¢ven though it is expen-
sive,

With respect to (11.1), it should be noted that the model can include
expectations of nonlinear functions of the endogenous variables. For exam-
ple, if y 5, == y%,, then the appearance of E 3, in one of the equations indicates

—1
that agents are concerned with the conditionally expected vartance of y,,. The
mode! does not, however, include expectations based on current period ()
information, The incorporation of such variables does not cause difficulties
for the solution of the model (as described below), but it does cause difficulties
for estimation since the Jacobian of the transformation from the , to the J, is
altered,

11.2 A Solution Method

The numerical solution of (11.1) for a particular period s and for a given set of
values of the o; coefficients is considered in this section. The model without
serial correlation of the errors is considered first, and then the modifications
needed for the serial correlation case are discussed.
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In the following discussion E x,, will be used to denote the expected value
—1

of x,, based on information through period ¢ — 1. Both the actual realiza-
tions of x, and the expected values are assumed to be known. If there are any
exogenous variables that are not known but can be described by a known
stochastic process. these are treated as endogenous and incorporated in the y,
vector. In this section, all simulations of the model are deterministic and are
subject to the approximation mentioned in Section 11.1,

11.2.1 Models without Serial Correlation: The Basic Method

If one were given numerical values for the expected endogenous variables in
(11.1) for all periods from s on, then it would be straightforward to solve the
model for period 5 using the Gauss-Seidel iterative technique. The numerical
method described here entails a series of iterations that converge from an
arbitrary initial path of values for these expectations to a path that is consist-
ent with the forecasts of the model itself. Let the initial set of values for the
expected endogenous variables, £ y...,, berepresentedasg,, r=10,1, . . . .
s—1

Since in general the model will have no natural termination date, an infinite
number of these values need to be specified in principle. In practice, however,
only a finite number will be used in obtaining a solution with a given finite
tolerance range. The initial values are required to be bounded: |g,| < A for
every r, where M is not a function of r.

The solution method can be described in terms of five steps.

1. Choose an integer k, which is an initial guess at the number of periods
beyond the horizon # for which expectations need to be computed in order to
obtain a solution within a prescribed tolerance level 4. Set E vy, equalto g,

5§
r=0,1, ..., k+ 2h Forthe purpose of describing the iterations, call these
initial values e{1,k),r=0, I, . . . , k + 2h; the values at later iterations will
then be called efi,k), i > 1.

2. Obtain a new set of values for Ey,,,,r=0,1, . . . ,k+ & bysolving

51
the model dynamically for y,,,, r=0, 1, . . . , k+ A This is done by sect-
ting the disturbances to their expected values (usually zero), using the
values E x,, . . ., E X4+ in place of the actual x’s, and using the values

s—1 =1
e ik} in place of E y,,,. Call these new guesses e(i + L k)., r=0,1,.. .,
s=1
i + 4. 1f the model is nonlinear, the solution for each period requires a series
of Gauss-Seidel iterations, Call each of these a type I iteration.
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3. Compute for cach expectations variable and each period the absolute
value of the difference between the new guess and the previous guess, that is,
compute the absolute value of the difference between each element of the
efi+ 1, k) vector and the corresponding element of the e(i k) vector for
r=0,1, . . . ,h+ k Ifany of these differences are not less than a prescribed
tolerance level (that is, if convergence has not been achieved), increase f by |
and return to step 2. If convergence has been achieved, go to step 4. Call this
iteration (performing steps 2 and 3), a type II iteration. {The type II tolerance
level should be smaller than J, which is the overall tolerance level. Similarly,
the type I tolerance level should be smaller than the type I tolerance level.)
Let ¢,(k) be the vector of the convergent values of a series of type I iterations
(r=20,1, Jk+ A

4. Repeat steps 1 through 3 replacing & bv &+ 1. Compute the absolute
value of the difference between each element of the ek + I) vector and the
corresponding element of the ¢(k) vector, r=20, 1, . . . , i If any of these
differences are not less than J, increase & by 1 and repeat steps 1 through 4. If
convergence has been achieved, po to step 5. Call this iteration (performing
steps 1 through 4) a type III iteration. Let ¢, be the vector of the convergent
values of a series of type Il iterations (r==0, 1, . . . , A).

5.Usee for Ey,,r=0,1, ...,k and the actual values for x, to solve

51
the model for period s. This gives the desired solution, say 7, and concludes
the solution method.

To summarize, the method just outlined iterates on future paths of the

expected endogenous variables, Iy, . Starting from an initial guess at the
=1

pathg, . r=0,1,2, . . ., k+ 2h, the path is extended beyond k + 2/ until

further extensions do not affect the solution by more than §.

Note with respect to step 3 that in the process of achieving type I1
convergence, the initial guesses e (LK), r=k-+h<+ 1, . .., k-+ 2k never
getchanged. These guesses are needed to atlow the model to be solved through
period s + £ + k. Also note that when one is repeating steps | through 3 for
k + 1, it may be possible to speed convergence by using some information
from iteration k. The most obvious thing to do is to use as initial guesses
ellk+ 1)=efk),r=0,1, ..., k+ h The values g, would then be used
forefl.kt+ 1), r=k+hn+1,... . k+2h+1.

Computational costs for the method are determined by the total number of
passes through the model required for convergence. A pass is simply a single
evaluation of the LHS endogenous variables in terms of the RHS variables,
Let N, be the number of type | iterations required for convergence, and let N,
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be the number of type II iterations required for convergence. Then the
number of passes through the model required for one type III iteration is
given by the product of the number of passes for one type II iteration,
N, X (h+ k+ 1), and the number of type Il iterations required for conver-
gence, N,. The total number of passes through the model to obtain type III
convergence is given by the sum of this expression from A to kK + N; — 1,
where N, is the number of type IIT iterations required for convergence. In
other words, the number of passes through the model required by type IIl
convergence is approximately
kt-N—

Y N XN X {(h+g+ D)

=k )
This formula is only approximate because it is based on the assumption of the
same number of type @ terations for each period and the same number of type
11 iterations for each type 11l iteration, In practice this is usually not the case.

Two points about the solution method should be noted. First, it can be
easily modified to handle the case in which the expectations are based on
information through period s rather than through pericd s - 1: one just
replaces E by E everywhere. Second, if the expectations horizon is infinite

51 §
(h = =), then it must be truncated first. For most models the error introduced
by this truncation for reasonably large values of 4 is likely to be small. A large
value of £ means, of course, that a large number of calculations are required
per type 1l iteration, and thus in practice there may be a trade-oft between
truncation error and computational cost,

For a general nonlinear model there is no puarantee that any of the
iterations will converge. If convergence is a problem, it is sometimes helpful
to damp the successive solution values. “Damping” means to take the value
of a variable at, say, the start of iteration # to be some fraction of the difference
between the value actually computed on iteration # — 1 and the value used at
the start of iteration n — 1. (See the discussion of damping in Section 7.2.)

In special cases a problem may have terminal conditions. If. say, the values

Ey . r=k+h+1,...,k+ 2k, are known, then the present method
=1
gives the correct answer after type I1 convergence. No type Il convergence
tests are needed because the valucs for perods s+ Kk + A+ 1 through
- s+ k+ 24 are known. Cases with terminal conditions are referred to as
two-point boundary value problems. They have been used to study rational
expectations models when one can approximate the terminal conditions with
steady-state values, which may be derived in certain situattons. (See Lipton et
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al. 1982, who use a “multiple shooting” method to solve the two-point
boundary value problem.) The approximation that comes from equating the
terminal conditions with the steady-state values does not arise with the
present method. Moreover, the method dees not require that one compute
steady-state values beforehand.

One final point about the solution method should be noted. If the model
either has no exogenous variables or if the actual values of the exogenous
variables are used for all periods, the solution values of the expectations—
Eyo,r=0,1,.. .,k h—are the final predicted values of the model. This

s—1
means that f, instep 5 issimply F y,, and therefore step 5 does not have to be
51

done, It also means that if a dynamic simulation is to be run for, say, periods s

through 5 -+ ¢, the model only needs to be solved once in the above manner

{for penod 5) 1o get all the predicied values if ¢ is less than or equat 10 A.
For purposes of the following discussion, the method presented in this

section will be called the “basic method.”

11.2.2 Models with Serial Correlation

Forecasting and Policy Applications

The case of first-order serial correlation is considered in this section:
(11.2) w,=pu, te, i=1,...,n

where the p; are serial correlation coefficients. The solution method is first
modified for applications in which there are enough data prior to the solution
period s to permit calculation of the solution values with only a negligible
effect of the errors prior to period s — 1. This situation is likely to occur in
forecasting or policy applications, where a large sample prior to the simula-
tion period is usually available. The method is then modified for estimation
applications, where sufficient prior data are generally not available.
First note that (11.1) and (11.2) can be combined to yield

(11.3) JOn ¥ - s Yimps Ve—p—1+ Eyv, EVar, o oy BV

—1 t—1 —1

Eyzmls Eyzs L Eyz+k—lsxz’xr—1:ai! pi)meirs
t—2

=2 =2
i=1,...,H

where the p; can be thought of as structural coefficients. For solution purposes
the important difference between (11.1) and (11.3) is the addition in {11.3} of
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an extra viewpoint data (¢ — 2). This requires an additional type of iteration,
denoted type 1V.

If one were given values for the expectations with viewpoint date s — 2,
then (11.3) could be solved using the basic solution method in Section 11.2.1.
The expectations with viewpoint date s — 2 could be obtained by solving the
model one period earlier at time 5 - 1, but this in turn would require values
for the expectations with viewpoint data s— 3, and so on. By working
backward in this way, however, it is possible to ensure that these initial values
have negligible influence or the current period s.

The procedure is as follows.

{a) Choose an integer j, which is an initial guess at the number of periods
before period s for which the model needs to be solved in order to achieve the
prescribed tolerance level. Set E y,_,_,,,,r=0,1, . . . , A toaninitial set

s—i—2
of values. {As with the basic method, the initial guesses are required to be
bounded.)

(b) Given the values from (a), solve the model for period 5 — j using the
basic method. For this solution the viewpoint date for the expectations for
x,—, and beyond is s — f — 1. Actual values are used for x,_;_,. The solution
yields values for E y,_,4,,r=0,1, ..., A

s—j=F

(c) Given the expectations with viewpoint date s — j — 1 from (b), solve the
model for period s —j+ 1 using the basic method. For this solution the
viewpoint date for the expectations for x,_,,, and beyond is s — j. Actual

values are used for x,_,_,. This solution yields values for £y, ;.. r=0,
5=

1, . . ., h Continue this procedure {using the basic method to solve for the

next period, given the solved-for expectations from the previous period)

through period s. The solution for period s yields values for E y,,,, r=0.

s 1

1,....Mh
(d) Increase j by 1 and repeat (a) through (c). This yields new values
for Ey,,,r=20,1. ..., h Compare these values to the values obtained

s—1
by using the smaller ;. If any new value is not within the prescribed tolerance
level of the old value, increase 7 by 1 and repeat steps (a) through (c). Keep
doing this until convergence is reached. Call this iteration {performing steps a
" through ¢) a type IV iteration. (The tolerance level for the type 1V iterations
should be greater than 4, the tolerance level for the type I iterations.)
(e) After type IV convergence one has final vatuesof E y,..and Ey._.,,

s 5—2
r=10,1,...,h Usethesevaluesand theactual values of x,and x,_, to solve
the mode) for period s.
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Each type 1V iteration requires solving the model for j + 1 starting points
{that is, achieving type III convergence j+ 1 times). The serial correlation
case is thus considerably more expensive than the nonserial correlation case
when one is solving the model for one peried. However, no additional iype LV
iterations are required for solving the model for periods later than s, once the
solution for period s has been obtained. The predictions with viewpoint date
s — 1 are known after solving for period s, for example, and they can be used
in solving for period s + 1.

It should be emphasized that type I'V iterations can handle problems that
are more general than the case of first-order autoregressive errors. In particu-
lar, the expectations variables with viewpoint dates ¢ — 2 need not arise solely
from the presence of autoregressive errors, and there can be more than two
viewpoint dates. If, say, viewpoint date 7. — 3 were also included in the model.,
the only change in the procedure would be the addition of initial guesses for

E  values in step (a). One would merely need to keep track of three sets of
s—j—3
expectations instead of two as the solutions proceeded from period 5 — j to
period s.

Estimation Applications

Type IV iterations require sufficient data prior to the solution period that the
initial guesses have a negligible effect on the solution. In most estimation
problems one would not want to lose as many observations from the begin-
ning of the sample as would be required for type IV convergence. Fortunately,
there is a way around this problem, which is based on an assumption that is
usually made when one is estimating multiple equation models with moving
average residuals. This assumption is that the last presample urncorrelated
error is zero: in particular that €,_; = 0 in (11.2) when one is solving for
period 5. As before, the case of first-order serial correlation is considered;
generalization 1o higher orders is fairly straightforward. The method requires
data for period 5 — 1. (Data before period 5 — 1 will be needed if there are
lagged endogenous or lagged exogenous variables in the model. It is implicitly
assumed here that sufficient data for the lagged variables are available for the
solution for period s — 1.) Rather than first transforming (11.1) into (11.3),
the method works directly with (11.1), treating {11.2) as another set of
equations.

If u,,_, were known, then (11.1) could be solved for period s — 1 and
all subsequent periods using the basic method and the fact that
E t4y4, = p" Pu,_, . In other words, in the dynamic simulations that under-
$—=2
lie the basic method, one would use 5" ?1,,_, on the RHS of (11.1). The
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problem then becomes one of choosing an appropriate value for v,,_,. Thisis
where the assumption about €., comes in. The idea is to choose u,,_, in such
a way that when the model is solved for period 5 — I, it generates a value of
€., = 0; thatis, w,,_, = pj;..o. The rationale for this choice is simply that 0
is the unconditional mean of €,_,, and thus the actual value is likely to be
relatively close to this value.

An iterative procedure for choosing u;,_, so that €,_; = 0 can be described
as follows (note that each calculation is performed for cach equation
i=1,...,m.

{1) Guess values for the error terms u,,_,.

(it) Given the values from (i), solve the model for period 5 — 1 using the
basic method. Note that E u,,,is set to g\ Yu;,_, in calculating the predicted

s—2
values.

(ii) Given the predicted value of y,_, (F,.,) from step (ii), calculate
&t = Vig—1 ™ Py and i, = piy_» + €., where u,,_, is the initial guess.
If&, . , is not within a prescribed tolerance level of 0, then convergence has not
been reached, (that is, the solution is not consistent with the assumption that
€51 = 0).

(iv) If convergence is not reached in (iii), set the new value of %, equal to
i, /p; and do (ii) and (iii} over for these new values. Repeat this until
convergence is reached.

(v) Using the converged iterate u,,_,, compute i, = pt,._,. Given these
values, solve for period 5 using the basic method, where in this case

Eu,,.=p" "u,_, is used in calculating the predicted values. This com-

5k
pletes the solution for period s.

Once the solution for period s has been obtained, the solutions for periods
s+ 1 and bevond do not require further iterations from those used by the
basic method. The reason for this is that the forecasts with viewpoint date
s — 1 are known after solving for period 5.

11.2.3 A Simple Example

~ The conditions under which the solution method just presented will converge
from an arbitrary set of initial guesses to the rational expectations solution are
examined for a simple lingar model in this section. The aim is to motivate the
method and relate it to existing analytic techniques.

A scalar linear version of (11.1) with senal correlation is given by
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(11.4) y=aFky,tyEx+u,

-1 —1
(“5) xzm’]'xr—l +€2.rs
(1]6) iy, = Py +€lz=

where v, 7, A, and p are scalar parametersand {€,,. €,,) is a serially uncorrelated
vector. It is assumed that |A] <1 and [p| < I. Equations (11.4) and (11.5)
correspond to (11.1) when the exogenous variable x, is assumed to follow a
known stochastic process, and (11.6) corresponds directly to the autoregres-
sive error assumption made in (11.2).

The rational expectations solution of (11.4) through (11.6) in period 5 is
given by '

(11.71) Ey, = 3o x_ + Yolpuy,
s—1 =0 =0
YA

“T—a st

p
E——ap Ups—1 -

(See Hansen and Sargent 1981 and Taylor 1980 for discussion of an analytic
solution method.) Note that the last equality in (11.7) requires that |ed| < |
- and|ap| < 1, which will be satisfied if |ot] < 1. The objective is to show that the
numerical solution method generates the same solution value as that given in
{11.7). For now take u,,., as given; a procedure for calculating u,,_; is
described subsequently. Recall that ¢,(i,k) is the puess of E y,,, on type 11

3—1
iteration 7 and type III iteration 4. Each type Il iteration is started with an
initial set of guesses e{1,k),r = 0,1, . . . ,k+ 2(h= linthisexample). The
aim is to show that lim ex(i,k) equals the RHS of (11.7).

ik oo

For a fixed & the type II iterations can be described by the set of equations

(11.8) eli+ 1, k)= e, (LK) + pUx.; + Py,

where r=0, I, . . . , k+ 1. By repeated substitution
k+1
(1L.9) etk + 3, k) = (V™ eyl k) + 723 (ad)x,
A=t
k+1

+ pZ(ap)kuls—l »
h=1

which is the converged iterate of the type Il iterations for a fixed k. Equation
{11.9yis not equal to the RHS of (11.7). However, if || < 1, then the limit of
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e(k+ 3, k) as k— = is equal to the RHS of (11.7). This motivates the
requirement that the initial values e, ,(1,k) = g, are bounded, and it shows
that type 111 iterations converge to the rational expectations solution. Note
that in this model the solution is independent of all g, values. Given that the g,
values are bounded, type Il iterations ensure convergence to the correct
ANSWET.

Note that the condition for this convergence (o] < 1) is identical to the
condition needed to obtain a unique solution in rational expectations models
(see Taylor 1977). This suggests that the numerical method will converge in
the class of rational expectations models for which the uniqueness conditions
hold, although a general proof is still open.

This example will now be used to illustrate the relationship between the
procedure described in Section 11.2.2 (designed to choose initial conditions
for estimation applications) and the conditional maximum likelihood esti-
mates of linear ARMA models.

Substituting (11.7) into (11.4) results in
VA

Ji
. oy _ +___
(11.10) y‘_l AX’ vy p

Up—y €.

Subtracting the lagged value of (11.10) multiplied by p from (11.10} results in
the “quasi-differenced” expression

2
(11D y=py_,+ % (X1 —px_)+ ~1~—-_--&-E €, €,
which when combined with (11.5} gives a two-dimensional vector
ARMA(2,1) model with nonlinear constraints on the parameters. For esti-
mation of the parameters of this ARMA model it is necessary to calculate the
residuals (€,,, €;,) in terms of the data and the parameters. For “*conditional”
maximum likelihood estimates, this calculation is started by setting €,,_; = 0
and taking y,_;, X,_,. and x,_, as given, where s is the beginning of the
estimation period. The residual €, is then computed by subtracting (11.11)
with these values from the actual observation p,. The residuals for later
periods are calculated recursively using this computed residual €.

The procedure described in Section 11.2.2 is designed to calculate these
“conditional” residuals numerically for hingar as well as nonlinear models.
This can be illustrated by showing that

- A
(112} Fy=pry + T2 (X = pXe)
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when the value u,,, in (11.7) is chosen according to the procedure outlined
in steps (i) through (v) in Section 11.2.2. It is known from (11.7) that the basic
numerical solution method will generate

ad

(11.13)y 7, m-l——aixsnz +"¥—_—ap

Hyg—2

when applied in periad s — 1, as indicated in step {ii}. [terating steps (i) and
(iv) will yield a converged iterate of wu,_, that has the property that

Voo — Fimr = €, = 0 to within the tolerance level. From (11.13) this value
of 1,,_, 18 given by

1 —ap yA
(1114 = Py (y.v—-i T

and therefore

7
(11.15) g = prtyea=1(1 — ap)(ym 1=k XH)-

Substituting (11.15) into (11.17) yields (11.12), which is what is to be shown.
Note that when analytic techniques can be used, it is trivial to choose u,_,
according to (11.14), but when the solutions are calculated numerically, it is
necessary to search for the value u,. ; that gives €;,_, = 0.

11.3 FIML Estimation
11,3.1 Evaluating and Maximizing the Likelihood Function

FIML estimates of the coefficients are obtained by maximizing L in {6.33),
which is repeated here:

_ T T
(633)  L=—3loglS|+ 3, loglJl.

i1

. . y N .
S is the m X m matrix whose j element is 7 5_‘1 uytt,, and J, is the n X n
=

Jacobian matrix whose ij element is df;/dy,. Because the expectations in
(11.1) are based only on information through period ¢ — 1 {and thus not on
' '+, the derivatives of the expectations with respect tothe y, (j=1, . . . ,n)
are zero. The expectations are thus like the exogenous variables with respect
to the Jacobian calculations.
Given the solution method in Section 11.2, it is straightforward to compute
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L for a given value of « for rational expectations modeis. If there is no serial
correlation, then for a given value of c¢ one cansolvefor Ky, Ey..q, . . .,
5= s—1
Eyapfors=1,2, ..., T using the solution method, These values can
51
then be used in conjunction with the y and x data to compute values of u;,
{s==1,2, . .. ,T)and thus the matrix S. The Jacobian determinants can be
computed in the usual way, thereby completing the determination of L. The
extra work involved in the catculation of L for rational expectations models
thus consists of using the solution method to compute the expected values for
each of the T viewpoint dates. For models without rational expectations none
of these calculations are needed. Given this extra work, however, FIML
estimates can be obtained in the usual way by maximizing I numerically with
respect to «. For small models an algorithm like DFP may be sufficient to
maximize L, but for other models the Parke algorithm is likely to be needed.
When the u, follow a first-order autoregression process, only one main
change to the procedure given above is necessary. In this case steps (1) through
(iv)in Section 11.2.2 are needed to calculate the expected values for the first
sample point (say, period 2). Given these expected values, which have
viewpoint date 1, the expected values for period 3 can be obtained using the
solution method. These expected values can then be used in the calculation of
the expected values for period 4, and so on through the end of the sample
period. The only extra work in the serial correlation case pertains to the first
sample point. Numerical maximization in this case is with respect to both the
structural coefficients and the serial correlation coeflicients.

11.3.2 A Less Expensive Method for Maximizing the Likelihood Function

The procedure in Section 11.3.1 i1s expensive because many evaluations of L
are needed in the process of maximizing the likelihood function, and the
model must be solved T times for each evaluation of L. This requires a very
large number of passes through the model for a given estimation problem. In
this section a way of modifying the estimation method is considered that
requires fewer calls to the solution method. This modification is as follows.

(A) Given the initial value of ¢, solve for Ev,, EFy,, ..., EV.,for

=1t s—1 -1
s=1,2, ..., Tusing the solution method. This requires doing steps
1-51in Section 11.2.1 T times. Call the solution values from this step the
“base’ values.

{B) Perturb each coeflicient (one at a time) from its initial value and use the
solution method to get a new set of solution values. From these values and
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the base values, calculate numerically the derivatives of the expectations
with respect to the coethicients. This step requires doing steps | -5 T'times
for each coeflicient.

(C) In the procedure that calculates L for a given value of «, use the base
values and the derivatives to calculate new expected values for each new
value of . This eliminates the need to use the solution method in
computing new values of L.

{D) Once the maximization algorithm has found the value of & that maxi-
mizes L, compute a new set of base values using the new value of ¢ and a
new set of derivatives. Given the new derivatives. use the maximization
algorithm again to find the value of v that maximizes L. Keep doing this
until the successive estimates of & from one use of the maximization
algorithm to the next are within a prescribed tolerance level.

The advantage of this modification is that once the problem is turned over
to the maximization algorithm, the solution method is no longer needed. The
use of the base values and derivatives in the calculation of L is very inexpen-
sive relative to the use of the solution method, and given that algorithms
require many calculations of L, this modification is likely to result in a
considerable saving of time. There is, of course, no guarantee that the
procedure will converge. If the expectations are not a well-behaved function
of &, then computing the derivatives at a given point may not be very helpful.
It may be, in other words, that using the base values and derivatives to
calculate new expected values yields values that are far from the {correct)
values that would be computed by the solution method.

Once the estimates have been obtained, the covariance matrix in (6.34) can
be calculated by taking numerical derivatives of L with respect to a {(at the
optimum). It may be possible to use the derivatives of the expectations with
respect to « in the calculation of the values of L. This would allow the
covariance matrix to be computed without using the solution method.

For the serial correlation case one must also calculate in step (B) the
derivative of fi,_, with respect to « (for each 7}, where s is the first sample
point. &, is a function of @, and thercfore if steps (i} - (iv) are to be bypassed
in the calculation of L, the derivative of &;,_, with respect to o must also be
calculated and used,

11.4 Solution and Estimation Using Stochastic Simulation

The use of stochastic simulation to estimate and solve rational expectations
models is discussed in this section. The case of {11, 1) with no serial correlation
will be considered.
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Consider first the problem of solving a rational expectations model. Sup-
pose that both the « coefficients in (11.1) and S are known, where S is the
covariance matrix of the disturbances u,. Assume that the u, are normally
distributed. The solution procedure is modified as follows, First, the expected
values computed in step 2 E vy, r=0,1, . . . , k+ h—are computed

s—1

by stochastic rather than deterministic simulations. Instead of setting the
disturbances to their expected values and solving once, one solves the model
for many different trials. Each trial consists of a set of draws of the distur-
bances ., r=0,1, . . . , k+ 4, from the MO0,S) distribution (assuming
the expected values of all the disturbances are zero). Each expected value is
computed as the average across all the trials. Second, the final solution value
7, computed in step 5 is also computed by a stochastic rather than a deter-
ministic simulation. In this case only draws of the disturbances for period s
are needed.

Stochastic simulation can also be used to obtain FIML estimates of the
coefficients. In contrast to the deterministic case, however, the likelihood
function cannot be “concentrated™ as it is in (6.33). In the fully stochastic
case, changes in S affect the solution of the model and thereby the computed
residuals. Instead, one works directly with the “unconcentrated” {log) likeli-
hood function, which except for a constant can be written

(1.16) L*=7% long-——?:longl 72 2 u/ S 'u,,
7=1
whereu, = (u,,, . . . , 1, . FIML estimates can be obtained by maximizing
L* with respect to the parameters (@,5). Each evaluation of L* for a given set
of values of @ and S requires computing the expected values, Ey,,,, r=0,
t—1
1, .. .,k A by means of stochastic simulation, where each trial consists of
draws of the disturbances from the M{0,5) distribution. The expected values
are computed for each sample point ¢ = 1, , T, which then ailows u, to
be computed for each point. The determmams of the J, can be obtained, and
thus the function L* can be evaluated in terms of the parameters {a,5),
Nonlinear maximization routines can then be used to maximize L*,
Because this estimation procedure reguires maximization over the
(m + 1ym/2 independent elements of 5 in addition to the elements of a and
because of the stochastic simulation costs, the method is likely to be ex-
tremely expensive in practice. Given this, experiments with the method on
small representative nonlinear models would be useful to try to gauge how
much accuracy is likely to be gained by using stochastic simulation.
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11.5 Solution of Optimal Control Problems for Rational
Expectations Models

The method for solving optimal control problems in Section 10.2 merely
requires the ability to solve the model for a given set of values of the control
variables. Given this, the problem is turned over to a maximization algorithm
like DFP to find the optimum. The method in Section 11.2 provides the
ability to solve rational expectations models, and thus optimal control prob-
lems can be solved for these models by using this solution method within the
context of the overall method in Section 10.2.

Since rational expectations models are forward-looking, future values of
the control variables affect current decisions, and therefore more values of the
control variables have to be determined 1n this case than in the standard case.
Values of the controt variables must be chosen far enough into the future so
that adding another future period has a negligible effect on the solutions for
the actual control problem. The solution method in Section 11.2 ensures that
the predicted values in the last future period have a negligible effect on the
predicted values for the current period, and thus the requirement for the
optimal control problem is merely to choose the number of control values
that are required by the solution method in the course of solving the model.

There is a potential problem of time inconsistency in solving optimal
control problems for rational expectations models, which has been pointed
out by Kydland and Prescott (1977). Consider a deterministic setting, and
assume that a control problem has been solved using the above procedure for
periods | through 7, This yields optimal values z¥, z%, . . . , 2% Now wait
for one period, and consider the solution of the problem at the beginning of
period 2. Since the setting is deterministic, nothing unexpected has happened,
and therefore one might think that the same optimal values z%, . . ., z¥%
would be determined. If the model is forward-looking, this is not necessarily
the case, and when it is not, the optimal policy is said to be time-inconsistent.
The model does not have to be a rational expectations model in order for this
problem to arise; it only needs to have the property that future values of the
control variables affect current decisions.

The problem of time inconsistency does not mean that the above solution
of the control problem is not optimal. It is optimal if it is believed and carnied
out, The problem is that the policymakers have an incentive to do something
different in the future, and therefore agents may not believe that the original
plan will be carried out. If it is not possible for the policymakers to convince
agents that the plans will be carried out, other policies may be better. Even in
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this case, however, it is of some interest to solve the control problem in the
above manner in order to have a benchmark to which other policies can be
compared.

11.6 Results for a Small Linear Model
11.8.1 Model without Serial Correlation

For purposes of testing the solution and estimation methods, a small linear
model has been analyzed. This model can be solved and estimated using
existing linear techniques, and thus it provides a useful check for the nonlin-
¢ar methods. The model is a version of the wage—contractlng model in Taylor
{1980). Tt can be represented as

(11.17) yy= oYy T oV t o Eyya + a0 E Yy
1 -1
o Eyy v Evy H o E payn + 1y,

—1 —1 —1
(11.18)  py = 0¥y, + ¥y + a2 + 1y,

with restrictions o, =3 =4, Q@p=0, =% Os=0=05,, 0;=
Qtyy = (k3. There are two free coeflicients to estimate, o5 and a,,. The data
for this model were generated by simulating the model using normally
distributed serially independent errors with zero correlation between equa-
tions. Values of o, and s, of .0333333 and —.333333 were used for this
purpose.

The model was first solved and estimated using the technique described in
Taylor (1980), which is based on a factorization procedure that calculates a
restricted ARMA version of the model. The ARMA version is used for the
likelihood function calculations. Because of its small size, the model does not
require the use of the Parke algorithm for the FIML estimation, so the DFP
algorithm was used, Using a sample of 50 observations, the estimated coefhi-
cients were &,; = .02601 and &,, = —.3916, with ¢-statisticsof 1. 18 and 6.33,
respectively. Each evaluation of the likelihood function took about .004
seconds on an IBM 360791 at Columbia University using this factorization
technique. The DFP algorithm required 90 function evaluations starting
from the true values (.0333333 and —.333333).

The model was next solved using the method in Section 11.2. The model
was solved for all 50 observations, and the value of the likelihood function
was computed. When evaluated at the same coefficient values, the method
gave the same value of the likelihood function as did the factorization
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TABLE 11-~1. Computational summary of the likelihood function
evaluations for the small linear model

Model with ne serial correlation (h=2):

1. The initial value of k¥ was taken to be 15. Type I11 convergence
was aloost Always achieved after 2 iterations (i.e., for k =16}.

2. The average number of Type II iterations per Type III iteration
wias about 15,

3. Given the expectations, the mpdel is recursive, sc only one Type
I iteration was needed for comvergence each period. The average
length of the simuiation period for a Type II iveration was 18.5
periods, so the total number of Type I iterations for the solu-
tion for the 50 gbservations was about (50 obs,) x (1 Type I
iteration) x (15 Type II iterations) x (18,5 periods per Type IT
iteration) x {2 Type II1 iterations}) = Z7750.

4. One Type I iteration requires about 10 multiplications and 7
additions,

Model with serial correlation (h =2}:

1. Call the first period of the sample period, period s, Steps i)-

iv] were first used to calculate PR The initial guess for

Wy, o Was zero. A demping factor of .25 was used. Comvergence

took 18 iterations to obtain u For these calculations the

1s-1°
initial value of k was taken to be 15, and Type III convergence
was always achieved after 2 iterations. The average number of
Type Il iterations per Type III iteration was about 15, Given
the expectations, the model is recursive, and sp only one Type [
iteration was needed for convergence each period. The number of
passes for these calculations was thus about (i8 iterations) x {1
Type 1) = (15 Type II) x (28.5 perieds per Type Ii) x(2 Type III)
= 99490,

2. Given Uyoqs step V} was used to solve for periad s. This re-

quired 21 Type II iterations. The starting values for this step
were the values computed in 1., and convergence was achieved
after 1 Type ITl jteration. The mmber of passes for this step
was thus {21 Type II} x (13 periods per Type i1} = 378.

3, Given the selution for period s, the calculations for the remain-
ing 49 periods are essentially the same as those above for the
model with no serial correlation, These calculations thus ye-
quired sbout 4% x1 x15 x18.5 x2 = 27195 passes,

4. The total number of passes through the model was thus about
99090 + 378 + 27195 = 37563.

technique, which serves as a useful check on both procedures. The details of
the iterations of the method when solving the model are summarized in the
upper section of Table 11-1. A total of about 27,750 passes through the model
were required for one function evaluation, which is estimated to take about 1
second on an IBM 360/91. This is about 250 times slower than the factoriza-
tion technique. {The actual computations were done on a computer at Yale
University, and the estimated time for the IBM 360/91 is only approximate.)

Had the same DFP program been used to maximize the likelihood function
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as was used for the factorization technique, the same 90 function evaluations
would have been required to find the maximum. The reason for thisis that the
solution method and the factorization technique give the same value of the
likelihood function for the same set of coeflicient values, and this is all the
information that the DFP algorithm takes from the methods. The total time
needed to estimate the model would thus be about 90 seconds. The DFP
calculations were not repeated, but instead an attempt was made to maximize
the likelihood function using the less expensive method discussed in Section
11.3.2. These calculations will now be described.

The calculations using the less expensive method are summarized in Table
11-2. Using the true values of the coefficients as starting values, the model was
first solved for each of the 50 observations. As noted in Table 11-1, this
requires about 27,750 passes through the model. The model was then solved
two more times to calculate the derivatives of the expectations with respect to
the two coeflicients. The problem was then turned over to the DFP algorithm.
The computer program of the DFP algorithm used here was different from the
program used above for the factorization technique, and the performance of
the algorithm for a given problem does vary across programs. The following
results thus differ in two respects from the results using the factorization
technique: the derivatives are used in one case but not in the other, and the
computer programs differ. It is not possible to say which of these factors is
more important regarding the performance of the DFP algorithm, but this is
not of great concern here. The question of interest is whether the use of the
derivatives resulits in the optimum being found. (The program of the DFP
algorithm used here is also not the one that I wrote and used for the results in
Section 10.4. The work for the present section was done before I wrote the
DFP program that is now part of the overall Fair-Parke program.)

As indicated in Table 11-2, the first DFP iteration required 45 calls to the
subroutine that calculates L for a given value of the coefficient vector.
Convergence was essentially achieved after the first fteration. The program
was allowed to run for three more iterations, where for each iteration the
model was soived three times: once to get the base values and twice more to
get the derivatives. The results in Table 11-2 show that the use of the
derivatives provides a close approximation to the “true” value of L obtained
by solving the entire model. Given that the DFP algorithm required 45
evaluations of L (for the first iteration), the use of the derivatives saved a
considerable amount of time. The derivatives were also vused in the calcula-
tion of the covariance matrix after the optimum was reached.
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TABLE 112, Results of estimaring the small linear model using
the less expensive method

Number
Value of L value of L of times
using expected using expected L was
values values compirted
. . computed from  computed from by the DFP
4] © derivatives steps 1.4 a2lgorithm
15 21
Initial values 0333333 -.333333 5086022686
Iteration 1 L025271% -, 391654 509.0471277 S09,0460742 45
Iteration 2 8264208 -.3516069 509, 0466651 508.,0406725 39
Iteration 3 0264044 ~-.381616 509.0466727 505,0466724 20
Iteration 4 0260678 -.351612 509.0466725 71
Notes: -+ Estimated standard error of &15 = 0,0221141,
+ Estimated standard ervor of &,, = 0,0618044,

21

11.6.2 Model with Serial Correlation

The linear model was also solved and estimated for the case where u,, in
{11.17) follows a first-order autoregressive process, with p, = .7. Steps (i)~ (v)
were used with a damping factor of .25 to solve for the first observation, with
steps 1-4 used thercafier. Some initial experimentation with no damping
factor for calculating the initial condition indicated that convergence would
either not be achieved or would be very slow. Again, for the same set of
cocfficient values, the same likelihood value was obtained using both the
factorization technique and the method in Section 11.2, A summary of the
calculations for the method is presented in the lower section of Table 11-1,
The required number of passes in this case was about 37,563, which is about
35 percent greater than the number required for the model without serial
correlation,

An attempt was made to use the less expensive method to estimate this
version of the model, but this was not successful. The expectations did not
appear to be well-behaved functions of the coefficients, and quite different
derivatives were obtained for different step sizes. The values of L computed
using the derivatives were generally not very close to the values of L computed
by solving the entire model. It appears for this version that the entire model
* has to be solved for each new evaluation of L.

The use of the less expensive method for the small linecar model thus
produced mixed results. More estimation of alternative models is needed
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before one can determine whether the difficulties with the serial correlation
case are specific to the example and, if so, whether the example is representa-
tive of the type of model that is likely to be estimated in practice.

11.7 Results for the US Model with Rational Expectations in the Bond
and Stock Markets (USRE1 and USRE2)

An interesting exercise with the US model is to consider how its policy
properties would differ if it were specified to be consistent with the assump-
tion of rational expectations in the bond and stock markets. The method in
Section 11.2 can be used to solve the model in this case. The modifications of
the model to incorporate the rational expectations assumption are discussed
first, and then the policy properties of the different verstons are compared.

11.7.1  The Two Term Structure Equations

The two term structure equations in the model, Egs. 23 and 24, are discussed
in Section 4.1.6. In each equation the long-term rate, RB or RM, is a function
of current and lagged values of the short-term rate, RS. The theory on which
these equations are based is the expectations theory of the term structure of
interest rates. According to this theory, the return from holding an a-period
security is equal 1o the expected return from holding a series of one-period
securities over the n periods. Let RS?, , denote the expected one-period rate of
return for period 1+ {, the expectation being conditional on information
available as of the beginning of period t, and let R, denote the yield to maturity
in period f on an n-period security. Then according to the expectations theory,

(11.19) (1 +R)Y'=(1+ RSO +RS, ) ... I+R8, )

When considered by themselves, Egs. 23 and 24 are consisient with the
expectations theory in the sense that the current and lagged values of RS are
proxies for the expected future values in (11.19). When these equations are
considered as part of the overall model, however, they are not consistent with
the expectations theory if expectations of the future values of RS are rational.
The reason for this is that in simulations of the model, the predicted values of
the long-term rates and the short-term rates do not in general satisfy (11.19).

The US model can be modified to be consistent with the rational expecta-
tions assumption by dropping Egs. 23 and 24 from the model and requiring
instead that the solution values of RS, RB, and R satisfy (11.19), where R, in
(11.19) represents' RB and RM. The resulting model, which will be called
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USREL, is then consistent with the assumption of rational expectations in the
bond market if' (1) people believe that USRE! is the true model and know
how to solve it and (2) people at any one time have the same set of forecasts
regarding the future values of the exogenous variables and the same set of
expectations regarding the future values of the error terms. Given these
assumptions, the solution values of the endogenous variables are people’s
expectations of these values (ignoring the bias due to the nonlinearity of the
model}. Since three of the endogenous variables in the model are RS, RB, and
RAM, if the solution values of these variables satisfy (11.19), then people’s
expectations are consistent with this equation.

11.7.2 The Stock-Price Equation

The stack-price or capital-gains equation, Eq. 23, is also discussed in Section
4.1.6. The capital-gains variable, CG, is a function of the change in RB, the
change in after-tax cash flow, and the one-quarter-lagged value of the change
in after-tax cash flow. The theory on which this equation is based is that the
value of stocks is the present discounted value of expected future after-tax
cash flow, the discount rates being the expected future short-term interest
rates. Let n, = CF, — T, — T}, denote the actual value of after-tax cash flow
for period 7, and let #f,; denote the expected value for period 7 + i, the
expectation being conditional on information available as of the beginning of
period . Let SF, denote the value of stocks for period ¢ based on information
as of the beginning of period i. Then according to the theory

bivd b
11. = : Sl + ...
20 S = re Y T rsn( + RS5y
ieT

+
(1+ RS+ RSy .. (L4 R )

where T is large enough to make the last term in (11.20) negligible. By
definition

(11.21) CG,=SP,— SP,_,,

where CG is the capital-gains variable used on the LHS of Eq. 25.

When considered by itself, Eq. 25 is consistent with (11.20) and (11.2}) in
the sense that the change in the bond rate is a proxy for expected future
interest rate changes and the changes in afier-tax cash flow are proxies for
expected future changes. When considered as part of the overall model, Eq.
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25 is not consistent with {11.20) and (11.21) if expectations of the future
values are rational; this is because in simulations of the model the predicted
values of CG do not in general satisfy (11.20)-{11.21).

The US model can alse be modifid to be consistent with the rational
expectations assumption regarding stock prices by dropping Eq. 25 and
requiring instead that the solution values of CG satisfy (11.20)-(11.21). If this
modification is made in conjunction with the modification regarding the term
structure of interest rates, the resulting model, which will be called USRE2, is
consistent with the assumption of rational expectations in both the bond and
stock markets. Note in this case that because RS is used as the discount rate in
(11.20), the expected return on stocks is the same as the expected return on
bonds. There are no arbitrage opportunities in USRE2 between bonds and
stocks, just as there are none in either USRE1 or USRE2 between bonds of
different maturities.

RS is in units of percentage points at an annual rate, and for use in (11.19)
and (11.20) in the following experiments, each RS term was divided by 400.
This puts RS in umts of percent at a quarterly rate.

11.7.3 The Policy Experiments
Unanticipated Change

Since both USREI and USRE?2 have expected future values on the RHS of
some equations, the solution method in Section 11.2 must be used to solve the
models. Before they can be solved, however, some assumption must be made
about #in (11.19) and T'in (11.20). For present purposes both # and T were
taken to be 32 quarters. The policy experiment consisted of a permanent
increase in C, (from its historical values) of 1.0 percent of real GNP. This is
the same experiment as the first experiment in Table 9-1 except for a different
period. The period hereis 19581 - 19601V: this early period was chosen so that
enough future data would be available to avoid having to make any assump-
tions about values of variables bevond the end of the data.

The value of ~in (11.1) for both modelsis 31. The initial value of kin step 1
was chosen to be 67. This required initial guesses of the expectations of the
future values of RS and of after-tax cash flow for 19581 through 199011,
although the values for the last 31 guarters are not changed during the
solution process. For all but the last 31 guarters the initial expected values
were taken to be the actual values. For the last 31 quarters {19821V - 19901I)
the values were taken to be the 1982111 values.
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An important question for the experiment is how to handle the fact that
(11.19yand (11.20)~{11.21) do not fit the data perfectly. The present experi-
ment is not meant to be a test of the assumption of rational expectations in the
bond and stock markets, but merely to examine the sensitivity of the proper-
ties of the model to this assumption. Given this, the easiest thing to do 1s to
add error terms to (11.19) (for both RB and RM) and to (11.20) in such a way
that the equations fit perfectly when the expected values are taken to be the
actual values. If the actual values of the error terms are also used for the other
equations, the solution of the model using the actual values of the exogenous
variables (including C,) is the perfect tracking solution. The base values for
the C, experiment are thus the actual values, which is the same as for the
experiments in Chapter 9. The actual values of the exogenous variables were
used for the experiment.

The error terms in (11.19) and (11.20) are not assumed to be serially
correlated, which means that steps {(a)—(e) in Section 11.2.2 do not have to be
used. Even though some of the stochastic equations in the model have serially
correlated errors, steps {a)-~(¢) do not have to be used unless the serial
correlation occurs in equations with explanatory expectations variables.

The estimated policy effects are presented in Table 11-3. The solution
method in Section 11.2 worked quite well in solving USRE1 and USRE2. For
USRE2, for example, the number of type 1l iterations required for conver-
gence was 28 for k = 67. When & was increased by one, the required number
was 17. Type III convergence was achieved at this point. In other words, the
initial value of k& was chosen large enough so that increasing it by one more
had negligible effects on the solution values for the first 32 quarters. For
h =31 and k=67, each type Il iteration requires solving the model for
31+ 67 + 1 = 99 quarters. The solution for each quarter requires about .2
seconds on the IBM 4341, so the solution time for one type Il iteration is
about 19.8 seconds. The total time for the 28 type 11 iterations was thus about
9.2 minutes. For k increased by one, the time per type Il iteration is only .2
seconds longer. The time for the other 17 type Il iterations was thus about 20
seconds X 17 = 5.7 minutes. The total time required for the solution for
LISRE2 was thus about 14.9 minutes. The times for USRE!1 were similar. If
one compares these times to the time required to solve the regular version of
the US model for the 12 guarters in Table 11-3 of 12 X .2 seconds = 2.4
seconds, the USRE1 and USREZ2 models are about 373 times more expensive
to solve than the US model.

It 1s important to note with respect to solution times that the model only
had to be solved once for each set of results in Table 11-3. The reason for this
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TABLE 11-3, Estimated effects of an unanticipated increase
in Cg for US, USRE1l, and USRE2

1958 1950 1560 4
I II IIT IV I II ITT IV I I1 IIT TV Sum
GNPR: Real GNP
us 1,12 1,34 1,34 1,27 1,15 1,02 .88 .77 .67 .60 .54 .50 4.95
USREL .59 1.¢04 .97 .80 .84 7B 74 T2 e R R (R 1] 4.34
USREZ  1.00 1.04 .96 .89 L83 77 73 TR .63 .67 .66 .64 4.25
CNPD: GNP dsflator
us 04,18 .26, .33 42,47 .50 .53 .54 .55 .56 .56
USREL B .12 16 28 .27 .31 .35 .38 41 .45 .47 40

USREZ W02 .12 .16 .20 W28 .32 .36 .39 41 .44 47 40
16G+-UR: Unemployment rate (percentage points)

ys ~.06 -,11 -,12 -,11  -,10 -.10 -.08 -.07 -.06 -.05 -.05 -.05

USREL -.05 -.08 -,09 .08 -.07 -.07 -.06 ~-.006 -.06 -.06 -,06 -,07

USREZ  -.05 -.D8 -.08 -.07 -.07 -.06 -,06 ~.06 -.06 -.06 -.06 -.06
R5: Bill rate (percentage points}

us .07 .10 11,12 13 .13 .13 .13 Jizo.12 .11 L1l

USRE1 06 .07 .08 .09 1 S 1) B B S R S 5 S I S

USRE2 .06 .07 .08 .00 L1010 .10 il PO 5 5 S B B §
RB: Bond rate (percentage points)

us B2 .03 .04 .08 060 .07 .08 .09 L0 010 018 o

USREL P S S B BB 2 .12 12 13 L1300 013 L1400 L4

USREZ L0 .10 10 11 PR RS S S B | L1 .11 12,12
RM: Mortgage rate (percentage points}

us .01 ,03 .05 .06 .08 .09 i .1¢ 11 .11 .12 .12

USRE1 L0 L 16 LI0 L1 [0 S & S B S N § A1 .12 120,12

USREZ .08 .09 .09 0% L1000 .30 10 10 L0 .19 18,10
CG: Capital gains variazble (billions of current dollars}

us ~.11 .06 «,68 ~,45 -.34 -.30 -,26 -.20 -.18 .14 -,12 .09

USREL =-2.50 -.20 -.52 «,21  «.14 «,06 -,08 «.07 .10 .13 ~,16 -.14
USREZ -3.40 -.26 -.10 -,15 -.15 -,15 -,17 -,18  ~,1% ~,17 ~.17 ~.17

CF: Cash fiow (billions of current dollars)

us .18 .11 .07 .04 .02 -.01 -.03 -.05 -.07 -.08 -.09 ~.10
USREL .11 -,00 -,07 -,10  -.12 -.13 -,15 -.16  -.17 -.18 -.1% -.20 -
USRE2Z .12 .01 -.05 -.08 -.09 -,11 -.12 -.13  -.13 -.14 -.15 -,15
INTg: Interest payments of the firm sector (hillions of current dellars)
us A1 W02 L3 04 L5608 100 12 .13 .15 .16 .17
USREL L5 .09 .12 15 L1718 21 22 .24 .25 .26 .28
USRE2 05 08 L1113 15,17 .18 .19 .20 .21 .22 .24

Notes: a. Sum of the changes (at quarterly rates) over the 12 guarters, in
billions of 1872 dollars.
. Cg was increased by 1.0 percent of GNPR beginning in 1938 T {sus-

tained imcrease).
» The changes for GNPR and GNPD are in percentage points.

is that the actual values of the exogenous variables were used and that the
length of the simulation period of interest (12 quarters) was less than /. (See
the discussion at the end of Section 11.2.1 for an explanation of this.)

The results in Table 11-3 are fairly easy to understand. For all three
versions, the Fed responded to the increase in C, by raising RS, In the regular
version this had a gradual effect over time on RB and RM through the term
structure equations. In the other two versions, however, knowledge that the
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Fed was going to raise RSin the future was incorporated immediately into the
long-term rates, and therefore the initial changes in RB and RA were greater
for USRE! and USREZ2 than for the US model. This led to lower initial
increases in real GNP and to smaller initial decreases in the unemployment
rate. The lower initial increases in real GNP led to smaller increases in the
GNP deflator.

Because of the lower initial increases in real GNP for USRE! and USRE2,
the initial increases in RS were also lower. In other words, the Fed responded
less with respect to increasing RS in these two cases. The higher initial values
of RB and RM for USRE1 and USRE2 required less of an increase in RS in
order to lessen the expansionary impact of the increase in C,.

One puzzling feature of the results in Table 11-3 is why the initial change in
stock prices (CG) is negative for USRE2. It is more negative for USRE2 than
it is for USRE!, which through the wealth effects in the model leads to a
slightly more expansionary economy for USRE1 than for USRE2. If future
values of cash flow are higher because of the expansion, this information
should be reflected immediately in higher stock prices for USRE2. There are,
of course, two effects on stock prices, a positive one through higher future
values of cash flow and a negative one through higher future values of the
discount rates. It may merely be that the negative discount rate effect
dominates for USRE2, This is not, however, the case. The problem is that
future values of cash flow are smaller rather than larger. (This can be seen for
the first 12 quarters in Table 11-3.) The reason for this is that interest
payments of the firm sector, which are subtracted from cash flow, are larger
because of the higher bond rate. (This can also be seen for the first 12 quarters
in Table 11-3).

- The puzzling result is thus due to the higher interest payments of the firm
sector. Interest payments are determined by Eq. 19 in the model. This
equation, as discussed in Section 4.1.5, does not have good statistical proper-
ties, and in particular it may be that the bond rate coefficient in the equation is
too large. The USRE1 versus USRE2 results thus unfortunately depend on a
questionable equation, In order to see how sensitive the results in Table 11-3
are to the interest payments equation, the experiments were done over with
the interest payments equation dropped and interest payments taken to be
exogenous. The results of these experiments are presented in Table 11-4. The
results for US and USREI are not much affected, but it is now the case that
future values of cash flow are positive. The initial change in stock prices for
USRE2 is now positive. CG increased by 1.28 in the first quarter for USRE2,
whereas it decreased by 1.96 for USREI. The decrease for USREI is a result
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TABLE 11-4. Estimated effects of an unanticipated increase in €

for US, USREl, and USREZ with INT, exogenous g
1558 1959 1960 a
i IT  Iii IV I II  iIT IV I II 111 IV Sur
GNPR: Real GNP
us 1,12 1.33 1.33 1.25% 1.12 .98 .83 .70 .60 .52 45 .40 4.69
USREL 1,00 1.07 1.06 .93 B6 78 73 .69 .67 85 .63 .60 4.27
USRE2 .97 1,89 1.47 1.04  1.08 % .92 .89 .88 .8 .84 .83 5.05
GNPD: GNP deflator
us 04 .18 .26 32 Al 48 .49 5] .52 .53 .53 .53
USREL 02,13 .17 .22 300 .34 .38 41 .43 .46 .48 .50
USRE2 L0 .12 .17 .23 320 037 .43 .47 .51 .55 .58 .61
100 UR: Unemployment rate (percentage points)
gs =06 .10 -.12 -.11 0 -.18 -.09 -.07 -.06 -.05 -.04 -.04 -.03

USREL  -.05 -,0% -.,09 -.08 -.07 -.07 -.06 -.05  -.05 -.95 -.05 -.05
USREZ  -.05 -.,09 -.1¢ -.1¢  ~-.09 -.09 -.09 -.09 -.09 -.09 -.09 -,08

RS: Bill rate {percentage points)
us 07,10 .11 .12 130 .13 .12 .32 L1 .1 310 L0
USRE1 06,08 .08 .09 Jd00 .10 .10 .00 P Ui B & R § B {1
USRE2 .06 .08 .09 .10 L1 .11 .12 .02 L3 .13 .13 .13

RB: Bond rate {percentage points)
us 02,03 .04 05 06 0T W08 .09 090 .10 L1010
USRE1 .09 ,10 L1010 .10 .14 .10 .10 L0 18 10 20
USRE2 120,12 .12 .12 A2 .12 .12 12 W12 .12 (13 L33

RM: Mortgage rate {percentage points)
us 01 .03 .05 86 87488 09 18 .10 .11 ,1f 11
USRE1 08 .08 .09 09 A9 .09 09 ,09 08 .09 .09 .09
USRE2 L1000 .10 .11 L1 .11 .11 .11 .11 A1 .11 Lip L1

CG: Capital gains variable {billions of current dollars)
s -9 -.03 .64 -39 -.26 -.2F -.17 -.11  -.0% ~.05 -.03 -.00
UBRE1 ~1.,96 05 -,33 -.06 L1 .06 04 .84 A1 -,01 -.03 -.01
USRE2Z 1,28 ~.0G .07 .08 .10 .10 .09 .09 L1010 .09 L08

CF: Cash flow (billiens of current dollars)

us .13 .13 .10 .08 07 .06 .06 D6 .06 .06 ,07 .07
USREL W17 .09 .66 .05 06,06 .06 07 .07 .08 .08 .08
USRE2 W16 .18 L0706 L0707 .07 DB .08 .08 .09 .09
INTg:  Interest payments of the firm sector (billioms of current dollars)
Us 0. 0. 4. & 0. 0. 0. 0. 5, 0. 0. 0.
USRE] ¢, 6. 0. 0. 0. 0. D 8. b, 0. 0. O,
USRE2 o, ¢, @, 0. 0. 0. 0. 0, 0. 0. 0. 0,

Notes: a, Sum of the changes (at quarterly rates) over the i2 quarters, in
billions of 1972 dollars,
. Cg was increased by 1.0 percent of GNPR beginning in 1958 I {sus-

tained increase).
~ The changes for GNPR and GNPD are iIn percentage points,

of the higher value of RB, which appears as an explanatory variable in the CG
equation, The economy is now more expansionary for USRE?2 than 1t 1s for
USRE!.

This feature of the results regarding the difference between USRE! and
USRE?2 is thus sensitive to the interest payments equation. The results in
Tables 11-3 and 11-4 bound the differences in the sense that interest pay-
ments are probably too sensitive to interest rates in Table 11-3 and not
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sensitive enough in Table 11-4. For purposes of illustrating the properties of
the two versions of the US model, these results are sufficient,

An interesting aspect of the results is that the sums of the GNP changes
across the 12 quarters are quite close. The timing of the GNP changes differs
between the US model and the two rational expectations versions, but this is
1o some extent the only substantial difference among the results.

Anticipated Change

The experiment just reported is an unanticipated increase in C, beginning in
19581. If the increase had been announced before this time, the quarters prior
1o the enactment would have been affected in models USRE1 and USRE2. To
investigate this, a second experiment was run in which it was assumed that the
announcement of the C, increase beginning in 19581 was made at the
beginning of 19561. The results of this experiment are reported in Table 11-5.
(The interest payments equation was used for these results.) The initial value
of & was taken to be 73 for this experiment rather than 67, and the starting
quarter was 19561 rather than 19581, Otherwise, the procedure for this
experiment was the same as that for the first. Convergence was achieved in
two type Il iterations for each model, and the solution times were similar to
those for the first experiment.

The results for the US model in Table 11-5 are the same as those in Table
11-3. The announcement has no effect on this model since it is not forward-
looking. For the other two models, knowledge that the Fed will raise RSin the
future gets incorporated immediately into KB and RM, which has a negative
effect on real output. Real GNP is lower in 1956 and 1957 because of the
higher long-term interest rates. RS is lower in these two years because of the
contractionary economy; RS begins to rise after the increase in C, actually
takes place,

The sum of the output changes across the 20 quarters is 4.95 for the US
model, 3.96 for USRE1, and 3.44 for USRE2, The difference between the US
model and the others i1s larger here than 1t is in the first experiment, which is
due to the negative effects in the first two years for USREI and USRE2. The
reason the economy is less expansionary for USRE2 than for USRE! is again
because of the interest payments equation. The opposite result would be
obtained if the interest payments equation were dropped.

Conclusions

These experiments give a good indication of the sensitivity of the policy
properties of the model to the assumption of rational expectations in the bond



TABLE 11-5. Estimated effects of an anticipated incredse in Cg for US, US

RE1, and USRE2

1956 1957 i958 195¢% 1960 a
1 I 11l 1Iv I II 111 IV I II myIv 1 T It IV T IT III IV Sum
GNPR: Heal GNP
Us Q. a. a. 0. 0. 0. 0. 0. 1.32 1.34 1.34 1.27 1.15 1.42 .88 .77 .67 .60 .54 .50 4,95
USREL -.12 -.30 -.43 -.52 -.,56 -.87 - .57 -.56 .58 .86 1.01 1,08 1,10 1,14 1,10 1.0% 1,09 1.09 1.08 1.07 3.56
USRE2  -.09 -.29 -.44 -.54 -.59 -.61 -.61 -.61 .53 .83 .94 1,00 1.03 1,03 1.02 1,01 1,00 .99 .97 .94 3.44
GNP GNP deflator
us 0. &4, ¢, 0, 0. 0. 0. 0. Lo 19 260 L33 L4247 .50 .83 .54 .55 .56 .56
USREL  -.03 -.408 -.13 -.19  -.24 -.28 -.32 -.35 -.33 -.20 -.13 -.,06 85 .13 .21 .28 .35 .42 (47 .52
USREZ -.02 -.87 -,12 -.18 -.25 -.28 -.52 -.38 -84 =21 -, 15 -.07 L83 011 .18 .24 L3137 L4246
100-UR: Unemployment rate {percentage points)
us . g. G. 9. 0, a, 0, 0. -.06 -,11 -.12 -, 11 -.16 -.18 -.08 ~.07 ~.06 -.05 -.05 -.05
USREL .01 .62 .04 .05 06,06 .06 .06 -.01 -.06 -,09 -.10 -,10 -,10 -.10 -.16 .11 -.11 -.11 -.11
USRE2 AL .02 04 L0 060 .07 .07 .07 00 -.05 -.07 -.08 -, 08 -,09 ~.05 ~.05 -.09 -.08 -.09 -.09
RS: Bill rate (percentage points)
us 8. 0. a. i 0, 0. 0, 0. .07 .10 .1f .12 W13 .13 .13 .13 A% 0.12 .11 11
USRE1 -0l -.02 ~-.03 -.04 -.05 -.06 -.06 -.07 .01 .03 .06 .08 L1000 .11 .12 .13 14015 15 .16
USREZ -0l -.02 -.03 -.05 -.06 -,06 -.07 -.07 -.00 .03 .05 .07 090 .16 11 12 L1530 .13 .14 .14
RB: Bond rate (percentage points)
us g. a. a. 0. 0. 0. 0. 0. .02 .03 .04 .05 .06 .07 .08 .05 190 .18 L1e 1L
USRE] 08 .09 .10 .10 11 .1r i L3 L1415 15 15 .16 .16 .16 .16 W17 .17 .18 .18
USRE2 .87 .07 .08 .08 09 .09 .10 10 110012 .12 12 L1200 .13 .13 .13 W13 013 14 .14
RM: Mortigage rate [(percentage points)
us G. 0. 0. a. a. Q. Q9. 0, A1 .03 .05 .06 .08 .08 .18 .10 L1100 .11 .12 .12
USRE1 .08 .08 .09 .08 10,10 .11 .11 12,13 .13 .14 .i4 .14 .15 .15 .15 ,1% .16 .16
USRE2 .06 .07 .07 .07 48 .08 09,09 100 .10 .11 L1 L3100 .11 11 L% A1 .17 .1z .12
C6: Capital gains variable (billions of current dollars)
us U. 0. U, &, G. Q. . 0. -.11 -.06 -.68 -.45 -.34 .30 -.26 -.20 ~.18 -.14 -.12 -.09
USRE1l  -2,27 -,35 -.20 -.22 -2 .26 -,22 2,31 -.02 -,09 -,48 - .24 -.49 -,10 ~.11 -.10 -.13 -.17 -, 26 -.17
USREZ -3.71 -.21 -,20 -.2¢ -.28 -,21 -.21 =22 -.22 -,28 -,158 - 18 ~.i8 -.18 -.21 -.22 -.23 -.21 -.20 -.20
CF: Cash flow (billions of current dollars)
us 0. 0. Q. 0, [ & a. 0. 18 .11 87 04 02 -.01 -.03 -,05 -.07 -.08 -.09 -,10
USREL -.06 -,12 -, 15 -.18 -.21 -.23 -.25 -,27 -.11 -,18 -,23 -.26 -,27 -.29 -.31 -.32 -.33 -.35 -.36 -.38
USREZ  -.05 -.10 -.13 -.i5 .17 -,1% -,21 -,23 -,06 -,12 ~,16 ~,19 -,20 -.21 -.22 -.23 -.24 -.25 -.26 -.27
INTg:  Interest payments of the firm secter (hillions of current dollars)
us L0 0 0 .0 .0 .0 .0 .0 L1 .02 .03 .04 .06 .08 .10 LE2 LE3LI8 L6 .17
USREL .04 .08 .11 .13 e L1800 U200 W22 .25 W27 .29 L3l .33 .35 .37 .39 AD L4245 .47
USREZ .03 .06 .08 .10 W12 .14 .16 .18 .18 .21 .23 .24 .26 .27 .29 .30 .31 .33 .34 .35
Notes: a. Sum of the changes (at quarterly rates) over the 20 quarters, im billions of 1972 dollars.

. Cg was increased by 1.0 percent of GNPR beginning in 1958 I {sustaincd increasc}.
1956 I.
» The changes for GNPR and GNPD are in percentage points,

The increase was announced in

S[OpON HUIBIOUODBCI0BIN  86E
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and stock markets. It is clear that there are some important quantitative
policy differences, especially with respect to timing and anticipated changes.
The rational expectations assumption is clearly of some quantitative impor-
tance.

It should be stressed again that the resuits in this section provide no tests of
the rational expectations assumption. For purposes of the experiments,
(11.19) and (11.20) have been made to fit perfectly by merely adding the
actual errors to them before they are solved. These errors are in fact quite large
refative to the errors in the estimated term structure and capital gains
equations. This is not, however, evidence against the specification of (11.19)
and (11.20). Some of the reasons for this are the following,

. The RB and RM rates are not eight-vear rates, as assumed here, and
therefore a closer matching of the rate data to # would be needed in any
tests.

2. The value of T'used for (11.20), 32 quarters, is not large enough to make the
last term 1n the equation negligible.

3. The data on cash flow after taxes and stock prices do not match exactly.

4. The use of actual values of RS and # for the expected future values in the
construction of the error terms for (11.19) and (11.20} is not appropriate.

None of these problems are important for the sensitivity experiments
performed in this section, but they are obviously so for testing. If better data
were collected so that 1 and 3 were taken care of and if a larger value of Twere
used so that 2 was taken care of, then the rational expectations assumption
with respect to the bond and stock markets could be tested by, say, comparing
the accuracy of the predictions from USRE2 and US, especially the predic-
tions of RB, RM, and CG. For USRE2 one would have to choose for each
beginning quarter of a prediction period a set of future values of the exoge-
nous variables that one believes were expected at the time. The predictions for
each different beginning quarter would be based on a different set of future
values of the exogenous variables. The joint hypothesis that would be tested
by this procedure is that (a) people know USRE2 and believe it to be true,
including (11.19) and (11.20); (b} the chosen exogenous variable values and
error terms correctly reflect the expectations at the time; and (¢) expectations
with respect to future values of RS and cash flow after taxes are rational.

11.8 Results for Sargent’s Model (SARUS)

The estimation of Sargent’s model is somewhat involved, as is true of any
rational expectations model, and it will be easiest to discuss the estimation of
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TABLE 11-6, Coefficient estimates of Sargent's model for 1954 II -1982 III
Equation (1): Un, is the LHS variable
cpnstant t Py~ Et—ipt Unt-l Unt_2 Unt_s Bnt-d SE
28LS 00165 0000232 . 1.835 -~ B0 .00s L1035 00304
(1.323 (2.25) (18,09) (4.52} (0.03) (1.16) :
FIML 00192 08006245 1.648 -.806 .016 .82
(1.39} (2.30) (17.78) (4.34) (0.0%9) {0.90)
FIML ~,00007 L0000173 -y 380 1,633 -.767 .083 . 066
Equation (2}: nft is the 1HS variable
constant t Py mE. Py Unt nft_1 n.ftm2 nft_3 nft_‘4 SE
2818 -.0033 .0000336 -.047 .945 .057 -.059 048 00330
(0.22) (1.82) (1.58) (10.39) (0.46) (0.47) {0.51) '
FIML -.0366 . 0000614 -.002 963 041 -. 856 -.014
(2.70) {3.30) (0.07) {10,45) 10.34) {0.50) (0.18)
FIML -,0383 0000660 . 207 -.015 .960 036 -.057 -.012
Equation {3): ¥, is the LHS variable
constant t A L T .o T, nt-d P1 Py SE
25LS 3,04 .00123 1,833 -, 466 -.225 -.285 054 930 .054 00774
[2.26) {0.29) (7,28) {1.89) (1,19} (1.56) (0.33} (8.39) (0.49) :
FIML 51 00024 2.147 -.535 -.186 -.189 .147 .870 .096
{0,80) {0.11} {5.16) (1.73) (1.06) (1.15) (1.08] (9.17) (1.00)
FIML, 1.08 00022 2,180 -.61% ~, 188 -.150 .123 B2 099
Equation (5¢): M- Py is the LHS variable
constant t R, Rt-l Rtmz"‘Rt-7 i Yeo1 Yoozt ¥ror Py Py SE
28L5  -,282 L0043 L0078 L0D37  -,0005 -.667 L18% -.091 841 B0 00834
(0.20) (1.82) (2.67) (1.,08) (0.12) (4.43) (1.67) (0.90) {7.848) [(0.66)
FIML -3.623 -.0009 0058 L0066 L0026 -, 122 .039 -.088 . 890 L072
(1.46) (0.24) (2.01) (2.08) (0.71} (0.37) (0.30) {0.92) (8.95)} (0.72)
FIML -2,747 -.00409 L0079 .0075 L0062 -.447 .06l -.098 . 895 . 060
Eguation {4): Rt is the 1HS variable
constant t Rt-1 Rth Rt_3 Rt—4 SE
aLs L 104 L00643 1,269 ~,518 32 -.460 289
[1.46) 2,77) {14.53) {3.86) (4.62) (4.82) )
Equaticen {6): B o= nft - Unt *+ pop,
Notes: + FSRs for 2313, all equations: constant, t, Hnt-l’ Unt_z, Unt_3, Unt_4, nft_l, nft_z, nftms,

Ay g Melys Tygy Megs Dyga Mg Telgs

Per Beop 7 Py Moz 7 P
+ 28LS for equation (1} is OLS because there are no RHS endogenous variables,

Rt’ Rt—l’ rrvs Rt-g’ Yeort Yeopr oen yt_gl Popt’



Models with Rational Expectations 401

itin steps. The model is presented in Section 5.4, and the reader should review
this material before reading this section, in particular the material in Tables
5-3 and 5-4. The model consists of five stochastic equations and one identity.
These equations are listed in Table 11-6. The first thing to remember about
the model is that the error term in Eq. (4) is assumed to be uncorrelated with
the other error terms in the model. This means that Eq. (4) can be treated
separately from the rest and simply estimated by OLS.

The key variable in Sargent's model is p, — E,_,p,, which is an explanatory
variable in Egs. (1) and (2). Without this variable, the model is not a rational
expectations model and can thus be estimated by standard techniques. The
first step in the estimation work was to estimate the model by 2SLS without
the p, — E,_ | p, variable included. These estimates are presented first in Table
11-6. The first-stage regressors that were used for these estimates are hsted at
the bottom of the table, The next step was to estimate this same version of the
model by FIML. These estimates are presented next in Table 11-6. The 25LS
estimates were used as starting values. The value of L (see Eq. 6.33) at the
starting point was 2438.49, The Parke algorithm was allowed to run for 40
iterations, which increased L by 10.37 to 2448.86. Near the end of the 40
iterations, £ was increasing by about .01 per iteration. Each iteration corre-
sponds to about 180 function evaluations and takes about 63 seconds on the
IBM 4341. At the stopping point the covariance matrix of the coefficient
estimates was computed ( I74 in Eq. 6.34), and this is where the 7-statistics for
the first set of FIML estimates in Table 11-6 come from,

The next step was to add the expectations variable to the model and
estimate it using the method in Section 11.2. The solution of the model is
fairlv easy because there are no expectations variables for periods f + 1 and
bevond, only for period ¢. This means that no type 1l or type 111 iterations have
to be performed. In order to get the valuesfor E,_,p, (¢t =1, . . . , T} thatare
needed for the computation of L, the model is simply solved each period
using the expected values of the exogenous variables. The predicted values of
p, from this solution are the values used for £, p,. For purposes of estimation
there are three exogenous variables: m,, pop,, and R,. As noted in Table 5-4,
the expected values of m, and pop, were taken to be predicted values from
eighth-order autoregressive equations. The expected values of R, were taken
to be the predicted values from Eq. (4).

In this third step each evaluation of L requires that the model be solved for
cach of the 114 observations of the sample period. This solution takes about
10.5 seconds on the IBM 4341. As noted earlier, the number of function
evaluations required per iteration of the Parke algorithm is about 180, which
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takes about 65 seconds for the nonrational expectations version of the model.
The total time per iteration for the complete model is thus about 10.5
scconds X 180 + 65 seconds = 32.6 minutes. Because of the cost per itera-
tion, the Parke algorithm was only allowed to run for eight iterations. The
FIML estimates of the nonrational expectations version were used as starting
values. The value of [. was increased from the starting value of 2448.86 to
2475.16, which is a change of 26.30 points.

The set of estimates at this point is the third set presented in Table 11-6.
The key result in this table is that both coefficient estimates for p, — E,_,p, are
of the expected sign (negative in Eq. | and positive in Eq. 2). According to the
theory behind the model, positive price surprises should lead to a fall in the
unemployment rate and a rise in labor supply, and the results are consistent
with this theory.

The covariance matrix of the third set of coefficient estimates was not
computed because of the expense, but it is the case that the two coefficient
estimates for p, — E,_,p, are jointly significant. This can be seen by perform-
ing a likelihood ratio test. Let L* denote the optimal value of L and let L**
denote the value of £. obtained by maximizing the likelihood function subject
to the constraint that both coefficients are zero. Then 2(L*¥ — L**) has an
asymptotic x* distribution with two degrees of freedom. The value of L** is
2448.86 from the above results. A lower bound for the value of L* is the final
value of 2475.16. {This is only a lower bound because the Parke algorithm was
not allowed to run long enough to obtain the maximum.) Twice the differ-
ence between the lower bound for L* and L** is 52.60, which is clearly
greater than the critical y* value at the 95-percent confidence level of 5.99.
Therefore, even using this conservative vatue, the two coefficient estimates
are highly significant.

Because of the expense of estimating Sargent’s model, it was not feasible to
use the method in Chapter 8 to examine the accuracy of the model. It did
seem worthwhile, however, to try to get a4 rough idea of its accuracy. This was
done by computing within-sample root mean squared errors (RMSEs),
RMSEs were computed for one- through eight-quarter-ahead predictions for
the 19701 - 1982111 period. This was done for the three estimates of Sargent’s
model in Table 11-6, for the ARUS model, and for the US model. The results
are presented in Table 11-7. The results in Table 11-7 for the US model are
- the same as those in Table 8-5 {28LS estimates).

Before discussing the results in Table 11-7, one should be clear about how
the rational expectations version of Sargent’s moedel is solved when the
simulation is dynamic. (The simulations that were used in the above estima-
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TABLE 11-7. Root mean squared errors of within-sampie forecasts
for 1970 ¥ -1982 TII for SARUS, ARUS, and US

Number of quarters ahead
1 2 3 4 5 [} 7 8

GNPR = ¢’ : Real GNP
SARUSE 1,07 1,72 2,08 2,37 2.45 2.5 2.67 2.7V
SARUSP  1.02 1.66 2,02 2.4 2.71 2.92 3.08 3.24
SARUSS 1,09 1.79 2,33 2,75 3,03 3,31 3.52 3.73
ARUS 1.04 1,60 2,05 2,37 2,56 2.73 2.85 3.01
us 66 .81 1,08 1.25 1.43 1.61 1.73 1.81

GNPD = eP: GNP deflator
SARUS® .75 1.04 1,25 1,50 1.83 2,02 2.25  2.56
saRUSP 1,00 1.35 1.7r  2.12  2.59 2.88 3.22  3.59
SARUS®  1.0¢ 1.54 1,93 2.35 2.89 3,18 3.48 3.83
ARUS L3800 .69 1,00 1.27 1,57 1.87  2.07 2.76
Us .44 .68 .88 1.05 1,18 1.23 1.25 1.22

104-UR = 100+Un: Unemployment rate (percentage points}
SARUSH .36 .68 92 1.10 1.13 1,12 1.13 1.14

saRUS® .33 61 B4 1.4 1.1z 1.16 1.19 1.22
SARUSS .33 .63 .B6 1,06 1.15 1.20 1,24 }.27
ARUS .32 .61 L84 1,03 1,12 1.17 1.2l 1.24
us .29 .43 .85 .86 .75  ,8% .48 .95

Notes: a. Second set of FIML estimates in Table 11-6 (complete
model) .
b. First set of FIML estimates in Table 11-6 {pt 'Et-lpt
excluded}

c, 25L5 estimates in Table 116,

« There are 51 observations for the one-quarter-ahead
forecasts, 50 for the two-quarter-ahead forecasts,
and sc om,

* For the uremployment rate the errors are in the
natural units of the variables, For real GNP and the
GNP deflator the errors are percentage errors {in
percentage peints).

tion of the model were all static.) Remember that the model is actually solved
two times per quarter to get the final solution values. The model is first solved
using the expected values of the exogenous variables, which gives a solution
value for ,_ p,. The model is then solved again using this solution vatue plus
the actual values of the exogenous variables. For both the static and dynamic
simulations the expected values of the two exogenous variables, m, and pop, ,
were taken to be static predictions from the two estimated eighth-order
autoregressive equations. It would not be appropriate to use dynamic predic-
tions for this purpose because of the exogeneity of m, and pop, themselves. For
solution purposes, in contrast to estimation purposes, R, is an endogenous
- variable, and therefore the above procedure for m1, and pop, is not followed for
R,. The R, equation, Eq. {4}, is simply added to the model for solution
purposes.

The results in Table 11-7 indicate that Sargent’s model is not very accurate.
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All three versions are considerably less accurate than the US model for all
three variables. All versions are less accurate than the ARUS model for the
GNP deflator. The three versions and ARUS are of about the same degree of
accuracy for the unemployment rate. The rational expectations version of
Sargent’s model is slightly more accurate than ARUS for real GNP for the
five- through eight-quarter-ahead predictions. The other two versions are less
accurate than ARUS for real GNP. Although these results are subject to the
reservations discussed in Chapter 8 regarding within-sample RMSE compari-
sons, they are clearly not encouraging regarding Sargent’s model.

Sargent’s model was the first serious attempt to construct an econometric
version of the class of rational expectations models discussed in Section 3.1.7,
and thus it is obviously very preliminary in nature, The negative results
achieved here should thus be interpreted with some caution. It may be that
with more work on models of this type, the accuracy will be much improved.
It is really too early to judge this type of model. One discouraging feature
about this work, however, is that there have been no attempts to follow up on
Sargent’s model or models like 1t. Unless more econometric work is done on
this class of rational expectations models, it may lose by default.



12 Conclusions

Because of the “wait and see” theme of this book, no strong conclusions are
drawn here. The following is a summary of some of the main results in the
book and a discussion of problems that | think are in particular need of future
research,

12.1 Methodology

One of the three main goals of this book has been to argue for a particular
methodology. The methodology centers around the testing of econometric
models using the method in Section 8.4, An example of the use of the method
is presented in Section 8.5, I am under no illusions that the method can be
casily used to decide which model best approximates the structure of the
economy. The problem is not that the method is expensive to use, since, as
seen in Section 8.5, the method is not prohibitively expensive now and it will
be considerably less expensive in the future with cheaper and faster com-
puters, Rather, the problem is that it is in general difficult to use macroeco-
nomic data to distinguish among alternative hypotheses or models. Given the
smoothness of much of the data, the size of the sample that one is dealing with
is to some extent small. Many more observations are needed before much can
be said. I am also aware of the possibility, as discussed in Section 2.4, that the
structure of the economy is not stable enough for any model in the future to
be very good. If this is the case, any attempt to find the “best” model is futile.
Whether the methodology emphasized here will in fact help to advance our
knowledge of the structure of the economy is clearly an open question. Since
the method presented here can be easily used within the context of the
Fair-Parke program, the hope is that this book will stimulate more compari-
sons and testing of models as well as more work on the method itself,

12.2 Specification

Another goal of this book has been to present my theoretical and econometric
macro models. This modeling exercise 1S my attempt at approximating the
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structure of the economy, and it provides an example of the transition from
theoretical to econometric models.

12.2.1 The US Model

The theoretical model on which the US econometric model is based is one in
which disequilibrium can occur because of expectation errors. Contrary to
the work of Barro and Grossman (1976) and the related work on fixed price
equilibria, the model provides an explanation of market failures, Firms
determine prices and wages (along with other variables) within the context of
their multiperiod maximization problems, and because of expectation errors,
these prices and wages are not always market clearing. Whether the key
assumption in the model regarding expectations, namely that expectations
are not rational, 18 the best approximation to the truth is one of the most
important current issues in macroeconomics. If expectations are in fact
rattonal, many of the features of the theoretical model are not likely to be
good approximations, and thus the econometric model that is based on this
model should not, other things being equal, perform well in tests against
madels in which expectations are rational.

Another important feature of the theory is the idea that firms may spend
time “off ™ their production functions. Because of adjustment costs, it may be
oplimal for firms to hold excess labor, excess capital, or both during periods of
slack demand. If this is true, it has important implications for empirical work:
it means that attempts to estimate the degree of substitution between capital
and labor that are based on the assumption that the observed inputs are the
utilized inputs are not trustworthy. The same holds for attempts to estimate
the effects of the cost of capital on investment behavior,

Another charactenistic of both the theoretical and econometric models 1s
the accounting for all flow-of-funds and balance-sheet constraints. This
implies that the government budget constraint is accounted for, and it makes
clear the various assumptions about monetary policy that are possible. These
issues are discussed in Sections 4.1.10 and 9.4.4.

The results that have been obtained for the econometric model so far are
encouraging. With respect to the disequilibrium issue, the key disequilibrium
variable in the model (the Z variable) appears in the three consumption
equations and in three of the four labor supply equations, It is significant in
the three labor supply equations and in two of the three consumption
equations (Section 4.1.4). Regarding the question of whether firms spend
time off their production functions, the excess labor variable is significant in
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the employment and hours equations and the excess capital variable is
significant in the investment equation {Section 4.1.5). The tests of the overall
model in Section 8.5 show that it is more accurate than the ARUS, VARIUS,
VARZUS, and LINUS models for a number of the key variables, and the
results of the comparisons in Section 11.8 show that it is more accurate than
Sargent’s model.

Some of the open questions or problems about the US model as I see them
are the following.

. The method in Chapter 8 has not been used to compare the model to
other large-scale structural models. Also, the results in Section 8.5 show that
the model is less accurate than at least one of the other models for some
variables, and therefore more work is needed regarding the explanation of
these variables.

2. Interest rates have a very large effect on consumption and housing
investment {and thus on GNP). This can be seen best in Tables 9-4 and 9-5,
especially the latter. It may be that these effects are too large. Trying both the
short-term and the long-term rates, current and lagged, in each equation and
then choosing the one that was most significant may have resulted in an
upward bias in the estimated effects,

3. The interest rate reaction function appears to have changed when
Volcker became chairman of the Fed, although not enough observations are
available to know whether the way in which this change has been modeled isa
good approximation. it may be that the entire equation will have to be
replaced by a reaction function with a different LHS variable.

4, Some of the minor equations of the model, such as the equation
explaining the interest payments of the firm sector, have fairly poor statistical
properties and arc thus in need of further work.

5. No evidence could be found for the effects of real as opposed to nominal
interest rates in the household expenditure equations, which could be because
of poor estimates of expected future inflation rates. More work is needed here.

Within the next ten years or so these problems should be worked out one
way or another. One should also have by this time a good idea of how the
model compares to other structural models. If the problems have not been
adequately dealt with or if other features of the model are poor approxima-
tions, the comparisons should reveal this. In particular, if the Lucas point is a
‘serious quantitative problem for the model, this should be revealed in poor
performances. Likewise, if the Brainard-Tobin pitfalls criticism regarding the
treatment of financial securities in models like the US model is important
quantitatively, this should show up.
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12.2.2 The MC Model

The MC model is in a much more preliminary state than is the US model, and
it will take more than ten years to decide if it has formed the basis for a model
that provides a good approximation of the economic linkages among coun-
tries.

One of the key features of the theoretical model is that there is no stock-flow
distinction with respect to the determination of the exchange rate. Because
the model accounts for the flow-of-funds and balance-sheet constraints, the
stock and flow effects are completely integrated. The other features of the
theoretical model are essentially those of the single-country model, since the
two-country model is conceived of as two single-country models put together.

For the econometric work, data limitations required that a special version
of the theoretical model be considered. This is a version in which (1} the
short-term interest rates are determined by interest rate reaction functions, (2)
the exchange rate is determined by an exchange rate reaction function, (3) the
forward rate is passive, and (4) the bonds of the two countries are perfect
substitutes. In addition, the sectors are aggregated into just one sector per
country. This version guided the econometric specifications.

The results of comparing the MC and ARMC models in Section 8.6 are
encouraging regarding the MC model. In general, it does better than the
ARMC model, and variables like the exchange rates seem to be explained
fairly well so far. These results are, of course, very preliminary, and for
variables like consumption and investment more work on the specification of
the equations is needed.

The discussion and results in Section 9.5 give a good idea of the properties
of the MC model. It is clear from these results that the effects of a given change
vary considerably across countries and that the trade effects by no means
dominate the price, interest rate, and exchange rate effects. Although suffi-
cient observations in the flexible exchange rate regime are not yet available to
allow much weight to be placed on these results, they do suggest that models
that are primarily trade multiplier models are likely to be poor approxima-
tions.

12.3 Estimation and Analysis

The final main goal of this book has been to discuss the techniques needed to
estimate and analyze large nonlinear macroeconometric models. The Fair-
Parke program, which is discussed in Appendix C, provides a fairly easy way
of implementing these techniques.
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12.3.1 Estimation Techniques

The results in Chapter 6 show that it is becoming feasible to estimate
large-scale models by full information techniques and by robust techniques
like 2SLAD. If one takes the view that all models are at least slightly
misspecified, and thus that the standard statistical properties of the estimators
are not valid, the key question is which estimator vields a model that is the
best approximation of the structure. The results in Chapter 6 and in Section
8.5.5 are inconclusive on this matter, but to some extent thev show that the
choice of estimator does not make much difference. An important question
for future research is whether this conclusion holds for other models and for
later versions of the US model.

12.3.2 Testing and Analysis

The results in Chapters 7, 8, and 9 show that stochastic simulation can now be
a fairly routine matter in analyzing models. The use of stochastic simulation
allows one to compare models by means of the method in Chapter £ and to
estimate standard errors of multipliers. The method in Chapter 8 requires that
a model be estimated a number of times, which is clearly feasible for the
limited information techniques. This is still not feasible for 3SLS and FIML,
although in a few years even these techniques may be capable of being used
routinely.

The method in Chapter 8 is based on the premise that all models are
misspecified. It is not designed to test the null hypothesis of correct specifica-
tion, since this hypothesis is already assumed to be false, but instead to
estirmate the degree to which a model is misspecified. An important conclu-
sion from the results in Table 8-2 is that all the models tested appear to be
misspecified by a fairly large amount. More precisely, the estimated contribu-
tion of misspecification to the total variance of the forecast error is fairly large
tor most variables. This conclusion has important implications for the esti-
mation of the standard errors of multipliers in Chapter 9. The method in
Chapter 9 that is used 1o estimate these standard errors does not account for
misspecification effects, and thus the estimated standard errors are merely
lower bounds. An important guestion for future research is how to account
for misspecification effects in this context.

The results in Chapter 10 show that 1t is feasible to solve optimal control
problems for large models. Until models become more accurate, it 1s unfikely
that optimal control techniques will be used in a serious way for actual policy
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purposes. The techniques can also be used, however, to help analyze the
properties of the models, and in this respect they are of current interest. They
are also of current interest in helping to evaluate past policies in the light of
particular welfare functions.

12.4 Rational Expectations Modeils

The methods in Chapter 11 now allow nonlinear rational expectations
models to be estimated and solved. The methods are expensive for large
models, but not necessarily prohibitively so on fast and cheap computers. The
estimation method is, as far as I know, the only method available for
estimating a nonlinear rational expectations model by FIML. Given the
widespread use of the rational expectations assumption and the important
implications it has for policy, it is important in future research that the
assumption be tested. The methods in Chapter 11 allow this to be done.

The solution method in Chapter 11 is used in Section 11.7 to analyze two
versions of the US model, one with rational expectations in the bond market
and one with rational expectations in the bond and stock markets. These
versions are not realistic because they have not been estimated, but this
exercise provides a good example of the way in which the solution method can
be used. The exercise is also useful in determining how sensitive the properties
of the US model are to alternative specifications. The estimation method is
used in Section 11.8 to estimate Sargent’s model.

It may be that it will become feasible to test econometric rational expecta-
tions models before these models are actually developed. Very little work has
been done in this area since Sargent’s modelin 1976, Now that the methodsin
Chapter 11 are available, it may be that work will proceed more rapidly. One
would hope that within the next ten years or so, well-developed rational
expectations models will be available to compare to other models.
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Appendix A: Data and ldentities for
the United States Model

The data and identities for the US model are discussed in this appendix.
Tables A-1 through A-4 describe the construction of the variables, and Table
A-3 contains the identities. The stochastic equations of the model, which are
presented in Chapter 4, are repeated in Table A-3. {(The tables are grouped
together at the end of this appendix.) Some of the material in these tables was
discussed in Section 4.1.2, and the discussion will not be repeated here,

The FFA data were taken from a Flow of Funds tape of data through
1982111. The NIA data prior to 19771 were taken from an NIA tape. The tape
consisted of data through 19811, but the data from 19771 on were preliminary
and subject to revision. NIA data for the 19771~ 19821 period were taken
from the July 1982 issue of the Survey of Current Business. In addition, data .
for a few variables for 19731- 19761V were taken from this issue (table 3, pp.
131-132) to replace the data taken from the tape. NIA data for 198211 and
1982111 were taken from an advance copy of the Survey of Current Business
tables dated December 1982,

Table A-1 lists the sectors of the model. The notation on the RHS of the
table (H1{, FA, and so on) is used in Table A-2 in the description of the FFA
data. The notation on the LHS (4, f, and so on) is used in the model.

Table A-2 contains a description of all the raw-data variables. These
variables are used in Table A-4 to construct the actual variables in the model.
The units quoted in Table A-2 are the units used for the construction of the
variables in Table A-4; they are not necessarily the units from the original
sources. The raw-data variables are listed in alphabetic order at the end of
Table A-2. This makes it easier to find particular raw-data variables, which
one needs to do to see how the vaniables in Table A-4 are constructed.

The source for the interest rate data is the Federal Reserve Bulletin, denoted
FRB 1n the table. Listed in the table for each interest rate variable is the table
number in the November 1982 issue of the FRB where the variable can be
found. Some of the past data were obtained directly from the Federal Reserve,



414  Appendix A

The main source for the employment and population data is Employment
and Earnings, denoted EE in the table. Listed in the table for each variable is
the table or page number in the February 1982 issue of EE where the variable
can be found. Some of the past data were obtained directly from the Bureau of
Labor Statistics (BLS). For two variables, JF and HF, the relevant data are not
published in EE, and they were obtained directly from the BLS.

A few adjustments were made to the raw data, and these are also presented
in Table A-2. The quarterly socal insurance variables 171176 were con-
structed from the annual variables 73-78 and the quarterly variables 33, 54,
and 66. Only annual data are available on the breakdown of social insurance
contributions between the federal and the state and local governments with
respect to the categories “personal,” “government and government enter-
prises emplover,” and “other employer.” It is thus necessary to construct the
quarterly variables using the annual data. It is implicitly assumed in this
construction that as employers, state and local governments do not contrib-
ute to the federal government and vice versa.

The tax variables 177 and 178 concern the breakdown of corporate profit
taxes of the financial sector between federal and state and local. Data on this
breakdown do not exist. It is implicitly assumed in this construction that the
breakdown is the same as it 15 for the total corporate sector.

Regarding the tax and transfer variables 51 and 56, the tax surcharge of
196R11I- 1970111 and the tax rebate of 19751 were taken out of personal
income taxes (7PG) and put into personal transfer payments (FRGH ). The
tax surcharge numbers were taken from Okun (1971, table 1, p. 171). The
rebate was 7.8 billion dollars at a quarterly rate.

The multiplication factors in Table A-2 pertain to the population, labor
force, and employment variables. Official adjustments to the data on POP,
POPL, POP2, CL, CL1, CL2, and CF were made a few times, and these
must be accounted for. This was done as follows. Consider as an example the
adjustments to POP. In January 1972 the BLS added 787 thousand to POP(a
.547 percent increase), and in March 1973 it added 13 thousand {(a .009
percent increase). To account for the first change, the old data on POP for the
19521 - 19711V period were multiphed by 1.00547, To account for the second
change, the old data on POP (**0ld” now including the first change) for the
19521 - 19721V period were multiplied by 1.00009 and the old data for 19731
were multiplied by 1.00006. Since the second change occurred in March
1973, the adjustment to the old data for 19731 was only two-thirds of the
adjustment for the earlier quarters. The same procedure was followed for the
other variables. For four of the vanables (L, CL 1, CL2, and CF), there was
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also an official adjustment in January 1978, All the multiplication factors are
presented in Table A-2. The official adjustments are discussed in Employ-
ment and Earnings, February 1972, April 1973 (note to Table A-1), and
February 1978. Some of the official adjustment numbers were obtained
directly from the BLS. In the February 1983 issue of Employment and
Earningsthe household data were revised back to 1970 to reflect the informa-
tion from the 1980 Census. These revisions did not eliminate the need to
make the above adjustments, but they did otherwise make the pre- and
post-Census data comparable.

Table A-3 contains the checks on the consistency of the NI1A and FFA data.
The financial savings of the sectors are defined in Egs. {1)~(6). The savings
must sum to zero across sectors, which is Eq. (7). The savings vanables are
based on NIA data, and they must match the corresponding variables based
on FFA data—Eqs. (8)-(13). Equations (14)-(16) are adding-up checks on
ihe FFA data alone.

Table A-4 presents all the variables in the model. With a few exceptions, the
variables are either defined in terms of the raw-data variables in Table A-2 or
are determined by identities. The construction of each variable is given in
brackets. 1f the variable is determined by an identity, the notation “Def, eq.”
appears, where the equation number is the identity in Table A-3 that defines
the variable. In a few cases the identity that defines an endogenous variable is
not the equation that determines it in the model. For example, Eq. 85 defines
LM, whereas stochastic equation 8 determines LM in the model. Equation 85
instead determines F, F being constructed directly from raw-data variables.
Also, some of the identities define exogenous variables. For example, the
exogenous variable d,, is defined by Eq. 49. In the model Eq. 49 determines
T,,. T, being constructed directly from raw-data variables.

The financial stock variables in the model that are constructed from flow
identities need a base quarter and a base guarter starting value. The base
quarter values are indicated in the table. The base quarter was taken to be
19711V, and the stock values for this quarter were taken from the Flow of
Funds tape.

There are also a few internal checks on the data in Table A-4, The variables
for which there are both raw data and an identity available are GNP, GNPR,
M,, PU,, PU,, and n.. In addition, the savings variables in Table A-3 (SAH,
SAF, and so on) must match the savings variables in Table A-4 (S, S, and so
on), The checks on the savings variables are strong because many variables
affect savings. Finally, there is one redundant equation in the model, Eq. 80,
which the variables must satisfy.
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There are a few variables in Table A-4 whose construction needs some
explanation. They are discussed in the following sections.

The Variable H;"

Hp is H, detrended. The trend factor was obtained from a regression of H,
on a constant and ¢ for the 19521- 198211 period. The estimate of the
coefficient of ¢+ was —.56464, and this is the coefficient that 1s used in the
definition of H (Eq. 100).

The Variable HO

Data are not available for HO for the first 16 quarters of the sample period
(19521 - 1955IV). The equation that explains /O in the model has log /0 on
the LHS and a constant and A on the RHS. This equation was estimated for
the 19561- 1982111 peried, and the predicted values from this regression for
the (outside sample) 19521 19551V period were taken to be the actual data.
For this work the equation was estimated under the assumption of no serial
correlation of the error term. The equation that 1s actually used in the model is
estimated under the assumption of first-order serial correlation.

The Variable JJ*

JJ*is JJ detrended. The trend factor was obtained from a regression of log JJ
on a constant and ¢t for the 19521- 1982111 period. The estimate of the
coefficient of 1 was —.00083312, which is the coefficient that is used in the
definition of JJ* (Eq. 96).

The Parameter y,

7, is the progressivity tax parameter in the personal income tax equation for g.
It was obtained as follows. The sample period was divided into 13 subperiods,
cach subperiod corresponding roughly to a period in which there were no
major changes in the federal tax laws. The 15 subperiods are 19541- 19631V,
1964119651, 196511-1968I11, 1968III- 19691V, 19701- 19701V, 19711-
19711V, 1972119721V, 19731-19751, 197511, 1975111- 19761V, 19711,
197711, 1977111- 19801V, 19811-19811V, and 19821~ 1982111, Two assump-
tions were then made about the relationship between T, personal income
taxes, and Y7, taxable income. The first is that within a subperiod T, /POFPis
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equal to [d, + 7 (YT/POP)(YT/POP) plus a random error term, where o,
and y, are constants. The second is that changes in the tax laws affect ¢, but
not y,. These two assumptions led to the estimation of the following equation:

15 ‘
(A1) F%%m — 0187 + r;jﬁ,-DUMGi};%Iﬁ+ .015513(—};){%)2
(3.39) (8.84)
&= 123 ,4,= 108 ,d,= .108 ,4,= .112 ,
(15.12) (14.98) (16.85) (18.52)
ds= 109 ,d,= .10l ,d,= .108 ,d,= .100 ,
(18.23) (17.15) (18.77) (17.77)
Go= 095 ,d,= 092 ,4,= .098 ,d,= .093 ,

(16.13) (16.12) (16.44) (15.59)
A= 090 ,d,= .088 ,ad,= .080
(14.43) (12.67) (11.26)

SE = .00355, R?= 999, DW = [.74, 19541~ 1982iIl

DUMG;, 1s a dummy variable that takes on a value of one in subperiod / and
zero otherwise. 4, is an estimate of | for subperiod i, The estimate of the
coeficient of (YT/POPY, 015513, is the estimate of y,. Since (A.1) is only a
rough approximation, a constant term was included in the estimated equa-
tion even though the above two assumptions do not call for it. When YT is
zero, T, ought to be zero, but the zero-zero point is so far removed from any
observation in the sample period that it secemed unwise from the point of view
of approximating the tax system to constrain the equation to pass through this
point.

Given yg, d,, is defined to be T3, /YT ~ (3, YT)/POP (see Table A-4). d,, is
taken to be exogenous, and T, is explained (Eq. 47) as [d, + (3, YT/
POPIYT. This treatment allows a marginal tax rate to be defined (Eq. 90}
d =d, + Qy,YT)/POP.

The Parameter y,

7, is the progressivity tax parameter in the personal income tax equation for 5.
The same procedure was used to estimate this parameter as was used to
estimate y,. There were 19 subperiods: 19541- 19641V, 19651-19651V,
19661- 19661V, 19671-19671V, 19681-19681V, 19691-19691V, 19701-
19701V, 1971119711V, 1972119721V, 19731-19731V, 19741-19741V,
19751~ 19751V, 19761-19761V, 19771-1977IV, 1978I- 19781V, [979]-
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19791V, 19801- 19801V, 19811~ 19811V, and 19821-19821Il. The estimated
equation was

T __ o157+ 2 5 pusts, XL (22)
(A.2) =— 0157 + S hDUMS, + 0022626
POP (12.93) 2, POP (2.38) POP
b = 0352 5,= 0344, b,= 0344, 5,~ 0351,
(16.79) (17.35) (17.53) (17.91)
by = 0362 ,h,= 0371 ,5,= 0383, b= .0398,
(18.44) (18.75) (19.18) (19.78)
by = 0431 b,= 0408, 5, = 0398, 5, = 0408,

(20.93) {19.05) (18.01) . (18.10)
by = 0415, b = 0413 b= 0401 , b,s= 0380,
(17.60) (16.56) (14.90) (13.09)
by = 0379, b= 0368, 5h,= 0375
(12.32) (10.99) (10.82)

SE = 000780, R? = 999, DW = 1.82, 19541 1982III

As can be seen, the estimate of y, is 0022626, d,, is defined to be T,/
YT — (p,YT)/ POP (see Table A-4). The marginal tax rate 1s defined to be (Eq.
91): ¥ = d,, + (23, YT)/POP.

The Variable V

The base quarter for the stock of inventories, V, was taken to be 19801V, The
base quarter value was 340.6, which was taken from the Survey of Current
Business, July 1981, p. 17.

The Variable KH

KH is an estimate of the stock of housing of the household sector, It 1s defined
by Eq. 59

59, KH=(1 — §)KH_, + IH,.

Given [H,, which is constructed from the raw data, KH can be constructed
- once a base quarter value and a value for the depreciation rate d;; are chosen,
Annual estimates of the stock of housing are available through 1975 from the
Survey of Current Business, April 1976. The base quarter for KH was taken to
be 19631V, and the base quarter value was taken to be 657.1. This number is
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the sum of the last four numbers in the 1963 row in table 8, p. 52, of the April
1976 issue of the Survey. Given this starting point, alternative values of d,
were used to generate different KH series from Eq. 59. The aim was to find a
value that led to fourth-quarter values of KH that were close to the published
values. The value of d, that was chosen was .00655, which is a depreciation
rate of .635 percent per quarter. The generated value of KH for 19731V was
905.4, which compares almost exactly to the published value of 995.9. (Again,
the 905.9 number is the sum of the last four numbers in table 8, p. 52, of the
Survey.) The generated value for 19741V was 928.1, which compares to the
published value of 923.3.

The Variable KD

KD is an estimate of the stock of durable goods. It is determined by Eq. 58,
which is similar to Eq. 59 for KH. Annual estimates of KD are available
through 1979 from the Survey, April 1981, The base quarter was taken to be
19641V, and the base quarter value was taken to be 249.6, which is the 1964
value in table 4, p. 65, of the April 1981 issue of the Survey. The value of the
depreciation rate, 8,, that led to a good approximation to the published series
was .(0515. The generated value of KD for 19791V was 599.7, which compares
1o the published value of 598.3,

The Variable KK

KK is an estimate of the stock of capital of the firm sector. It 1s determined by
Eq. 92, which is simalarto Egs. 38 and 59 for KD and KH. Annual estimates of
KK are available through 1979 from the Survey, February 1981. In this case
no one depreciation rate could be found that adequately approximated the
published data, and in the end two rates were used. The first rate, .0247, was
used from 19521 through 19631V, and the second rate, .0263, was used from
19641 on. The first base quarter was 19521V, with a value of 290.3, and the
second base quarter was 19631V, with a value of 413.0. The first value is the
1952 value in table 4, p. 60, of the February 1981 issue of the Survey under the
column heading “Corporate Nonfinancial.” The second value is the value of
KK generated for 19631V using the first depreciation rate. This value com-
pares closely to the published value of 411.3. The value of KK generated for
19791V (using the second rate) was 812.5, which compares to the published
valtue of 806.0.
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TABLE A-1., The six sectors in the model

Sector in the model Corrsspon&ing sector{s} in the Flow of Funds accounts

1, Household (h) la. Househalds, Personal Trusts, and Nonprofit
Organizations {Hi)
1b. Farms, Corporate and Noncorporate (FA)
le. Nonfarm Noncorporate Business {MHN)

I. Firm {f) 2. Noofinancial Corporate Business, Excluding Farms
F)
3. Pinancial (b) 3a. Commerclal Banking {Bl}:

(1) U.S. Chartered Commercial Banks
(2) Domestic Affiliates of Commercial Banks
(3] Foreign Banking 0ffices in U.S,
(4] Banks in U.5. Possessions
It. Privats Nonbank Financial Institutiems (B2):
(1} Savings and Loan Associations
(2) Mutual Savings Banks
(3) Credit Unions
(4} Life Insurance Companies
(%) Private Pension Funds
(6) State and Local Government Employee Retire-
ment Funds
(7} Other Insurance Companies
(8} Finance Companies
(9) Real Estate Investment Trusts
(10} Open-End Investment Companies {Mutual
Funds}
(11} Money Market Mutual Funds
{113 Security Brokers and Dealers

4, Foreign (r) 4. Foreipgn Sector (R)
5. Federal 5a. U.S. Government (US)
Governmens {g) 5p. Federally Sponsored Credit Agencies and Mortigage
Pools {CA)

5¢. Monetary Authority (MA}

&. State and Local 6. State and Local Governments (8)
Government {s)
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TABLE A-2. The raw-data variables

NIA data from the Survey of Current Business

Variable

Table Line Units

Description

b 0 B

—
W o S b

il
12

13
14
15
15
17
18
1%

20

21
22

24
25
26
27
28
29
30
31
32
33

34
35
36
37
8
38
40

41

42
43

44

45
46

47
48

49
50

GNP 1.1
oz "
CNZ "

CsZ "
1KZ !
IHZ "
Vi i
EXZ "
M2 "
GNPR 1.2
CD i1
CN "

CS "
K "
IH "
Iv‘ "
EX "
I "
PURG "

PURS "

FAZ 1.5
PROGZ "
PROSZ "
FA 1.6
PROG o
PROS "
ccr 1.7
STAT "
WLDF "
DPER "
TRFH "
COMPT 1.11
SIT "

DC r
INTF "
CCCB 1.13
PIECB "
TCB w
beB t
IVA "

CCADCB "

CCCBN "
PIECBN "

TCBN o

DCBX "
CCADCBN "

PRI 2,k
aNT "

UB L)
TRHR "

ENyFE

13
i4

13
14

8
14

17
18

25
29

10
11
13
15
16

20
28

29

31
34

g
12

17
29

SAQR$

"

Gross National Product

Personal Consumption Expenditures, Durable Goods

Personal Consumption Expenditures, Nondurable
Gopds

Personal Consumption Expenditures, Services

Nonresidential Fixed Investment

Residential Fixed Investment

Change in Business Inventories

Exports

Imporis

Gross National Product

Personal Consumption Expenditures, Durable Geods

Personal Consumption Expenditures, Nendurable
Goods '

Personal Consumption Expenditures, Services

Nonresidential Fixed Investment

Residential Fixed Investment

Change in Business Inventories

Exports

Imports

Federal Government Purchases of Goods and
Services

State and Local Sovernment Purchases of Goods
and Services

Farm Gross Product

Federal Goverrment Sross Product

State and Local Government Gross Product

Fare Gross Product

Federal Government Gross Product

State and Local Government Gross Product

CC, Total

Statistical Discrepancy

Wage Accruals less Disbursements

Personal Dividend Income, Total

Business Transfer Payments

Compensation of Employees, Total

Employer Contributiens for Social Insurance,
Total

fividends, Corporate

Net Interest, Corporate

CC, Corporate Business

Profits before Tax, Corporvate Business

Profits Tex Liability, Corporate Business

Dividends, Corporate Business

Inventory Valuation Adiustment, Corporate
Business

Capital Consumption Adjustment, Corporate
Business

CC, Nonfinancial Corporats Business

Profits Before Tax, Nonfinancial Corporate
Business

profits Tax Liability, Nonfinancial Corporate
Business

Dividends, Nonfinancial Corporate Business

Capital Consumption Adjustment, Nonfinancial
Corporate Business

Proprietors' Income with Inventory Valuation
and Capital Consumption Adjustments

Rental Income of Persons with Capital
Consumption Adjustment

Government Unemployment Insurance Benefits

Personal Transfer Payments to Foreigners (net)

(continued}
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TABLE A-2 (continued)

variable Table Line Units Description

51 TPG 3.2 2 SAQR$ Personal Tax and Nontax Receipts, Federal
Government (See below for adjustments.)

52 TCG " & " Corporate Profits Tax Accruals, Federal
Government

53 IBTG " 7 " Indirect Business Tax and Nontax Accruals,
Federal Government

54 BiG ” 11 " Contributions for Sceial Insurance, Federal
Government

55 PURGZ " 13 " Purchases of Goods and Services, Federal
overnment

56 TRGH " 17 " Transfer Payments to Persons, Federal Government
(See below for adjustments.)

57 TRGR " 18 " Transfer Payments to Foreigners, Federal
Government

58 TRGS " i9 " Grants in Aid to State and local Governments,
Federal Government

59 INTG " 20 " Net Interest Paid, Federal Government

60 INTGR " 23 " Interest Paid to Foreigners, Federal fovernment

61 SUBG " 5 " Subsidies legss Current Surpius of Sovernment
Enterprises, Federal Government

62 WLDG " 28 " Wage Accruals less Disbursements, Federal
Government

a3 TPS 3.3 2 SAQR$ Personal Tax and Nontax Receipts, State and
Lecal Government {S§L}

&4 TCS " 6 i Corporate Profits Tax Accruals, SRL (Note:
TCS = TCB - TCG.)

65 TBTS " 7 " ladirect Business Tax and Nontax Accruals, $S5L

66 SIS " i1 " Contributions for Social Insurance, S§L

67 PURSZ " 14 " Purchases aof Goods and Services, S§L

68 TRRSH " 17 " Transfer Payments to Persons, S§L

69 INTS I 18 " Net Interest Paid, S&L

70 SUBS N 22 " Subsidies Less Current Surplus of Government
Enterprises, S&L

71 WLDS " 25 " Wage Accruals less Disbursements, S§L

72 COMPMIL 3.7 8 S5AQR$ Federal Government Compensation of Employees,
Military

73 SIHGA 3.13 3 YEAR} Personai Contributions for Social Insurance to
the Federal Government

74 SIQGA " 5 " Government and Government Enterprises Employer
Contributions for Secial Insurance to the
-Federal Government

75 SIFGA @ 6 " Other Ewployer Contributiens for Social
Insurance to the Federal Goverument

76 SIHBA Y 14 i Personal Contridbutions for Seceial Insurance to
the S§L Govermments

77 8IQSA " 16 " Government and Government Enterprises Emplover
Contributions for Social Insurance to the S&L
Govermwents

78 SIFSA " 17 b Other Employer Contributions for Social

Insurance to the $§L Governments

Data from the Flow of Funds tape.

{All flow data are SAQRS.

current dollars,)

All stock data are end of quarter in billions of

Variable Code Deseription

79 CDDCF 103020001  Change in Pemand Beposits and Currency, F

80 NFIF 105000005  Met Finsncizl Investment, F

8F IHMF 105012205  Residential Construction, Multi-family Units,
Nonfinancial Corporate Business

82 IK1F 105012405  Residential Construction, 1-4 Family Structures,
Change in Work in Process on Corporate Nonfarm

83 MRS 105030003  Mineral Rights Sales

B4 PIEF] 106060005  Profits before Tax, F

85 DISF 107005005  Discrepancy, F

86 CDDCNN 113020003  Change in Demand Deposits and Currency, NX

87 NFINN 115000005 Net Financial Investment, NN

88 IKNN 115013005  Monresidential Fixed Investment, NN

89 JVNN 115020500 Inventory Investment, NN

90 CCNN 116300605  (Capital Consumption, NN, AIso, Current Surplus =
Gross Saving, NN

61 CDDCFA 133020003  Change in Demand Deposits and Currency, FA

82 NFIFA 135000005  Net Financial Investment, FA

{continued)



TABLE A-% [continued)

Variable Code Description
93 1KFA 135013003  Nonresidential Fixed Investment, FA
94 IVEA 135020003 Inventory Investment, FA
95 PIEFA 136060003  Corporate Profits, FA
96 BFA 136120003 Dividends, FA
97 TFA 136231003  Tax Accruals, FA
98 CCFA 136300103  Capital Consumption, FA
99 CCADFA 136310103  Capital Consumption Adjustment, FA
104 CPDCHL 153020005  Change in Checkable Deposits and Currency, Hi
101 MVCE,CCE 153064005  Net Purchases of Corporate Equities of Households
MVCE is the market value of the stock.
CCE is the change in the stock excluding capital
gains aml losses.
102 NFIAL 155066005  Net Financial Investment, H1
103 TKH1 155013003  Nonresidential Fixed Investment, Nonprofit
Institutions
104 DISHI 157005005  Discrepancy, H1
105 NFIS 205000005  Net Financizl Investment, S
106 DISS 207005005  Discrepancy, S
107 CbhCS 213020005 Change in Demand Deposits and Currency, S
108 RET 224090005  Retirement Credits to Households, S
189 CGLDR 263011005 Change in Gold and SDR's, R
11¢ CDDCR 263020001  Change in ¥.5. Demand Deposits, R
111 CFXUS 263111005  Change in ¥.5, Official Foreign Exchange and Net IMF
Popition
112 XFIR 265000005  Net Finanrcial Investment, R
113 PIEF2 2660600601  Net Corporate Earnings Retaired Abroad
134 DISR 267005005  Discrepancy, R
115 CGLDEXUS 313011005  Change in Goid, SDR's, and Foreign Exchange, US
116 CpDCUs 313020001 Change in Demand Deposits and Currency, US
117 IMS 313154005 Insurance Credits to Households, U5
118 NFIUS 315000005 Net TFinancial Investment, US
119 prsus 317805005  Discrepancy, US
120 CDDCCA 403020000 Change in Demand Deposits and Currency, CA
121 NIACA 404080005 Net Increase in Financial Assets, CA
122 NILCA 404190085  Net Increase in Liabilities, CA
123 SURCA 406006003 Current Surplus of CA
124 DISCA 407005005 Discrepancy, CA
125 NIDDLB2 483127005 Net Increase in Liabilities in the form of Checkabie
Deposits, B2
126 THBZ 645012205  Residential Construction, Multi-family Units, Reits
127 CGD 656120000 Capital Gains Dividend
128 CDDCB2 693020005  Change in Demand Deposits and Currency, B2
12§ NIAB2 6384090005 Net Increase in Financial Assets, B2
130 NILBZ 684150085  Net Increase in Liabilities, B2
131 DISE2 697055005 Discrepancy, B2
132 CGLOFXMA 713011005 Change in Gold and Foreign Exchange, MA
133 CFRIMA 713068000  Change in Federa! Reserve Loans to Domestic Banks,
MA
134 NILBRMA 713115041 Change in Member Bank Reserves, MA
135 NIDDLRMA 713122605 Change in Liabilities in the form of Demand Deposits
and Currency due to Foreign of the MA
156 NIDDLGMA 713123101 Change in Lisbilities in the form of Demand Deposits
and Currency due to U.5. Government of the MA
137 NILCMA 715126001  Change in Liabilities in the form of Currency
Outside Banks of the MA
138 NIAMA 714080005 Net Inerease in Fimanclal Assets, MA
139 NILMA 7141903005 Net Increase in Liabilities, MA
140 SURMA 716006003  Current Surplus of MA
141 CVCBRB1 723020005 Change in Vault Cash and Member Bank Resexves, Bl
142 NILVCMA 723025000 Change in Lisbilities in the form of Vault Cash of
Commercial Banks of the MA
145 DISB1 727005005  Discrepancy, Bl
144 NIDDABL 743020003 Net Increase in Financial Assets in the form of
Demand Depesits and Currency of Banks in U.5.
Possessions
145 NIPDLB1 763120005  Net Tncrease im Liabilities in the form of Checkable
Deposits, Bl
146 NIABL 764090005  Net Increase in Financial Assets, Bl
147 NILEL 764190005 Net Increase in liabilities, Bl
148 IKBZ 795013003 Nonresidential Fixed Investment, Financizl
Cerporations
149 MAILFLYI 903023105 Mail Fleat, U.5. Government
150 MAILFLTZ 903029205 Mail Fleat, Private Domestic Nomfinancial

(continued}
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TABLE A-2 [continued)

Interest rate data

Variable Bescription
151 RS Three-Month Treasury Bill Rate (Auction Average), percentage
points
[FRB, A28. Quarterly average of monthly data,]
152 RM Mortgage Rate, percentage points.
{FRB, A40, FHA mortgages (HUD series), secondary markets.
Quarterly average of monthiy data, Linear interpolation for
missing monthly cbservations,]
153 RB Aaa Corporate Bond Rate, percentage points,
[FRB, A28, Quarterly average of monthly data.]
154 RD Discount Rate, percentage points,

[FRB, A7. Rate at F.R. Bank of N.Y. Quarterly average, inclusive
of any surcharge.]

Emplayment and population data

Variable Beseription
155 CE Civilian Empioyment, SA in millioms,
[EE, A-33, Quarterly average of monthly data, Sse helow for
adjusturents. ]
156 CL Civilian Labor Force, 5A in millions.
[EE, A-33. Quarterly average of monthly data. See below for
adjustments. ]
157 CL} Civilian Labor Force of Males 25-54, SA in millions,
[EE, p. 132. Quarterly average of monthly data,  See below for
adjustments.]
158 CL2 Civilian Labor Force of Females 25.54, 84 in millioms.
[EE, p. 133, <Quarterly average of monthly data. See below for
adjustmwents, ]
15% AF Armed Forces, millions.
[EE, A-33., Quarterly average of monthly data,]
166 AF1 Armed Forces of Males 25-54, millions,
[EE, A-3. Tetal labor force - Civilian labor force. Quarterly
average of monthly data.}
161 AF2 Armed Forces of Females, 25-54, mitiions,
[EE, A-~3. Total labor force - Civilian Isbor force. Quarterly
average of monthly data.]
162 POP Total aoninstitutional population 16 and over, miliions.
{[EE, A-3. Quarterly average of monthly data. See below for
adjustrents. |
163 POP1 Noninstituticnal population of males 25-54, millions,
{EE, A-3. Total labor force + Not in labor force, Quarterly
average of monthiy data, See below for adjustments.]
164 POP2 Noninstitutiona} popuiation of females 25-54, millions.
[EE, A-3. Total isbor force +« Net in labor force. Quarterly
average of monthly data. BSee below for adiustments.}
165 JE Employment, Tetal Private Sector, All Persons, SA in millions.
[BLS, unpublished, “"Basic Industry Data for the Total Private
Sector, All Persons.,” November 2§, 1982,
166 HF Average Weekly Hours, Total Private Sector, All Persons, SA,
[BLS, unpublished, "Basic Industry Data for the Total Private
Sector, All Persons." November 29, 1982,]
167 HO Average Weekly Gvertime Hours in Manufacturing, SA.
[EE, C-6. Quarterly average of monthly data,]
168 JQ Total Government Employment, SA in millioms.
[EE, B-4. Quarterly average of monthly data.]
169 JG Federal Government Employment, SA in millions.
[EE, B-4. Quarterly average of monthly data.]
170 JHG Total Government Employee Hours, SA in willions of hours per

quarter,
[EE, C«9. Quarterly average of monthily data.]

(continued)
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TABLE A-2 (continued)

Adjustments to the raw data

171 SIHG = (SIHGA/ (SIHGA +SIHSA)} (SIG +SI5 - SIT}

{Contributions for Social Imsurance, h to g.]
172 SIHS = 5IG + SIS - SIT - SIHG

[Contributions for Social Insurance, h to s.]
173 SIFG = (SIFGA/(SIFGA +SIQGA)) (SIG - SIHG)

[Contributions for Socizl Insurance, f to g.]
174 SIGG = SIG - SIHG - SIFG

[Contributions for Social Insurance, g to g.]
175 SIFS = (SIFSA/{SIFSA +SIQSA}) (SIS - 5IHS)

[Contributions for Social Insurance, £ to s.}
176 S18§ = SIS - SIHS - SIFS

[Contributions for Social Insurance, s to s.]

177 TBG = (TCG/(TCS +TES)) (TCB - TCBN)

[Corporate Profit Tax Accruals, b to g.]
178 TBS = TCE -~ TCBN - TBG

[Corporate Profit Tax Accruals, b to s.]

51 TPG = TPG from raw data -~ TAXADJ
56 TRGH = TRGH from raw data + TAXADJ
ITAXADS: 1968 III = 1,525, 1968 IV = 1,775, 1969 I = 2,675,
1969 IT = 2,725, 1968 III = 1,773, 1969 IV = 1,825,
1970 I = 1.25, 1870 II = 1.25, 1870 IIT1 = .%,
1975 11T = -7.8.]
Multiplication factors (See the discussion in Appendix A.)
1952 1 1952 1 1852 1
- 1971 IV - 1872 1V 1573 1 - 1877 IV
POF 1,00547 1,00009 1.00006 —_—
POPL .99880 1.00084 1,0005¢ —
POP2 1.00251 1,00042 1,80028 _—
CL 1.00391 1.0006% 1, 00046 1.90238
CLl ,99878 1,80078 1.00052 1.00014
CLz 1.00287 1.00107 1.00071 1.04123
CE 1,00375 1,50069 1.,80040 1.00268
Abbreviations
BLS Bureau of Labor Statistics
cC Capital Consumption Allowances with Capital Consumption Adjustment
EE Employment and Earnings, February 1982
FRB Feders! Reserve Bulletin, November 1982
SA Seasonaliy Adjusted

SAQR Seasonally Adjusted at Quarterly Rates in Billions of 1872 Dellars
SAQR$  Seasonally Adjusted at Quarterly Rates in Billions of Current Dollars
YEARS  Anpual Data, Bi)lions of Current Doliars.
For the construction of variables 171 -176, the same yearly
cbservation was used for each quarter of the year,

See Table A-1 for abbreviations: 31, B2, CA, F, FA, H1, MA, NN, R, S, US.

(continued)
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TABLE A-2 (continued)

Alphabetical listing of the raw-data variables

Variable Number Variable WNumber Variable Number Yariable Number
AF 159 DEISCA 124 MAILFLT1 149 RB 153
AF1 160 DISF 85 MAILFLT2 154 RD 154
AF2 161 DISH1 104 MRS 83 RET 148
CCADCB 41 DISR 114 MVCE 141 RM 152
CCADCBN 46 DISS 106 NF1F 80 RNT 48
CCADFA 99 DISUS 119 NFIFA 92 RS 151
CCCB 36 DPER 30 NFIHl g2 SIFG 173
CCCBN 42 EX 17 NEINN 87 SIFGA 75
CCE 101 EXZ 3 NFIR 112 SIFS 175
CCFA 98 FA 24 NFIS 105 SIFSA 78
CLCNN o0 FAZ Z1 NFIUS 118 SIG 54
CCT 27 GNP 1 NIABL 146 SIGG 174
cD 11 GNPR 14 NIAB2 129 STHG 171
CDDCR2Z 128 HF 166 NIACA 121 STHGA 73
£DBCCA 120 HO 147 NTAMA 138 SIHS 172
{DDCF 79 IBTG 53 NIDDABL 144 SIHSA 76
CDDCFA 91 IBTS 65 NIDDLBI 145 SIQGA 74
COPCHI 100 IH 15 NIDDLB2 125 SIQsA 7
CBDCNN 36 IHBZ 126 NIDDLEMA 136 Si8 66
CDICR 110 IHMF 81 NIDDLRMA 135 85188 17¢
CDDCS 107 IHZ B NTLBRMA 134 SIT 33
Chpcus 116 IHiF &2 NILBL 147 STAT 28
onz 2 IK 14 NILB2 130 SUBG 51
CE 155 IKBZ 148 NILCA 122 SUBS o
CFRLMA 133 TKFA a3 NILCMA 13% SURCA 123
CFXUS 111 TKH1 143 NILMA 139 SURMA 140
CGD 127 IKNN a8 NILVCMA 142 TBG 177
CCLDFXMA 132 IKZ 5 PIECB 37 TBS 178
CGLDFXUS 115 M 18 FPIECBN 43 TCB 38
CGLDR 109 IMZ 9 PIEFA 95 TCBN 44
CL 156 INS 137 PIEF1 84 TCG 52
CL1 157 INTF 35 PIEF2 113 TCS 64
CL2 158 INTG 59 POP 162 TFA 97
CN i2 INTGR &0 POP1 163 TPG 51
CNZ 3 INTS 34 POP2 164 TPS 53
COMPMIL 72 v 16 PRI 47 TRFH 31
<5 13 Iva 40 PROG 25 TRGH 56
Csz 4 IVFA a4 PROGZ, 22 TRCR 57
CVCBRB] 141 IVan 89 PROS 26 TRGS 58
ne 34 vz T PROSZ 23 TRHR 50
DCB 39 JF 165 PURG 19 TRRSH 68
DCBN 45 JG 169 PURGZ 35 us 49
DFEA a5 JHQ 170 PURS 20 WL.DF 29
OIS5B81 43 JQ 168 PURSZ 67 KLDG 62

DISB2 131 WLDS i




TABLE A-3. Links between the NIA and FFA data

e e
O 0 A L

- = N e W T B T T BT T R N S A L R R E R TN S S NI e
b L R O U R A RGN U S LR O T Bt e O e

BH
RH
GH
SH
HF

FF
BF
RE
GF
SF
HB
FB
BB
RB
GB
SB
HR
FR
BR
KR
GR
SR
HE
FG
BG
RG
GG
5G
HE
¥5
BS
RS
GS
35

None

COMPT - PROGZ - PROSZ ~ {SIT - 51GG - S8ISS) - WLDF - SUBG - SUBS
+ PRI + BNT + INTF + TRFH + BCBN + BC - DPFA - DCB + PIEFA + CCT
- GCCB + CCFA

OCB ~ DCBX + CGD

None

PROGZ - SIGG - WLDG + TRGH + INS + INTG - INTGR + SUBG

PROSZ - SISS - WLD5 + TRRSH + RET + INTS + DP - BC + SUBS

CSZ + CNZ + €DZ - IBTG - IBTS - IMZ - PIECB + PIECBN - CCCB
+ CCCBN - CCADCB + CCADCBN + IHZ - IH1F - THMF - THBZ + TKHI
+ IKPA + IKNN + IVFA + IVNN

IHIF + THMF + IKZ - IKH1 - IKFA - IKNN - IKBZ + IVZ - IVFA - IVNN

IHBZ + IKBZ

EXZ

PURGZ - PROGZ

PURSZ - PROSZ

PIECB - PIECBN + CCCB - CCCBN + CCADCB - CCADCBN

None

None

None

None

None

IMZ + TRHR

None

None

None

TRGR + INTGR

Kone

TPG + TFA + IBTG + SIHG

TCG - TFA - TBG + MRS + SIFG

TBG + SURCA + SURMA

None

SIGG

Nene

TPS + IBTS + STHS

TCR - TGS - TBS + SIFS

TBS

None

TRGS

5155

Savings of the sectors:

.

fl1) SAH = FH + BH + GH + SH - {HF +HB +HR +HG +HS)
(2} SAF = HF + FF + BF + RF + GF + SF - {FH +FF +«FG +F§)
(3} SAB = HB - (BH +BF +BS +BG)
(4) SAR = HR + GR - RF
(5) SAG = HG + FG + BG + GG ~ (GH +GF + 4R +4G5 +GG)
{6) SAS = HS + FS + B5 + GE + B85 - [SH +5F +58)
Checks:
7N 0 = SAH +« SAF + BAB + SAR + SAG + SAS
[8) SAH = NIFIHiI + NFTFA + NFIXN + DISH1
{9) SAF = NFIF + DISF + WLDF + STAT
[10) SAB = NIABI « NILB1 + NIAB2 - NILB2 + DISB1 + DISBE2
[11) SAR = NFIR + DISR
[12) S5AG = NFIUS + NIACA - NILCA + NIAMA - NIIMA + DISUS + DISCA
{13} 5AS = NFIS + DISS
(14} 0 = -NIDBLBl + NIDDAB1 + CDDCBZ -~ NIDDLB2 + CDDCF + MAILFLTL
+ MAILFLTZ + CDDCUS. + CDDCCA - XIDDLRMA - NIPDLGMA + CDBCHI
+ CDDCFA + CDDCNN + CDDCR + CDDCS - NILCMA
_[15] & = CVCBRE1l - WNILBRMA - NILYCMA
(18} 0 = CGLDR - CFXUS + CGLDFXUS + CGLDFIMA
Notes! « 1J = receipts from f to J; I, J=H, F, B, ®, G, 5,

See Table A-2 for the definitions of the variables.



TABLE A-4, The variables of the model in alphabetical order

Name Eg:;;:in Description
Ay 73 Net financial assets, b, B§.
[Def., eq. 73, Base Period = 1971 IV, Value = 250.687.]
Ag 70 Net financial assets, f, B§.
[Def., eq. 70. Base Peried = 1871 IV, Value = -240,261.]
A 77 Net financial assets, g, B}.
2 [Def., eq. 77, Base Period = 1971 IV, Value = -214,404.]
Ah 66 Net financial assets, h, B§.
[Def., eq. 66. Base Period = 1971 IV, Value = 132i.270.]
AL 75 Net financial assets, r, B§.
[bef., eq. 75. Base Period = 1871 IV, Value = -31.570.]
As 78 Ket financial assets, s, BS.
[Def,, eq, 7%. Base Period = 1%71 1V, Value = -10%.872.13
Al 8g Total net wealth, h, B72§.
[Def,, eq, 88.1
BO 22 Bank borrowing from the Fed, B§.
[Sum of CFRLMA. Base Peried = 1971 IV, Value = 038, ]
BR 57 Total bank reserves, Bf,
[Sum of CVCBRB1. Base Peripd = 1871 IV, Value = 35,325.)
C Q Purchases of goods, g, B72§.
8 [PURG - PROG]
C5 a Purchases of poods, s, B72§.
[PURS - PROS]
cc, 0 Capital consumption, b, B72§.
[{£CCR + CCADCE - CCCBN - CCADCBN)/PX. See below for ex.1
o, 21 Capital consumption, f, BY.
[CCCBN + CCADCBN « CCFA - CCADFA]
Gy, 4} Capizal consumption, h, B§.
[CCT - CCCB + CCFAR
o 3 Consumey expenditures for durable goeds, B72§.
[cp]
CF 68 Cash flow, £, BS.
[Def., eq, 68.]
CG 25 Capital pains {+) or losses [-} on corporate stocks held by
the household sector, BS.
[MVCE - MVCE_; - CCE)
Ccx 2 Censumer expenditures for nondurable goods, BY2§.
[o)
cs 1 Consumer expenditures for services, B72%,
[cs]
CUR % Currency held outside bawks, Bf.
[Sum of KILCMA. Base Period = 1971 IV, Yalue = 53.438.]
d1 0 Personal income tax parameter, g.
Mg {Def., eq. 47.]
dlg 20 Marginal personal income tax rate, g.
{bef., eq. 90.]
dls 0 Personal inceme tax parameter, S.
M [Def,, eq, 48.1
4 91 Marginal persomal income tax rate, s.
[Def., eq. #1.]
dz a4 Prefit tax rate, g.
& [Def., eq. 4%.]
d25 ] Profit tax wvate, s.
[Def,, eq. 50.]
d. ¢} Indirect business tax rate, g.
*g [Def., eq. 51.]
d35 0 Indirect business tax rate, s.
[Bef., eq. 52.1
d4g 0 Employes social security tax rate, g,
[Def,, eq, 53.1
d4s a Employee social security tax yate, s.
[Def,, eq, 54.1
ds 8 Employer social security tax rate, g.
g [Def., eq, 55.1
dSs 1} Employer social security tax rate, s,
[Def., eq. 56.]
D593 0 1 in 1959 {I1; O otherwise,
D584 g 1 in 1959 IV; 0 otherwise.
DsG1 4 1 in 1960 I; O otherwise.
Desl ] 1 in 1963 1; D otherwise,
De52 ] 1 in 1965 II; 4 otherwise,
Dol & 1 in 1868 I; D otherwise,
Des2z & 1 in 1969 II; 8 otherwise.

{continued)



TABLE A-4 (continued)

Name Equation Description
number
D714 a 1 in 1971 IV; 0 otherwise.
D721 0 1 in 1972 I; 0 otherwise.
pD783 a 1 from 1979 III on; 0 otherwise,
pp&1L o 1 from 1981 I on; O otherwise.
Db 1] Bividends paid, b, BS.
[DCR - DCBN + CGD]
De 18 bividends paid, £, B§.
[BC - DFA - (DCB -DCBM) ]
D18, 0 Discrepancy for b, B,
[DISB] + DISBZ]
DIS, ¢} Discrepancy for f, B3,
{DISF]
DIs I Discrepancy for g, B3,
g [DISUS + DISCA]
D15, 0 Discrepancy for h, BS.
. [DISH1]
pIs 0 biscrepancy for r, BS.
[BISR]
DISs ] Discrepancy for s, Bj,
{p188] -
DR, a Bividends received by s, Bf.
{DC - DPER]
E 85 Total employment, civilian and military, millions.
[CE + AF]
EX 0 Exports, B72%,
[EX]
EXP 196 Total expenditures, g, Bf.
[Def., eq. 106.]
EXPS 115 Total expenditures, s, Bf.
[Def., eq. 113.]
EA 4 Faxm gross product, B72Z§.
[FA}
2 M Reserve regqrirement ratio.
[Def,, eq. 57.]
GNP 82 Gross National Product, BE.
[Def,, eq. 82, or GNP.]
GNPD 84 GNP deflator.
[Def., =g. 84.]
GNPR 8% Gross National Preduct, B728.
[Def., eg. 83, or GNFR.]
GNPR™ ] High activity level of GNPR, B72§.
[Peak to peak interpnlation of GNPR, Peak quarters are
1952 § - 1953 1T, 1955 1il, 1960 I, 1962 II, 1866 I,
1968 II - 1969 II, 1973 I, and 1978 IV.]
Hf 14 ?verage number of hours paid per job, f, hours per quarter.
13 +HF]
H 100 Hp detrended.
[Def,, eq. 100.]
Hg Q Average number of hours paid per civilian job, g, hours per
quarter,
[IHY/ 2Q)
Hm il Average number of hours paid per military job, g, hours per
quarter,
[526.]
Hy 0 Average number of hours paid per job, s, hours per quarter.
[0/
HN 62 Average number of non overtime hours paid per job, f, hours
per quarter,
[Def,, eq., 62,1
HO 15 Average number of overtime hours paid per job, f, hours per
quarter,
[13-HO. Constructed values for 1952 I - 1555 IV. See the
discussion in Appendix A.]
1BT 51 Indirect business taxes, g, B§.
£ [IBTG}
1BT_ 52 Indirect business taxes, s, B§.
[1BTS]
]Hb o Housing investment, b, B72%.
[IHBZ/ (IHZ/IH)}
EHf 4] Housing investment, £, B72§.
[(IH1F + IHMF}/ (IHZ/TH) ]
IHh 4 Housing investment, h, B72%.

[(IHZ - HLF - THME - THBZ)/ (1HZ/TH) ]

{continued)



TABLE A-4 (continued)

Name E::;;;:n Definition

1K, g Plant and equipment investment, b, B7Z},
[IXBZ/ (IKZ/1K)]

Il(f 12 Plant and equipment investment, f, B72%,
[{IKZ -~ IKH1 - TKFA - TKNN - TKBZ)/ (IKZ/IK)]

IKh Q Plant and equipment investment, h, B72%.
[{IKH1 +« IKNN + TKFA) / (IKZ/IK)]

T 27 Imports, B772§.
fIM)

INS 0 Insurance credits to households from g, B3,
{INS]

IN?f 19 Interest payments, £, R3.
[INTR]

INT 29 Interest payments, g, B$.

g {INTG]
INT 0 Interest payments to r from g, BS,
gr [INTGR]

INTS o Interest payments, s, BS.
[INTS]

IVf 117 Inventory investment, £, B72§,
[{IvZ - IVFA - IVNN}/PIV]

IVh 0 Inventory investment, h, B72%.
[{IVEA + IVN} /PTIV]

IVA it Inventory valuation adjustment, B§.
[TvA]

Jf 13 Number of jobs, £, millions.
[JE]

J 0 Number of civilian jobs, g, millions.

¢ [J6]

J 9 Number of military jcbs, g, millions.

" [AF]

JS g Number of jobs, s, millions,
I - J6]

JHMIN 44 Number of worker hours required to product ¥, miliions.
[Bef., eq. 94.]

G 95 Ratio of the total number of worker hours paid for to the

total population 16 and over.
[Def., eq. 95.]
hh 26 JJ detrended.
[Pef., eq. 96.]
KD 58 Stock of durable goods, B72§.
iDef., eq. 58. Base Period = 1964 IV, Value = 249.6, Dep.
Rate = .0515.]
KH 59 Stock of housing, h, B728$.
iDef., eq. 59, Base Period = 1963 IV, Value = &57.1, Dep.
Rate = ,00655.]
14 92 Stock of capital, f, B728$.
[Def., eq. 92, Base Period @ = 1952 IV, Value = 290.3, Dep.
Rate = _0247; Base Period 2 = 1963 IV, Value = 413.0, Dep.
Rate = ,0263.]
KKMIN 93 Amount of capital required to produce Y, B728,
[Def., eq., 93.]
Ll 5 Labor force of males 25-54, millions.
[CL1 + AF1]
L2 [ Labor force of females, 25-54, millions.
[CL2 + AF2]
L3 7 Labor force of all others, millions,
[CL + AF - CL1 - AF1 - CLZ -~ AF2]

LM 8 Kumber of '"moonlighters™: difference between the total
number of jobs (establishment data) and the total number
of people employed (household survey data), millions.

[Def., eq. 85.]
Mb 71 Net demand deposits and currency, b, B§.
fDef., eq. 7I. Also sum of -NIDDLB1 + NIDDAB1 + CDDCBZ
- NIDDLBZ, Base Period = 197! IV, Value = -189.409.}
Mf 17 Demand deposits and currency, £, B§,
[Sum of CDDCF + MAILFLTL + MAILFLT2. Base Period = 1971 v,
Valus = 64,505, ]
M 1} Demand deposits and currency, g, B§.
£ [Sum of CDDCUS + CDDCCA - NIDDLRMA - NIDDLGMA. Base Period
= 1871 IV, Value = 10.530.]

Mh o] Demand deposits and currency, h, B§.

[Sum of CDDCH1 + CDDCFA + CDDONN. Base Period = 1971 IV,
Value = 149,448.1
Mr L] Demand deposits and currency, r, BS.

{Sumw 0f CDECR, Base Period = 1871 IV, Value = 6.503.]

(continued)



TABLE A-4 (contined)

Name Egﬁ;;;in Description
Ms [ Demand deposits and curreacy, s, B$.
[Sum of CODCS. Base Period = 1971 IV, Value = 11,966.]
MDiF & Net increase in demand deposits and currency of banks in
.5, possessions plus change in demand deposits and
currency of private nonbank financial institutions pius
change in demand deposits and currency of federally
sponsored credit agencies and mortgage pools minus mail
float, ¥.S. government, BS.
[NIDDAB1 + CDDCB2 + CDDCCA - MAILFLT1]
MRS [H Mineral rights sales, Bf.
iMRS]
M1 81 Money supply, B§,
{bef., eq. 81, BDase Period = 1971 IV, Value = 247,136.]
Py 10 Price deflator for X -FA,
fDef., eq. 31.]
PE 44 Price deflator for Cg.
[ (PURGZ - PROGZ)}/ (PURG - PROG) ]
Ph 34 Price deflator for domestic sales exclusive of indirect
business taxes. .
[Def., eq. 34]
Ps 41 Price deflator for Cs'
[(PURSZ - PROSZ) / (PURS - PROS)]
PCGNPD 122 Percentage change in ONPD, annual rate, percentage points.
[pef., eq. 122.]
PCGNPR 123 Percentage change in GNPR, annual rate, percentage points.
{ef., eq. 123.]
PCML 124 Percentage change in M1, annual rate, percentage points.
Joef., eq. 124.]
PCh 37 Price deflator for CH.
[Coi/cp]
PCN 36 Price deflator for CN.
[CNZ/CN]
PCS 35 Price deflator for CS,
{csz/cs)
FD 33 Price deflator for X -EX +IM (domestic sales)
{Def., eq. 33.]
PEX 32 Price deflator for EX.
[Exz/EX}
PFA V] Price deflator for FA,
[FAZ/FA]
PIH 38 Price deflator for housing investment.
[IHZ/IH]
PIK 39 Price deflator for plant and equipment investment.
[IXZ/ 1K}
PIM 0 Price deflator for IM,
[IMZ/IM}
Py 42 Price deflator for inventory investment, adjustad,

[IVZ/IV, The following adijustments were made:
1853 IIT = 737, 1958 III = 7981, 1959 II1 = ,7956,
1675 111 = 1.410¢, L1875 IV = 1.4110, 187% TV = 1.5000,
1585 I = ],5000, 1880 I1 = 1.5000, 1981 I = 3.0000.]
PP 120 Noninstitutional population 16 and over, millions,
[POP. POP is the sum of three exogenous variables and so it
is im fact exogenous,]

POP1 0 Noninstitutional population of males 25-34, millions.
[POP1]

FOP2 0 Noninstitutional popuiation of females 25-54, miiiions.
[POP2]

POP3 0 Noninstitutional population of ail others, millions.
[POP - POPL - POP2]

PROD 118 Qutput per paid for worker hour (Y'productivity').
[Def., eq. 118.]

PU 104 Purchases of poods and services, g, BS.

g [Def., eg. 104, or PURGZ,]

FU 110 Purchases of goods and services, s, B$.
{Def,, eq. 110, or PURSZ.]

PX 31 Price deflator for X,

[(CDZ + CNZ + CSZ + IHZ + IKZ + PURGZ - PROGZ + PURSZ
- PROSZ + EXZ - IMZ - IBTG ~ IBTS - IVFA + IVNN}/(CD +
+ CN + C5 + IH + IK + PURG - PROG + PURS - PROS + EX - IM
+ (IVFA + IVNK)/PIV}]
Q 0 Gold and foreign exchange, g, 53.
[Sum of CGLDFXUS + CGLDFXMA, 3Base Period = 1971 IV,
Value = 12.167.]

(centinued)



TABLE A-4 (continued)

Name Eﬁz:;;:n Definition
B 23 Bond rate, percentage points.
[rB]
RD Q Discount rate, percentage points.
{75}
REC 105 Total receipts, g, B§.
£ [Def., eq. 105.]
REC 112 Total Teceipts, s, B,
[Def., eq. 112.3
RET 0 Retiremens credits to households from s, BS.
[RET]
Ri 4 Mortgage vate, percentage points,
IrM]
RMA 128 After tax mortgage rate, percentage points.
{Def,, eq. 128.]
RNT 0 Rental income, k, B3,
[RNT]
RS 30 Three month bill rate, percentage points.
[RS]
RSA 136 After tax bill rate, percentage points,
[Def., eq. 130.]
S, 72 Savings, b, BS.
ipef., egq. 72.)
Sf 69 Savings, £, BS.
[oef., eq. 69.]
S 76 Savings, g, B§.
3 [Def., eq, 76.]
gt 1467 NIA surplus (+)} or deficit (-}, g, B§.
g [Def., eq. 107.]
Sh &5 Savings, h, Bf,
[Def., &q. 65.]
s, 74 Bavings, r, Bj.
[Def., eq, 74.3
B 78 Savings, s, BS.
fnef., eq. 78.]
S; 14 NiA surpius (+) or deficit (-}, 5, B3.
[Def., eq. 114.]
SHRm, 121 Ratio of after tax profits to the wage bill net of employer
social security taxes.
[Cef., eq. 121.]
Slg 103 Total social insurance contribwtions to g, B§.
[s161
51 159 Total social insurance contributiens to s, Bf.
s [515]
SIf 55 Social imsurance contvibutions, f to g, B},
¥ [SIFG}
SIf5 56 Social insurance contributicns, £ to s, B,
[51FS]
SI 0 Social insurance contributions, g to g, B3,
s [3:66]
Sih 53 Sprial insurance comtributions, h ta g, BS.
£ [SIHG]
Slhs 54 Social insurance contributions, h to s, BS,
[STHS]
SZSS Q Soeial insurance contributions, s to 5, Bf.
[$185]
134 - Stock price, BS.
{Sut of CG. Base Period = 1871 IV, value = 832,806, This
variable is only used for the USREZ medel In Section 11.7.
See eguation (11.21),]
SR 116 Savings rate, h,
[Def., eq. 116.]
STAT 0 Statistical discrepancy, BS.
[STAT}
SUB 0 Subsidies less current surplus of government enterprises,
g g, BS.
[suBG}
SUB_ 0 Suhsidies less current surplus of govermment enterprises,
s, Bf.
[SUBS]
SUR 0 Current surplus of federally sponsoved credit agencies and
mortgage pocls and of the monetary authority, B§.
[SURCA + SURMAJ
4 0 T im 1952 I, 2 in 1852 I1, etc,

{continued)



TABLE A-4. (continued)

- Name Egﬂz;izn Definitien
Tbg 0 Corporate profit taxes, b to g, B,
[TBG]
Tye [ Corporate profit taxes, b to s, B§.
[TB5]
ng 49 Corporate profit taxes, £ to g, BS.
[Def., eq. 102.]
?fs 50 Corporate profit taxes, £ to 5, BS.
[Def., eq. 108.]
Thg 47 Personal income taxes, h to g, B§.
[Def., eg. 103.]
Ths 48 Personal income taxes, h to s, B§.
[TP5]
i 102 Corporate profit tax receipts, g, B§,
s [TCG]
T, 108 Corporate profit tax receipts, s, B§.
[TCS]
TEA o3 Farm taxes, B§.
[TFA]
TPg 101 Personal income tax receipts, g, BS.
[TPG]
TRy Q Transfer payments, £ to k, B§,
[TREH]
TR 4 Transfer payments, g to h, B§,
gh [TRGH]
TR " 0 Transfer payments, g to r, BS,
£ [TRGR]
TRgs 0 Transfer payments, g to s, B§,
[TRGS]
LU D Transfer payments, k to r, BS,
[TRHR]
TRSh Q Transfer payments, s to h, excluding unemployment insurance
benefits, Bf.
[Def., eg. 111.]
TRRsh 111 ?etal Eransfer payments, s to h, BS,
TRRSH
U 85 Number of people unemployed, nijijions.
[Def., eq. 86.3
ue 28 Unempioyment insurance benefits, B§.
[UB]
UBR 125 Unborrowed reserves, B$.
fDef., eq. 125.]
UR 87 Civiiian unemployment rate.
[Def., ec. 87.]
v 63 S5tock of inventories, f, B728.
[Def., eq. 117. Base Pericd = 1980 IV, Value = 340.6.]
Wf 16 Average hourly earnings excluding overtime of workers in f.
[ (COMPT - PROGZ - PROSZ - (SIT - SIGG - S188) - WLDF
+ PRI}/ (JF(HF + .SHO})]
Wg 44 Average hourly earnings of civilian workers in p,
[(PROGZ - COMPMIL - SIGG ~ WLDG)/ (JG{IHQ/IQ) )]
Wh 43 Average hourly earnings excluding overtime of all workers,
[Def., eq. 43.]
“m 45 Average hourly earnings of military workers.
[COMPMIL/ (520 +AF)
WS 46 Average hourly earnings of workers in s,
[ (PROSZ - SISS - WLDS}/ [ (JQ - JG) (JHO/JG) ]
WA 126 After tax wage rate,
[Def., eq. 126.}
WLDf 0 Wage accruals less disbursements, £, B§.
[WLDF]
WLD 0 Wage accruals less disbursements, g, B§.
g [WLDG)
HLD5 o Wage accruals less disbursements, s, BS.
[WLDS]
WR 116 Real wage rate of workers in f,
[Def., eq. 118.]
X &0 Total sales, £, B72%.

[Def., 2q. 60.]

{continuedy



TABLE A-4 {continued)

Equation -
Name number Definition

XX 61 Total sales, £, B§.
[pef., eq. B1.]
¥ 11 Production, £, B72§.
[Def,, eq. 63.]
YD 115 Pisposable income, h, B§.
{ef., eq. 115.]
¥N 88 After tax nonlabor income, h, B§.
[bef., eq. 88.]
YT 64 Taxable income, h, B§.
{Pef., eq. 64.]
YTR 93 Transfer payments, g and s to h, B§.
[Def., oq. 99.]
Z 97 Labor constraint variable.
[Def., eq. 87.]
22 98 Demand pressure variable.
iDef., eq. 98.]
LY o Before vax profits, b, B§.
[(PIECB - PIECBN}/PX. See above for PX.]
T 67 Before tax profits, £, B§.
[Def., eq. 67, or PIEF1 + PIEF2.]
m o Before tax profits, h, Bf,
[PIEFA]
6D 4 Physical depreciation rate of the stock of durable goods,
TAte per quarter.
. [.6515]
SH 4 Physical depreciastion rate of the stock of housing, rate per
quarter.
[.90655]
6K 0 Physical depreciation rate of the stock of capital, rate per
quarter,
[-0247 through 1963 I1I, ,0263 thereafter.]
A a Amount of owtput capable of being produced per worker hour.

{Peak to peak interpolation of Y/{Jfﬂfl. Peak quarters are

1952 I, 1953 I, 1955 T, 1966 I, 1973 I, and 1877 I.]
uH Q Amount of output capable of being produced per umit of
capital,
[Peak to peak interpolation of Y/KK,: Peak quarters are
1953 1I, 1966 T, 1973 1, and 1878 IV.]
¢1 0 Ratic of PEX ta PX.
{Def., eg. 32.]
wry 0 Ratio of PCS to (1 +d +d3s)?n.
[Def., eq. 35.]
vy 0 Ratio of PCN to (i +d +d3s)PD.
[Bef., eq. 36.]
by 0 Ratip of PCB 10 (1 +d +d$S)?n.
[Bef., eq. 37.]
5 0 Ratio of PiH to PD.
[Def., eq. 38.]
P 0 Ratio of PIK to ¥D.
[Def., eq. 39.]
¥ 0 Ratio of P, to PD.
[Def,, eq. 40.]
ws Q Ratio of P to PD.
[Def., eq. 41 1
Y 0 Ratio of PIV top PD.
[Bef., eq. 42.]
] 1] Ratio of W, to W..
1o [Def., eq.g44.] f
Wy [} Ratio of Wy to We.
ibef., eq, 45.]
12 0 Ratio of Wy To Wg.
{Def., eq. 46.]
wIS 0 Rativ of gross product of g and 5 to total emplioyee hours of
g and s.
[ (PROG + PROS)/ (JHG +520-AF) ]
¥ o Progressivity tax parameter in persenal income tax equation
for g.
[Determined frem a regression. See the discussion in
Appendix A.]
Yy 0 Pr;gressxv1ty tax parameler in personal income tax equation
oT S,
[betermined from a regression. See the discussiom in
Appendix A.]

Note: 0 = Variable is exogenous,
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TABLE A-5, The eguations of the US model

Stochastic equations

(25L8S

Household sector:

estimates in Chapter 4. Estimation period = 1954 I -1982 III.)

cs
1. C8: == = ,000188 +» 086 ( ) * .Goossa( ) + 0198 WA
PP 006 (61,481 FOF L1 (7,40 SPOF. 2.07)
+ 00714 5 - 00126 RSA + L0281 2
(0.36) ko (5.87) {1.92)
[consumer expenditures
N for services]
0% pare 109+ 666 (Pé;) + oozzr(ggl) + 185 WA
{3.96){10.03) 1 (5.05) 1 (2.48)
- L0469 PCN + 0637 poIl— - 000610 RSA + .0829 2
(2.16) (2.14) ko (l.05) (3,54)
{consumer expenditures
D for nondurable goods]
3. 00 ok = L0735 + .458 (po?) . .00235(53;) = .405 WA
(3.57) (5.95) (6.18) -1 (4.08)
- 104 PCD + 0668 poii— - L0067 RMA + .125 2
(3,323 (1.19) R (7.96) (3.38)
; {consuner expenditures
I for durable goods)
4. M pgp = 0650 + 738 (ﬁgg) - 0157(pg1) + DGISE(é;;)
(3.89) (9.86) «1 (3.18} -1 (373 1
+ 150 WA_ - 0178 PI_| + .asse(p0;§p )
(2.613 (1.88) % (0.59) h'-1
- -00367 RMA ; , & = 551
(5.19) (4.65)
[housing investment, h]
1l Ll YN
5. LL: = ,230 + .769 (-———) - .0278( )
POPT (3767 (12.20) PP/t " 5.56) MO Py/y
[labor force of males
Lz L2 -54]
6. L2: g5py = 0605 + .832 (ﬁﬁ?ﬁ) + 160 WA - .0200 P, + .0364 Z
(3.75) (17.98) -1 (3.77) [2.95) (2.88)
[1abor force of females
25-54]
7. L3 peaw e 135 v 782 (9333) - 99121{P0 ) + .0930 WA
(5.023 (:7.53) <1 (3.76) 1 (4,14
- J0318 B+ .0738 2
{4.25) (4.81)
[iabor force of all
- 1 others 16 and over]
8. LM: gz5e = DRSO » ,634 (Fﬁﬁ) +.00676 WA_; - (00374 P, + 0580 Z
(7.17) (11.96) -1 (0.90) {1.48) (6.40)
[number of woon-
h& lighters]
9. : 10g mrpop— ® 0297 - 000698 t + B35 log(———T——)
" POPPy - 1363 (2.ed)  (18.22) MO/
+ 123 log meoe - 00416 RSA
(3.13) R (3.81)

[demand deposits and
currency, h]

(continued)



TABLE A-5 {continued}

Firm sector:

10. Pl log Pf = 187 + ,922 log Pf—l + .0339 log Wf(l +d5g ¢dss]

(7.32)(82.62) (6.95)

+ .0339 log PIM - .0BI1D ZZ~1

{8.56) {4.27)
[price defiator for
X-FA]
1. ¥: ¥ = 11,4 + 182 ¥, + 1.011 X - .183 V_, - 2,06 D593
(4.368) (3.67) {19.58)  (4.44) (1.86)
+ .793 D584 + 2,10 D601l , B = 605
(D.54) (1.89) (6.73)
[production, f]
12, IKg: ATKg = 0146 - 0130 (KK ~KKMIN} , + .0967 &Y + .0004 &Y ,
(0.31)  (2.83%) (5.70} (0.02)
+ L0140 &Y + L0196 &Y_; - .107 TK. | + .167 §,KK |
(0.88) (1.24) (2.48) (2,59}

[plant and equipment
Jey investment, £}
13. Jp: A log J.= -.885 - .141 log ~— + 000176 t + 28] & log ¥
£ £ 576 (s TN T aey (3.59)

+,119 &4 log Y . + .033 A log Y_2 - 00967 D593

1

(3.03) {18 {2,70)
+ 00174 D594 , § = 447
(0.50) (4.44)
Jf N [rumber of jobs, f]
14, Ho: A log Hy, = 1,37 - 284 log He | - U658 1og e
£ £ a8y (5.16) £1 0 i555 - TIN

- 000250 t + ,120 A log ¥
(4.94) (4,403

{average number of
hours paid per job, f]

15. HO: log HO = -8.34 + 0223 HY , § = .509

(5.15) (7.38) (21.38)

[average number of
overtime hours paid

per job, f)
la. Wf: log We = -, 423 + 929 log wf_l + ,427 log PX - .382 log Px_l
(3.52) (45,75) {3.50)
+ 000671 £ - 0760 LR
(4.31) (1.53)
[average hourly earn-
ings excluding
overtime of workers
Mf Hf in f]
17. Mf: log )T L1066 + 520 log(ﬁi) + 0477 1log X
(1.04) (26,10) -1 (2,39)
« 00700 RS(L ~d, ~d,}
(3.26) 8

[demand deposits and
currency, f]
i8. Df: D{ = —-.0227 + 578 D + ,0201 (ﬂf T, =T

-1 (5.64)

1
{1.05) (208,28} 1~ fs

fg
{dividends paid, f]
19, INTpr INTp = -3.59 + ,746 INT. , + 0200 (-Ap) « 457 BB,
(1.96) (8.59} (1,01} (4.25)

b = .954
(25,41)
R [interest payments, f]
200 IVA: IVA = 1,52 - 95,2 PX + 92,2 PX_l . P = 801
(0.98) {3.51) (3.34) (12.45)
[inventory valuation
adjustrent]
21. CCf: CEf = -, 0230 + ,966 Ccf-l + .0447 PIK-IKf + .562 DD81I
(3.69] {67.13) (4.69) (6.29)
{capital consumption,
f]

(continued)
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TABLE A-5 (continued)

Financial sector:

22, BO: 29 = L0148 + 00455 (RS-ED) , § = .606
{3.79)  (1.34) (7.95)
[bank borrowing from
the Fed]
23. RB; RB = .114 + ,889 RB~I + ,277 B8 - .218 RS_I + 074 RS—Z
(2.54) (53.00} (10,82} (6.48) {3.48)
[bond rate]
24, BM: BRM = 343 + 846 RM_I + J37R RS 4+ 041 RS . - 043 R.S_2
(3.36) (29.00} (4.64) (0.80) (1.23)
[mortgage rate]
25, C6: €6 = 10.9 - 24,4 ARB + 3,75 A{CF -ng _Tfs)
{2.23) (1.26) {1,49)
+ 4,07 A{CF~T, -T.)
(2.08) fg “fs'-]
[capitai gains or losses
on corporate stocks
held by k]
26, CUR: 10g pgine = -.106 - 000133 ¢ + 897 log(PéiH%X)
{3.87) {6.79) (32,88} -1
+ L0801 iog $%§ - 00313 RSA
{2.36) {(4.00)
[currency held outside
banks]
Foreign sector:
2. M peE = 0277 4 752 gL 4 L0256 g - L0114 PIM_) + .0393 PX_)
{4.44) {15.31) -1 {4.10) (3.90) (4.64)
- 00126 RMA_l - 00654 D&51 + ,00356 D652 - 0109 D691
(2.59) (2.18), (1.17) (3.65)
+ 0166 D&92 - 00798 D714 + 0123 D721
(5.42) (2.64) 4.19)
{imports]

SgL government sector:
28, UB: log UB = ,369 + 1.58 log U + .465 log W_, & = .761
(0.69) (18.00) (6.96) £ (12.59)
[unemployment insurance
benefits]
Federal government secloT
29. INT : log INT_ = -,870 + .873 log INT_, + .148 log(-A) + .0572 log RS
g (4.77) (29.65) Bl (4,85) (5.54)

+ ,D818 log RB
(2.18)
. . {interest payments, g]
30. RS: R3S = -9.46 + .858 RS__ + 0687 PD + ,0206 JJ™ + .0597 GNPR
(2.99) (25.55} (z.11) (2,59} (2,92)

+ 1032 ML , + .151 DD793-Mi_

(1.71) (4.20) 1

{three month bill ratel

(continued}



TABLE A-5 (continued)

Identities
P,(X-FA) + PFA-FA
31. PX = e
X
32. PEX = ¢, PX
_ PXsX - PEX<EX + PIM»IM
33. 2D = X - EX + IM
T+ IBT_
3. R =Dy
35, PCS = wz(l +d3g *dsS)?B
36, BCN = ws{l +d3g *dsS)PD
37, PCD = g, {1 *433 +d . )PD
38, PIH = §PD
38. PIK = ¢,PD
40. Pg = yPD
41, P =y PD
42. PIV = $4PD
5w IOGWfJf(HN + 1.5HOY + wngHg W I H W I H
h J (R « 1.5H0; ~ JgHg + Ty T
MW, = ¥y ote
45. Wy = ¢ W
4. W_ =y W
v YT
LB
47, Thg [dzg - pop]YT
YSYT
48, T, a. * Tor |fT
49, ng = dzg -
S0. Ty = dy Wy
dg
51. IBT = —=& (PC5+(S +PON+CN + PCD-CD - IBT )
g 1 +dSg s
daq
52, IBT_ = {PCS+CS + PCN-CN + PCD-CD - IBT )
5 1 +d35 g
53.

SIhg = d4ngJf(HN + 1,500}

[price deflator for Xj
[price deflater for EX]

[price deflator for
dowestic sales])

[price deflator for
domestic sales
exclusive of indirect
business taxes}

{price deflator for C$}
[price deflator for CN]
[price deflator for CB]

[price deflator for
housing investment]

[price deflator for
plant and equipment
investnent)

[price deflator for Cg]
[price deflator for C ]

{price defiator for
inventory investment]

faverage hourly earnings
excluding overtime of
all vorkers]

[average hourly carnings
of civilian workers

in ¢}

[average hourly earnings
of military workers})

[average hourly earnings
of workers in s]

[personal income taxes,
h to g]

{personal income taxes,
h to s]

{corporate profits
taxes, f to g]

[corporate profits
taxes, f to s}

{indirect husiness
taxes, g]

[indirect business
taxes, $]

fsocial insurance com-
tributions, h to g}

{continued)



TABLE A-3 (continued}

S54. ST, = d, Wl (HN +1,5H0)
55. 8Tg, = dsgwfjf{HN * 1,50}
56. ST = de Wedo(HN + 1,5H0)
57, BR = -gl}-{b

58, KD = (L -8pIKD_, + CD
59. K = (1 -8 0KH | + IH
60.

+ IHb - th - - CCb

X = PCS-CS « PON+CN + PUD-CD + ?{H-I}‘Ln - P[K'IKf + PEX+EX « PIMeIM

6L,

+ P C
28

- PR(W, +CG) - IBT, - IBT,

62, HN = Hf - HOD
3. V= Vng +¥ - X
64, YT = Wf.jf(HN +1.5H0) + Wng]ig + ]\‘meHm + HSJSHS + i}f +

+ INTf + ENTg - INTgr + INTS + RNT + Tth T SIhg + SIh

Dy

+ PSCS + l"‘IKl:II(h +IKb) + PIH(Hlf*IHb) + ?IV-IVh

- DRS

X=05 +CH + CD + X + 1€, +EX - IM+C_+ C_ + 1 + 1K -+ IH
£ 4 s £

3

65. Sh = YT - Sihg - Slhs + CCh ~ PCS+CS - PCNsCN - PCD.CD - PIH-IHh
- FIK-IKh - ]’IV-IVh - Tth - Thg - SIE‘Lg + TRgh - Ths
+ TRsh + UR + INS + RET

66, O=Sh-AAh«~AMh+CG-DISh

67. e = XX+ PIV(V-V_i} - Wf(_] *ng +CESS)JE(HN +1,5H0) - RNT.- TRe,
LN CCh + SUBg + SUBS - INTf - CCf - IVA - WLDf - STAT

68.

B
+ BU e

64 D

0. 0 =

Bp = OF = T - Ty =~ Py

Sf - Mf - M{f - [JISf - WLD

£

- - (v - PIH. -
+ SUBS INTf PIK I}(f FIH IJ!f MRS

- STAT

N{b+N1h+Mif-?AMr+AMg+AM5-ACUR

CF = XX - “f{l +d5g +d55)Jf{HN +1,5H3) - BNT - Tth L CCh

e Sb = P)({r[.n +CCb] - PIK'IKb - PiH-IHb - Db - Tbg - Tbs - 3UR

74. Sr = DIM«IM + Tth + TR

BT

+ INT
gr

.0=Sb-AA.U—Mb-&(BR—ED)-DISb

- PEX-EX

[sccial insurance
tributicns, h te

COT—

5]

<on-
gl

[social insurance
tributions, T to

{social insurance
tributions, f to

Lon-

s]
[total bank reserves]
[stock of durable gocds}

[stock of housing, h)

{total sales, f]

[total nominal sales,
f

[average number of nomn
overtime hours paid
per joh, f]

[stock of inventories,
£

[taxable income, h]

[savings, h]

[budget constraint, h:
determines Ah]

[before tax profits, f]

fcash filow, f]
{savings, £]

[budpet constraint, f:
determines Af]

[demand deposit
identity: deternines

.1
[savings, bj

[budget constraint, b:
determines Ab]

[savings, r]

(continued}



TABLE A-5 (continued)

15, 0 = Sx - AR - AMI + A - DISr

[budget constraint, z:
determines Ar]
2. 85 =T + IBT + 7T * T + SUR + SI + 51 + MRS - P C
o g = Ty g fg b hg fg £g

_WJH ~WJH - INT ~-TR _« TR, - TR _ - SUB_ - INS
£8E momm g gT gh BS g

7T, = - - -BO) - -
7.0 Sg ﬂAg ﬂMg + ACUR + A{BR-BO) AG EISg

[savings, ]

[budget constraint, g:
determines Ag unless

equation 30 is not
included in the model]

78. SS = Ths + IBTS + Tfs + Th + SIhs + SIf + TRgs + DRS - PC

-1 L 55

- NSJSHS - II\»TS - SUBS - TRSln - UB - RET

[savings, s]
79. 0= §_ - AA_ - AM_ - DIS
s s 5 s

[budget constraint, 5:
determines AS]
§0.

E=1
n

AAh + AA£ + AAh + AAg + AAS + AAr - CG + DISh + DISf + DISb
+ I}ISg + I)ISs ¥ DISr + WLDf + STAT

[asset identity:
redundant equation]
$i. Ml = Ml_l + ﬂﬂh + AMf + AMr + AMS + MDIF

[maney supply]
Z 4.x Y -

82, GNP = 4 (AX + PIV{V \_1) + IBTg + IB'I‘S + WngHg + Wmeiim + WSJSHS
+ h’i.Dg + WLDS + PXleb +CCb] + SIgg + SISS
{nomingl GNP, annual

rate]

3. GNPR = 4-(¥ 4t CCh + wllegﬂg +JuFm +J5Hs))

[real GNP, anrual rate]

GNP
84.GNPD=W
[GNP deflator]
85. E = Jf + Jg + Jm + J5 - LM
{total employment,
civilian and military]
g6, U= L1+ L2 + L3 - E

fnumber of people
unemployed]

U
87. UR?L.‘{+L2+L3»~J}“
- {rivilian wemploynent
{y +YSJYT rate]
_&_.5 - z T - I
5E (D +Dy -DR + INT, « INT -~ INT

4, YN = - - -
B N (1 dlg dls £ & gr
+1NT5 + RNT *Tﬂfh +nh) + TRgh + TRSh + UB

[after tax nonlabor

A, income, h]
89, AA = ihrﬁ—fﬁl + KB ’
h

2y YT [total net wealth, h]
8a. dlg = dlg * BEp
{marginal personal
M 2¥5¥T income tax rate, g]

Bl dyg = dy * hgp

[marginal personal

. income tax rate, s]
92, KK = (1 "6K}KK-1 + IKf

v Tstock of capital, £]
43, KKMIN = »——l._{_
u

[amount of capital
Y required to produce Y]
94, JHMIN = —

[number of worker hours
required to produce Y]

(eontinued)



TABLE A-3 (continped)

Jfo + JgHg -+ Jmﬂm + JsHs

POP [ratic of the total
number of worker hours
paid for to the total
population 16and over]

95. JJ =

.. 1
86 II% = (= GOORESTELY
[JJ detrended]

R 337.0
7. Z = 1 - =55
[lahor constraint
05, 72 = GNPR* - CNPR variable]
‘ - GNPR*
[demand pressure
variable]
99. YTR = TR, + TR, + UB
gh sh
[transfer payments, g
and s to h]
106, H} = Hp + 564641

[l-!f detrended]
0l TP = T, - TFA
g hg
[personal income tax
receipts, g]
102. TEg = ng + TFA + Tbg
[corporate profit tax
receipts, g]

103. SIg = 51, +# SEfg + 51

hg 44
[totr]l social insurance
contributions to g]
104, PUg = PgCg + WngHg + memﬁm + SESB + WLDg
[purchases of goods and
services, g]

105. REC

P TC IRT + SIL
e A
[total receipts, g}

106. EXP PU_+ TR, + TR__ + Tﬂgs + INTg + SBBg - WLB

g g gh gr 4
[total expenditures, g]

107. 5! = REC_ -~ EXP
2 4 g

[NIA surplus or
deficit, gl

n
=
+
=

108. TC
s

[corporate profit tax
receipts, s]
109. 81 = 8L+ Slo o+ ST

{total social insurance
contributions to s]
. = W
1e PUS PSC5 + EJSHE ¥ SISs + WE.DS
{purchases of goods and
services, ]

tll. TRRsh = TRsh + LB

[tatal transfer pay-
ments, s to h}

2 : =
112, RBCS T115 + TC5 + IBT5 + SI3 + TRgs
[total receipts, s}

113, EKPS = ?US + TRRS

n* IZ\T5 + DR5 * SUBS - WLD5

[total expenditures, s]
L - F
114, Ss = RECS EKPS
[¥IA surplus or
deficit, 5]

115, ¥D = WfJf(HN +1.5H0) + Ngigﬂg + ijmHm + WS}SHS + RNT + Df + Dh

- DRS + INTf + INTg - INTgr + INTs + Tth + TRgh + TRSh + UB

L Tye = TRyx

YD - PCS+CS - PCN+CN ~ PCD+CD
b

[disposable income, h]
116, SR =

[savings rate, h]

(continued)
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TABLE A-5 ({continued)

117,

118.

119,

124,

121,

122,

123.

124.

125,

126,

127,

128.

POF = PQP1l + POP2 + POF3

1 —<l2 "d25)"f

SHRm = = %
WT (HN + 1. 5H0)

L]
—
=
=1

PCGNPR

PCGHNPD = EOO[

4
PCML = 100{(—E1m) - i]
U

UBR = BR - BO

_ MM
WA = W (L-d)nd)ndy -
MM
RSA = RS(L-d) =d) )
_ Mo
RMA = RH(L ~dy - dy )

[inventory investment,
£]

[output per paid fox
worker hour:
"productivity™]

{real wage rate of
workers in f£]

[aoninstitutional

population 16and over]

[ratio of after tax
profits te the wage
bill net of employer
social security taxes]

[percentage change in
GNPR]

[percentage change in
GNPD]

[percentage change in
M1]

[unborrowed reserves]
[afrer tax wage rate]

[after tax Bill rate]

[after tax mortgage
rate]




Appendix B: Data and Identities for
the Muiticountry Model

The data for all the countries were obtained from the International Financial
Statistics (IFS) tape (November 1982) and the Direction of Trade (DOT) tape
{November 1982). The following steps were involved in the construction of
the data base.

1. A program was written to read the IFS tape and create for each country all
the variables in Table B-2 except the variables for which DOT data are
needed: M7584,, M758B;, PM{, XX$,, XX75%,, o, and y,;. Most of the
work in constructing the data base was writing this program. Since no two
countries were exactly alike with respect to the availability. of the data,
separate subroutines were written for each country. (Before these subrou-
fines were wrilten, a program was written to prnt the IFS data in a
convenient format. The information needed to write the individual sub-
routines was taken from this printout. I am indebted to William Parke for
help in writing the initial program that read the tape.) The individual
treatment of the countries is discussed below. The output from this pro-
gram was stored by country on a tape called IFS1.

2. A program was written to read the DOT tape and create the XX'$;, data (the
bilateral trade data). The output from this program was stored by country
on a tape called DOT1.

3. The IFS81 and DOT1 tapes were sorted to store the data by quarter. The
sorted tapes were then used together to create the variables mentioned in
step 1. This completed the construction of the data base.

The individual treatment of the data for each country is outlined in Table
B-1. The comments in the table discuss any special treatment of the country.
If no comments appear for a particular country, then all the data were
available and nothing special needed to be done. Two standard procedures
were followed for all the countries, and it 1s necessary to discuss these before
considering the comments in Table B-1. First, if no quarterly National
Income Accounts (NIA) data were available, quarterly data were interpolated
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from annual data using quarterly data on the industrial production index
{(IP). If guarterly data on /P were not available, the procedure in Table B-6
was used to create the quarterly data. One can thus tell from Table B-1 how
the quarterly NIA data were constructed (if they were) by noting whether or
not JP data were available.

The second standard procedure concerns the construction of the Balance of
Payments (BOP) data; this procedure is presented in Table B-7. The key
variable that is created in this process is ¥, the balance of payments on
current account. It is used in the construction of the asset variable, A ¥, for
each country, Quarterly BOP data do not generally begin as early as the other
data, and the procedure in Table B-7 allows data on S¥ 1o be constructed as
far back as the beginning of the data for merchandise imports and exports
(M$,;and X'$,). When all data are available, the procedure is a way of linking
the BOP and non-BOP data.

Most of the comments in Table B-1 are self-explanatory. Data for a variable
were “‘made up” if there was a relatively small gap in an otherwise good series.
In these cases the data were usually made up by linearly interpolating between
the closest two available observations. In a few cases guarterly data on the
consumer price index (CPI') were used for quarterly interpolations of annual
data, and for France and Switzerland quarterly data on employment (EMPL)
rather than on industrial production were used for the quarterly interpolation
of the NIA data. For many countries only discount rate data were available for
the short-term interest rate (RS), and these cases are mentioned in the table,
For a few countries the NIA year began at a time other than January 1, and
this had to be taken into account in the quarterly interpolations. These cases
are also mentioned in the table. For a few countries data on real GNP (Y)
were not available, but data on the nominal NIA variables were. In these
cases, as indicated in the table, CPI data were used for the GNP deflator. Real
GNP was then taken to be nominal GNP divided by the GNP deflator.

Quarterly population data were not available for any country, and the
procedure in Table B-6 was used to construct quarterly from annual data. See
in particular the note at the bottom of the table.

Quarterly DOT data began only in 19701, and no attempt was made to
construct DOT data before this guarter. Instead. the variables in the model
were constructed in such a way (with one exception noted below) that no
DOT data were needed in the estimation of the model. In other words, no
DOT data were used for the estimates in Tables 4-1 through 4-13 in Chapter
4. This allowed the estimation periods for most countries to be much Jonger
than would otherwise have been the case, The DOT data are needed, of
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course, for the solution of the model, and therefore the earliest quarter for
which the model can be solved is 19701 In a few cases annual but not
quarterly DOT data were available, and in these cases the procedure in Table
B-6 was used to construct the quarterly data. In a few cases no DOT data
existed, and in these cases the observations were assumed to be zero.

For a few countries no data on import prices were available, and for these
countries the data were constructed as indicated in the fifth note to Table B-2,
This construction required the existence of DOT data, and this is the excep-
tion mentioned in the previous paragraph where DOT data were needed for
the estimation work, For countries for which DOT data were used in the
construction of the import price index, the estimation period had to begin no
carlier than 19701 for the equations that relied on these data.

The links to and from the 1S model are listed in Table B-5. The two key
exogenous foreign sector variables in the US model are the real value of
exports (EX) and the import price deflator (PIAf). When the US model is
embedded in the overall model, these two variables become endogenous. The
US endogenous variables in Table A-4 that affect the rest of the model are the
real value of imports (fA), the bill rate (RS), the GNP deflator (GNPD), real
GNP (GNPR), and the demand pressure variable (ZZ), The data base for the
US model is different from the data base for the United States on the IFS tape
(among other things, the real variables in the US modet are in 728, whereas
the real variables for the United States on the IFS tape are in 75%), and the 4,
variables in Table B-5 are used to link the two data sets. As noted in the table,
when the US model is part of the MC model, the equation determining PEX is
no longer Eq. 32 in Table A-5. Instead, Eq. 11 in Table 4-12 for the United
States is used to determine PX,, and PEX is then linked to PX,.

The sample periods that were used for the estimation work are listed in the
tables in Chapter 4. The beginning of the sample period was usually taken to
be four quarters after the beginning of the data, and the end of the sample
period was usually taken to be the last quarter of the data. One can thus tell
from the tables in Chapter 4 approximately how many observations are
available for each country.



TABLE B-1, Individual treatment of the data per country

Country

Quar.

Local currency NIA  Comments
data’?

3.
9.

10.
11,
12,

i3.

14,
is.
16.

17.
18,

18,
20.
21.
2.

23,
24.

25.
t26.

27.

-
28,

9.
30.
31,

32,
33.

34.
35.

36.

. United States

Canada
Japan

. Austria

Belgium

Denmark

. France

Germany
Italy

Netherlands
Noyway
Sweden

Switzerland

United Kingdom
Finiand
Greece

Ireland
Portugal

Romania
Spain
Turkey
Yugoslavia

Australia
New Zealand

South Africa
Algeria

Indonesia

Iran

Iraq
Kuwait
Libya

Nigeria

Saudi Arabia

United Arab
Emirates
Venezugla

Argentina

U,8. bollars (mil.) yes  See Appendix A,

Can. Dollars (mil,) yes  Splice in M1* serises at 873,

Yen (bil.} yes RB from 681.

Schillings (bil.) yes Discount rate data for RS. RB from 701. Made up
quarteriy data from annual data for PX and PM far
611-633.

Bel. Francs (bil.)} no Made up quarterly data frem annual data for RB for
&31-033,

Den, Kromer (bil,) no Discount rate data for RS prior to 721.

Fr. Prancs (bil.} most Interpolated data for IFSTIIV for 571-614 using

IF873. Quarterly interpolations for NIA data
prior to 651 using EMPL.

0. Mark (bil.) yes  —--

Lire (bil.) most Discount rate data for RS prior to 711, Quarterly
C, AV, and G data interpolated using quarterly Y
data for 601-6%4 and 811-814.

Guilders [bil.) ne -

Nor. Kroner (bil.} nve  Discount rate data for RS prior to 714.

Swe. Kroner (bil.} sonme  Discount rate data for RS prior to 743, Made up

quarteriy data from anmeal data for Mi* for
£71-594, Some guarterly interpolations for NIA
data; used EMPL prior to 691 and Y thereafter.
Swiss Francs (bil.) no Discount rate data for RS. EMPL used for gquarterly
interpalations for NIA data. Made up quarterly
data from annual data for PX and PM for 601-604,

U.X, Pounds (mil.} y&s -—=

Markkaa (mii.) some Discount rate data for RS. No RB.

brachmas (bil,) na Discount rate data for RS. No F. No RB. Table
B-6 pracedure for PM for 571-594,

Irish Pounds {mil.) O Discount yate data for RS prier to 702. No F.

Escudos (bil.) no Discount rate data for RS. Mo F. Mo PX. Made up
data for RBE for 742-754. Made up quarterly data
from annual data for IP for 743 and 744, PY data
for PX.

Lei no  Only ¢ data collected from IFS,

Pesetas (bil,) no Discount rate data for RS, No RE.

Liras (bil.) no Discount rate data for RS, Ne F. No RB. No IF.
PX and PM from 581 on.

Dinars (bil.) no No RS5. No F. No RB. Quarterly PX and P data
interpolated using quarterly CPI data.

Aust. Dollars (mil.) yes  ---

N.Z. Dollars (mil.} ne piscount rate data for RS. No F. No IP. XIA year
begins April 1.

kRand (mil.) yes Ko F.

Alg. Dinars {mil.)} no %o RS, Nc F. XNo RB, No IP. No PM. Made up
guarterly data from annual data for IFS70 for
711-713 and for IFS7iV for 711-733. PX data from
721,

Rupiahs {bil.) no No R5. HNo F. No RE. Ko IP. No PM. Mo &V. CPI
to deflate IM.

Rials (bil.} na Discount rate data for RS. No F. Ne RB, XNo IP,
No PM. NIA year begins March 21. No V1. CPI to
deflate IM,

Iraq Dinars {mil,) ne No RS. No F. No RB. No IP. No PM, CPI to
deflate IM.

Ku, Dinars (mil.) no No RS, No F. No RE., No IP. No PM. HNIA year
hegins April 1,

Lib. Dinars (mil.} no No RS, No F. No RB, HNo Ip., Mo PM. CPI to
deflate IM.

Raira (mii.} no Discount rate data for R§. No F. No RB, No PM.
CPI to deflate IM, Ko A¥, XNIA year begins
April 1,

Riyals (hil.) ne o RS. XNo F. XNe RB. No IP. Ne PM. CPI to
deflate IM. Table B-6 procedure for IFS7TITV for
571-674 and 721-734. NIA year begins July 1.

Dirkam (bili.) no Noe RS. No F. No RB. HNo IP. Mo PM. No B0P data.

Bolivares {mil.) no Discount rate data for RS, No F. No RB. HNo PM.
No IP. CPI to deflate IM,

Arg. Pesos (bil,) no No RS. No F, No BB, Xo¢ PM. No PX. CPI to

deflate IM, PY data for PX.

(continued:
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TABLE B-1 {(continued}

Quar.
Country Local currency NIA Cotments
data?

37. Brazil Cruzerios (bil.) o Discount rate data for RS prior to 711, No F. No
RE, PM from 721 on. CPI to deflate IM. Set
&V = 0 for 801-804, IFSTIV for 711-784 intevpo-
lated using IFS71.V0.

38, Chile Chile Pesoes {mil,) me  No RS. No F. No RB, PX from 754 on. Made up
quarterly data from annual data for M§ for 671-
674. Set AV = O for 771-774, PY to deflate EX.
PY data for PX prior to 754,

39. Colombia Col, Pesos (mil.) ne Discount rate data for RS, No F. No RB. Mo IP.
1FS70..0 for X$§ from 78) on.

40, Mexico Mex, Pesos (bii.} no No RS, No F. No RB. Na FM, Ko PX. CPI to
deflate IM. PY data for PX.

41. Peru Seies (bil.} no Diseount rate data for RS, No F. No BB, No IP.
Ne PM, CPI to deflate IM, DY data for PX for

- 601-624 and 783 on.

42. Egypt Egy. Pounds {mil,) ne Discount rate data for RS. No F. No RB. Na IP,
No PM. No PX., CPI to deflate IM. PY data for
FX.

43, Israel Isr, Pounds ({mil.) yes No RS. No F, No KRB, No AV.

44, Jordan Jer, Dinars {mil.) no Discount rate data for RS, No F. No RB. No ¥
data. Used CPI data for PY. Table B-6 procedure
for PX and PM,

45, Lebanen Leb, Pounds (mil.) ne  (ply datz on e, MP*, Xf, and POP,

46, Syria Syr, Pounds (ril.) no  No RS. No F. No RB. Ne IP, Table B-6 procedure

+ for PX and PM. Set AV = 0 prior to 70i.
7. Bangladesh Taka (mil.) ne No RS. No F, Ko RB. No IP. Np PX. Mo PM.
"48. Republic of N.T. Doiiars (bil.) ne  Eliminated from the IFS and DOT tapes.

. China {Taiwan)

Tag, Hong Kong H.K. Doilars (bii.} ne Only X§ data collected from IFS,

50. India ind. Rupees (bil,} no No F, NIA year begins April 1,

51. Korea Won (bil.) yes  Discount rate data for RS. No F. No RE., PY to
defiate C.

52, Malaysia Ringgit (mil.} ne Ne RS, No F. No RB. PY to deflate IM for 701-704
No AV,

53. Pakistan Pak, Rupess (mil.} no Ne F, NIA year begins July 1.

54, Philippines Pril, Pesos (wmil.} no Discount rate data for RS. No F, No RB.

Y55, Singapore Sing. Dollars (mil.) no No RS, No F. No RB. No EX. No IM,

56. Thailand Baht (bil.} ne Discoumt rare data for RS. No L. No RB. No IF,

T57. Bulgaria a0 No IFS data.

TS, China (Mainland) ne  No data cellected from IFS.
Too. Cube no No IFS data,

t80. Czechoslovakia RO No IF3 data,

te1. E. Germaty ne No IFS data.

162. Hungary no  No data collected from IFS,
63, Poland no Xo IFS data,

tea, ussk ne Mo IFS data.

t65. Rest of World no  No IFS data.

Note: 1 Mo estimated equations for this country,



TABLE B-2., The variazbles for country i in alphabetical order

Equation . s
number Variable Description
18 A; = net stock of foreign security and reserve hoidings, end of quarter, in lc.
[ #A;-l B S;. Base value of zero was used for the quarter prior to the
beginning of the data.]
2 Ci = personal consumption in 75 1c, [IFSQéF/CPIi.]
tepr, = consumer price index, 1975 = 1.0. [ =(IFS64 ox IFS64X)/100.]
+ei75 = average exchange rate in 1975, lc per §, [ =IFSRF for 1975.]
9t ey = exchange rate, average for the quarter, lc per §. [ =IFSRF.]
20 ee, = exchange rate, end of quarter, lc per §. [ =1FSAE.]
™eMpL, - industrial or menufacturing employment index, 1975 = 100. [IFS67 or
various &7 options.]
15 EX; = total exports.(NIA)} in 75 1l¢. [ = {IF5390C or IFSQON)/PXi.]
'PEJ(DIS.l = discrepancy between NIA export data and other export data in 75 lc.
[=EX, - e X758, - XS5,.]
105 Fy = three-month forward rate, lc per $. [ =1FSB.]
?Gi = government purchases of goods and services in 75 le. [ ={IF591F or
IFSOLFF}/PY, . ]
3 I = gross €ixed investment in 75 lc. [ =IFS83/PY;.]
14 IMi = total imports (NIA) in 75 lc. [=IFSQB{]/PMi.]
+
"IMDIS, = discrepancy between NIA import data and other import data in 75 lc.
b
[=IM, - M. - M5,.]
i i i
™1p. = industrial production index, 1976 = 100. [=1FS66 or various 66 optiens.]
1 Mi = merchandise imports {fob) in 75 lc. [=IFS';'1V,"PM1.]
%MS.1 = other goods, services, and income (debit} in 75 lc. BOP data.
[ =[IFS77ADD'ei.]
Muf, = merchandise imports (fob) in §. [=1FS71v/e;.] [Also equals (PM;M;)/e;.]
19 M753A; = merchandise imports (fob) in 75§ from Type A countries. [ zZXX'fssji.]
3
+M73$Bi = merchandise imports [fob) in 75§ from Type B countries,
[=M. /e, . - MI5$A;.]
[ Ml; = money supply in lc. [ =IFS34 or IFS34..B.]
v Pl&i = import price index, 1875 = 1.8. [IFS75/100.]
' _ s . ; -
i P! import price index from DOT data, [ {eiZ(PX$jxx75$ji)}/{ei75§1X?5$ji}.]
?P{]Pi = population in millions. [ =IF595Z.]
Vi PHS, = world price index, $/75%. [ = E*(PX$.X$.) /1745, , where T* denotes
* s 4 g
summation that excludes Type B countries and countries 26-35.]
11 Py = export price index, 1875 = 1.0. [ =IF$74/100.]
11 PX§; = export price index, §/75§. [= {ei75PXi]/ei.]
5 PYi = GNP or GDP deflator, 1575 = 1.0, [ = (IFS99A or IFSQQB)/Y]._.]
8 RB; = long-term interest rate, percentage peints. [ =IFS61 or IF861A.]
7a,7b RSi = three-month interest rate, percentage points. [ =IFS60, IF560B,
IFS60C, or IFS60X,]
17 87 = tota} net goods, services, and transfers in lc. Balance of Payments on

current account. Savings of the country. [See Table B-7.]

(continued}
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TABLE B-2 {continued)

Equation - .
number Varisble Description
+TT; = total net transfers in lc. [See Table B-7.]

12 Avi = inventory investment in 75 lc. [ =IFSQSI!P¥i.]

13 Vi = stock of inventories, end of guarter, in 7% 1l¢, [ =Viw1 + AVi. Base
value of zero was used for the quarter prior to the beginning of the
data. ]

16 Xi = final sales in 75 1l¢. | =Y, - Avi.]

?XDESi = discrepancy in real NIA data (in 75 lc) due to use of different deflators.
[=X. -C, = TI. -G, - EX. + IM,.]

i i i i i i

szi = vther goods, services, and income {eredit) im 75 lc. BOP data.

{ ﬁ(IFS??ACD-eiJ/Pxi.]
*Xsi = perchandise exports (fob) in §. [ = IFS?O/ei.]
**XX$ij = merchandise exports {fub} from i to j in $. [DOT tape.l EXX$1&5 = X§,
- 7 xx§., and Xx$,., = M$, - ] MX$...] [XM$,. =@ ifi= j.]
J#65 ij 651 1 465 BES ij

1 XX?5$ij = merchandise exports (fob) from i to j in 78§. | ={eixx$ij)/{ei?5PXi) if i
is a Type A country; = 0 i€ 1 is 3 Type B country . |

11 x?ssi = merchandise exports (fob) in 75§. [ =EX175$ij.} [Also eguals X$iPX$i.]
[Bquals 0 and is not used if i is a Type B country.]

4 ‘{i = real GNP or GDP in 75 lc. [ = IFS99A.P, IFS998.P, IFS99A.R, or IFS99B.R.]

21 ZZi = demand pressure variable, [ ={(Yi/POPi]* - (Yi/PQPi}}/[Yi/POPi)*. See
equation (4.38) in Chapter 4 for the definition of [Yi/POPi}*.]

o = share of i's total merchandise imports from Type A countries imported from
J i in 75§, [ =XX75%../M758A..]
ji i
Ty .
¢li = ((eei +eei«13/2J/ei.
t =
wZi = PMi/PMi.
Notes: o« ic = local currency. All prices are in lc. e and F are in units of lc per §.

* denctes that the variable is in units of lc.

+ denotes exogenmcus variable,

++denotes that the variahle is used only in the construction of the data.

For countries with no PM data, PMi was taken to be PMit (s that wzi = 1) and Mit

was taken to be [eiZ{PX$jXK75$ji}]/PMi. For these countries is it not the case that

M$i = {PMiMi]/ei because the suommation E(PX$jXK75$ji} is only over Tvpe A countries.

]
M$i pertains te all countries.

For the oil exporting countries (countries 26-35), CPI was used in place of PY to

defiate IPSOLF or IFS2IFF for §;, IFSSIE for I, and IFS93I for MNj.
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TABLE B-3.

The list of equations for country i

Stochastic equations

7a.

To.

5.

gb, e = fgb[eS’ PYi’ PYl, RS,

1ob.

-

by = £, (PY;, PM,, RS, or RB., Y., AL . M; ]

€; = £,{RS; or RB,, Y,, A;_;, Ly g3

ALy = £0(AL 4, Ly, &Y, 4, AY, o, AY, 4, &Y 4, 1)

Y= R Vi Yy

PY, = £ (PM, IZ, t, PY;_))

Ml; = £ (RS,, PY,Y,, 1, Ml;‘l]

RS, = £, (RS, RSy, PY, |, MIT |, 22, AL, Al ,, ¢, RS, )

RS.1 = f7b[same as 7a plus PMi_l, ei]

jo1r BBy o. BBy )

N
o RS . Z2., ZZ;, AR |, A4

RB, = £, (RS,, RS

1

Fi = flOb(eei’ RSi, RSl)

1. PX; = £ (PY;, THE, o)
fdentities
12. AVi = Yi - Xi
15, ¥, =V, ) o+ Av,
14, IM, = M., + M5. + IMDIS,
i i i i
= +X75%, .

15. EXi =20 X 5$1 + XSl + E.J(DIS1
16. Xi = L3 + Ii + Gi + Bxi + IMi + ){DIS;.l

* oy Ly _ %
17. S} = PX; (€, X756, +X5,5 - DM, (M, +MS) + TT}

* g% *
18. Ai = Ai-l + Si
19. M75$Ai = Mi/ei - M?5$Bi
20, ee, = 21$.«ne:‘_.l -ee

- * *
21, . i, = [(Yﬁjpopi) (Yi/POPi]]f[YifPOPi]

Variables explained when the countries are
linked together {Table B-4)

22,

23,

24,

X75$i
PMi

PW$i

*
1-17 &1

[merchandise imports in 7§ lc}

{private consumption in 75 lc]

{change in gross fixed investment
in 75 lc}

[GNP in 75 1c]

[GNP deflator]

[money supply in lc}
[three-month interest Tate]
[three-month interest rate]

[long-term interest rate]

[exchange rate, average for the
quarter]

[three-month forward rate]

Jexport price index]

[inventory investment in 75 lc¢]
[stock of inventories in 75 1lc]
[total imports (NIA) in 75 Ic]
[total exports (NIA} in 75 lec]

[final sales in 75 lc]

{balance of payments on current
account in lcj

[net stock of foreign security and
reserve holdings in lc]

[merchandise imports in 7538 from
Type A countries]

[exchange rate, end of quarter]

[demand pressure variable]

[merchandise exports in 75§]
[import price index}

fworld price index]
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TABLE B-4, Equations that pertzin to the trade and price linkages

among countries

[merchandise experts from j to i

I X}(?S$,i = {!..M75$Ai in 75%.]
] 3 [ =0 if 3 is a Type B country.]
[merchandise exports of i in
11 X758, = [XXTES. . 758.1
k] i [ =0 if i is a Type B country.]
N jexport price index of i, $/75%.)
LI PXB3p = Log3PXid/e; {=0if i is a Type B country. ]
e} (PXE,XX755, )
v M = i ! J [import price index of i from
! e, . JKXT5$ DOT data.]
751 i
b
v 9Mi = wziPM{ {import price index of i.]
*
z.#i[FX$.X$.J
VI PW$i = -l—jr-——al——l— [world price index facing i.]
YRS N
ZJ#l sJ
Notesy = share of i's total merchandise imports from Type A

@,
I countries imported from j in 75§.
+ The determination of “ji is explained in Section 4.2.6.

. E* denotes summation that excludes Type B countries and
countries 26-35,

451
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TABLE B-5. Links to and from the US model

E.

When the US model is part of the MC model, equation 32 in Table A-5,
which deterwines PEX, is dropped. Instead, eguation 11 in Table 4-12
for the US is used to determine Px}, and PEX is determined as:

PEX = 63]’}(1 .

Relevant endogenous variagbles in the US model (see Table A-4):

iM = imports (NIA), B728.

WS = three month bill rate, percentage points.
GNPD = GNP deflater, 1872 = 1.4,
GNPR = GNP, B72%.

ZL = demand pressure variable,

Links from the endogenous variables in the US model to the variables
that affect the rest of the world:

N _ R [merchandise imports in 753
MPSY) = IM/B, - MTS$, - IMDES) . R oo Type A countries]
PY, = GNPD/S, . [GNP deflator, 1975 = 1.0]
RSy = RS . {three month interest rate]
Yl = GNPR/&S . [real GNP in 758]

Relevant exogenous variables in the US model:

EX = exports (NIA), B72§.
FIM = price deflator for imports (NIA), 1972 = 1.0.

Links from the rest of the world toe the axogenous variables in the
US model;

BX = & BX, = 61(X75$1 +X5, +EXDIS;} .
PIM = &,PM, .
New exogenous variables:

&, = EX/EX, = EX/{X75$ +XS, +EXDIS)) .

2 IM/{N?5$A1 +M?5$B1 +M31 +IMD151) " IM}IM} B
g = PEX/PXI .
<]

PIM/PM, .

&
[
4
65 = GNFR/Y; .
b

GNPD/PYl .

Other relevant equations:

M o= M75$A1 + M75$Bl .

* *
S1 = PXI[X75$1 +X51} - PMl(Ml +MSl) + 1]1 .
x _ *

Al = Al-l * Sl .
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TABLE B-6. Procedure used to create quarterly data from annual data

when no quarterly interpolation variables were available

Let:

y, = (observed) average value of the variable for year t,

t
Yig ® [unobserved) averape value of the variable for quarter i of
year t {i =1, 2, 3, 4).

Then:

() ype * ¥ap * Vap * Yyp * Wy
where ) = 1 for flow variables (at quarterly rates)

4 for stock variables and price variables.

Assume that the ammual data begin in year 1, and let lyl =y, Ayz = a,,
Ayy = a5, -.-. The key assumption is that the four quarterly changes

within the year are the same:

[
=
"

62 for t

GE) ¥y ~Yaeq S¥op "¥ip ¥3e “Yor *Vap Vi " 6, for t

ay
2]

Given (i) and (ii) for t = 1,

of &, and a,!

2, one can solve for Yag and 62 in terms

1 2
LB, U5,
Yap T 32 v 33 %
H, = @
2 "
) ig— -

Using Yap and 62, one can then construct guarterly data for vears 1 and
2 using (ii). Given Yan from these calculations and given (i) and {ii)

for t = 3, ane can solve for 63 in terms of ag and Yaz'

P T iz
31 -

Using Y42 and 83, one can then construct quarterly datea for year 3, One

can then solve for 54 in terms of ¥g3 20d a,, and so on.

Note: - The aonual population data that were collected for the model
are mid-year e¢stimates. In order to apply the above procedure
to these data, the assumption was first made that each midwyear

vaiue is the same as the average value for the year.



TABLE B-7. Construction of the balance of payments data: data for S; and TT;

Let:

M$; = merchandise imports (fob} in $, BOP data. [ =TFS77ARD.]

Msi = merchandise imports (fob} in §. [In Table B-2.]

Xsi = merchandise exports (fob) in §, BOP data. [ =IFS77AAD.]

1% = merchandise exports (fob} in §. IIn Table B-2.]
MS§. = other goods, services, and income (debit) in §. BOP data., [ =IFS77ADD.]
x5
PTS
0TS

PR

H

other goods, services, and income {(credit) in §. BOP data. [ =IFS77ACD.]

L]

private unrequited transfers in §. BOP data, [ = IFS77AED.]

il

official unrequited transfers im §. BCP data. [ =IFS77AGD.]

B i b

When quarterly data on all the above variables were available, then:
3 = ! - LI
{1) 5$i X$i + )(S$:.l Msi MS$i + PTi * OT$i,

{i1) TT§, = S§, - X5, - X3§, + MS_ + MS§,,

where S$i is total net goods, services, and transfers in § (balance of payments on current account}
and TT$i is total net transfers in §.

When only annual data on M$i were available, interpelated quarterly data were constructed using
M$i. Similarly for MS$i,

Wher only annual data on X$i were available, interpolated quarterly data were constructed using
xsi. Similarly for XSSi, PTSi, and 0T$i.

When no data on Ms; were available, then M$i was taken to be A-M$i, where & is the last chserved
annual value of M$'/M$. Simiiarly for Mssi (where 2 is the last ohserved annual value of MS§/M§),

When no data on K$i were available, then X$i was taken ta be A-X$i, where » is the last observed
annual value of X$'/X$. Similariy for XS$i {where % is the last observed annual value of
XS3/48), for PT$i[where A is the last observed annual value of PT$/X$), and for 0T$i (where X is
the last observed annual value of OT§/X$),

Equations (ij and (ii} were then used to construct quarterly data for SSi and TTSi.

After data on S$i and TT$i were constructed, data on S; and TT; were constructed as:
%
(iii} Si = ei5$i,
n *
(iv) T = eiTT$i'

Notice from MSi and XSi in Table B-Z and from M5$i and Xs$i above that
MSS, = (PH,MS;) /e,

A8, = (P A8.)/e;.

Notice also from Table 8-2 that
M$i = [pMiMi)/ei’

X$i = {ei?SPXiX?5$i)Iei.

Therefore, from squations (ii)~fiv}, the eguation for SI can be written
x _ *
§{ = Pxi{eiTSX75$i +xsi) PM]._{Mi +Msi) + TT7,

which is equation 17 in Table B-3,

For countries with no PM data it is not the case that MSi = (PMiMi)/ei. {See the £ifth note to
Table B-2,}) For these countries TTI was taken to be

% Loak _ _
TTi = Si PXi[ei75X75$i +xsi} PMi(Mi +M5i} 3

where PMi and Mi are defined in the fifth note to Table B-2Z,




Appendix C: The Fair-Parke Program for the
Estimation and Analysis of Nonlinear
Econometric Models

The Fair-Parke program allows all the techniques discussed in this book to be
used automatically once the necessary information on a model has been read
by the program. The necessary information consists of a few FORTRAN
subroutines and a few data sets to present the stochastic equations and the
identities. Once the program has this information, almost all the techniques
can be used with no further programming. (In a few cases, such as FIML
estimation, the user must supply additional information. In the FIML case,
for example, information on the Jacobian must be supplied. These exceptions
are discussed later in this appendix.) This has the obvious advantage of
allowing many things to be done with only one setup, and it also means that
the model only needs to be debugged once. It is quite easy, as will be seen. to
check coding errors, and once these errors have been corrected, one need not
worry about further coding errors for any of the technigues.

The model is represented by (6.1), which is repeated here:

{6.1) Jv,, X, ) = u,, =1 ...,
The program requires that the stochastic equations of the model be rewritten,
(CE) .f;(zrsai)=uin [ = 15 <., 1,

where z, is a vector of variables that are transformations (generally nonlinear)
of the variables in y, and x,. If, for example, one of the variables in an equation
is log(yy, /x3,—,), then one of the variables in z, would equal this. A variable in
z, can simply be a variable in y, or x,, and thus no generality is lost in going
from (6.1) to (C.1). In this notation the stochastic equations are assumed to
come first in the model, although the program does not require this.

The heart of the program consists of four subroutines: ZFYX, YFZX,
IDENT, and RESID. RESID is internal to the program, and the other three
are user-supplied. ZFYX calculates the z variables as a function of the y and x
variables. It consists of statements like Z(J,1) = DLOG(Y(J,2)/X{J — 1,3)),
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where J is the time index. YFZX contains the reverse transformations from
the z and x variables 10 the v variables that are matched to the stochastic
equations. If, say, z;, = log(},,/X;,.,) is the LHS variable of equation 1 and if
5, is matched to this equation, then YFZX would contain the expression
Vo = €+ X5,_,, whichin FORTRAN is Y(J,2) = DEXP(Z(J,1)}+X(J — 1,3}.
YFZX contains s such staternents. The z variables pertain only to the
stochastic equations; they are not needed and are not used for the identities.
IDENT calculates the identities, It contains the code for the identities in terms
of the y and x variables, such as Y{(J,6) = Y(J.5) + Y(J.4) + X(J,3). IDENT
contains # — m such statements.

RESID calculates the LHS z variable for each stochastic equation. If an
equation is linear in coefficients except for the possible presence of serial
correlation coefficients, RESID only needs to know which z vaniables appear
in the equation. These variables can simply be listed in a data set, and
therefore in this case RESID does not have to be touched by the user. If an
equation is nonlinear in coefficients, RESID has to be modified for the
equation, Since most equations in macroeconometric models are linear in
coefficients, RESID seldom needs to be adjusted.

The reason these four subroutines are the heart of the model is that they are
used by the Gauss-Seidel technique to solve the model. In the solution of the
model! for a given period, ZFYX is first called to get initial values for the z
variables. The problem is then turned over to the Gauss-Seidel technique.
One iteration (that is, one “pass” through the model) consists of successive
calls to RESID, YFZX, IDENT, and ZFYX. RESID computes the LHS 2
variables in the stochastic equations; YFZX compultes the y variables corre-
sponding to these z variables; IDENT computes the y variables that are
determined by the identities; and ZFY X computes the z variables that were
not computed by RESID. The four calls are then repeated, and the process
continues until convergence is reached or there is an abnormal termination.
(With respect to the call to ZFYX, it does not make any difference if ZFYX
computes the z variables that were already computed by RESID. Given that
YFZX is called right after RESID, ZFYX merely computes the values
computed by RESID back again. It is, of course, wasteful of computer time to
do this, and ZFY X has an option for the relevant z variables to be skipped.)
The order of the equations matters for solution purposes in that onceazory
variable is computed, this value is used in any subsequent calculations
involving the variable on the RHS of the equations. The order is determined
by the user in the coding of subroutines YFZX, IDENT, and ZFYX and in
the numbering of the stochastic equations.
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Since the techniques discussed in this book require little, if anything, more
from the user than a way of solving the model, once the four subroutines are
available, the rest of the programming for a technique requires little or no user
intervention. One of the advantages of this feature is that one can move
automatically from estimation to the use of other techniques. It is easy in the
program to modify a stochastic equation {or to create a new one) and then
estimate it, and the program always stores the last estimate of each equation,
This means that one can modify a model, reestimate it, and then go immedi-
ately to the solution of the modified version with no extra programming,

Debugging subroutines is always a problem for large models, but the pro-
gram allows this to be done fairly easily. First, given the actual data for the y
and x variables, a call to IDENT should result in the predicted values of the
identity-determined y variables being equal to the actual values. Since, as
noted earlier, order matters in this subroutine, if an error has been made in
one equation so that the predicted value of the y variable corresponding to the
equation is not equal to the actual value, this error will affect the calculations
of subsequent identities that use this variable. This sometimes makes it
difficult to determine if an error is a coding error or the result of a previous
error, and the easiest thing to do is to correct the obvious errors and run the
test again. Debugging of IDENT can usually be accomplished with two or
three sets of corrections.

Second, RESID can be tested in the following way. There is an option in
RESID to compute either the LHS z variables in the stochastic equations or
the residuals. In other words, RESID will compute either the LHS variable in
equation / in (C.1) or the error term 1¢;,. If the residuals are computed over the
estimation period and if the actual values of the z varables are used for these
calculations, then the sum of these residuals squared for each equation should
equal the sum of squared residuals computed by the estimation technique at
the time of estimation. This latter sum is printed by the program at the time of
estimation, and thus one can check to see if the two sums are the same for
each equation. To some extent this check is unnecessary, since RESID does
not have to be debugged, but it is useful to make sure that the set of
coefficients being used is what the user thinks t is and that no changes have
been made between estimation and solution time that affect these calcula-
tions,

Finally, the entire solution process can be tested as follows. If RESID is
called and if the residual computation option s used, the program computes
and stores the residuals. A second call to RESID to compute the z variables
will then result in the computed values of the z variables being equal to the
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actual values. A call to YFZX should then preduce actual values of the y
variables corresponding to the stochastic equations, and a call 1o IDENT
should produce the actual values of the y variables determined by the
identities. In short, the solution values should equal the actual values when
the estimated residuals are used in RESID for the solution of the z variables. If
not, and if RESID and IDENT have been checked previously, then YFZX
must contain one or more errors.

These three tests do not catch all errors. There may, for example, be an
error in ZFYX in computing a z variable that is not a LHS variable of a
stochastic equation, and this will not necessarily be caught. The tests do,
however, catch most errors, so once these tests are passed, one can have some
confidence that no coding errors are involved in the use of the various
technigues,

Note with respect to the third test that because RESID computes residuals
as well as z variables, perfect tracking solutions are easy to create and then use
as a base for other experiments. This is accomplished by one call to RESID
using the residual option and the actual values of the z variables. The residuals
are stored and treated as exogenous for any future experiments.

The extra subroutines are that needed for some of the techniques will now
be discussed. For FIML estimation, one must supply information on the
Jacobian. This is done by creating a data set that consists of FORTRAN code
for the nonzero derivatives (in any order). A program that accompanies the
main Fair-Parke program reads this data set and creates two FORTRAN
subroutines, which are then added to the main program. The program
automatically takes account of the sparse structure of the Jacobian, so the user
need not worry about this. Debugging the Jacobian code is a serious problem,
however. If errors have been made in the code, it may still be the case that the
subroutines compile and the determinants of the Jacobian are computed with
no error messages. There is no obvious way to test that all the derivatives are
correct. It is easy to make small errors in the code, and my suggestion is to
have two people each take and code the derivatives. Two separate setup jobs
can then be run, and two separate initial values of the likelihood function can
be computed. If the two values are not the same, then at least one error has
been made, which then requires checking the two sets of code line by hine.

If there are constraints on the coefficients, such as o3 = @405, @ subrou-
tine must be supplied that codes these constraints. The constrained coefhi-
cients are not estimated, but they are used in RESID in computing the z
variables and residuals. Given the subroutine for the constraints, RESID does
not have to be modified to account for them.
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If an equation is nonlinear in coefficients for reasons other than because of
serial correlation problems and if the equation is to be estimated by OLS or
2SL5, a subroutine must be supplied that computes the residuals for a given
set of coeflicients. The program uses the residuals to compute 1] D,u; in (6.5),
which is then turned over to the DFP algorithm.

For the solution of optimal control problems, a subroutine must be sup-
plied that computes the value of the objective function for a given set of values
of the yand x variables. In other words, the user must supply a subroutine that
computes W in (10.2),

Two additional subroutines are needed if the model is a rational expecta-
tions model, One subroutine creates the expectations variables from the Y
and X variables. The user-supplied part of this subroutine consists merely of
one line of code per expectation variable, so it requires very little work to
construct. The other subroutine creates the expectations of the exogenous
variables, where the assumptions that are used for this are left to the user. This
subroutine does not have to be supplied if the expectations of the exogenous
variables are assumed to be equal to the actual values for all variables.

These are the main additional subroutines. A few others are required for
some of the options, but they are not of general interest here, A final point to
emphasize about the program is that it allows successive regstimation and
stochastic simulation to be done with virtually no extra work on the part of
the user. One number indicates how many times the estimation or simulation
is to be done. Because of the emphasis in this book on the comparison method
in Chapter 8, which requires successive reestimation and stochastic simula-
tion, the program was written to make this as easy as possible.






Notes

3. A Theoreticat Model

The single-country model in Section 3.1 is similar to the model in Fair (1974d). The
main differences between the two models are the following. (1} The earlier model took
account of both labor and loan constraints, whereas the present model considers only
labor constraints. I have been unable to find in my empirical work much evidence of
the effects of loan constraints on the economy. and this is the main reason they have
been dropped from the theoretical model. Eliminating the loan constraints greatly
simplifies the model. The household and firm maximization problems are easier 10
specify, and it is no longer necessary to specify a maximization problem for banks. If
financial markets always clear, as is assumed here, banks can be specified to play a
passive role in the economy. In the earlier model a rather complicated model of bank
behavior had to be specified to explain the possible existence of credit rationing. Also.
a bond dealer had to be postulated in the earlier model, which is now no longer
necessary, (2) The model of household behavior now includes another decision
vaniable, the amount of time spent taking care of money holdings. it provides a
choice-theoretic explanation of the interest sensitivity of the demand for money. (3)
Some slight changes in the specification of adjustment costs in the model of firm
behavior have been made. (4) An option has been added to allow monetary policy to
be endogenous, which is to postulate the possible existence of an interest rate reaction
function of the government. In my empirical work 1 have estimated and used such a
function, and it is now part of the theoretical model. (5) The length of the decision
horizon for the solution of the household and firm maximization problems is now
taken to be three rather than thirty. This change lessens the cost of solving the model,
and it allows more accurate algorithms to be written. The first-order conditions have
been obtained explicitly for the household problem, and a more accurate algorithm
has been written for the firm problem. The cost of solving the earlier model was large
enough 1o require that a “condensed™ version of the model be used for many of the
simulations. In the present case a condensed version is not needed. The use of three
periods is enough to capture the multiperiod nature of the maximization problems, so
nothing is really lost by lessening the length of the horizon. {6) Because of the
foregoing changes, the values used for the parameters and variables in the simulation
work are generally different between the two models. This is not very important,
however, because the only things of interest from the simulation experiments are the
qualitative results.
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The discussion of the class of rational expectations models in Section 3.1.7 is
similar to that in Fair (1978&c). The discussion in this paper relied on a “‘static-equilib-
rium’™ version of the basic model in Fair {1974d). I have not used this version in the
present case, The main points about the class of rational expectations models can be
made without reference to this version, of which I have never been particularly fond. It
is an attempt to collapse the basic version, which is dynamic and has disequilibrium
features, to one with no dynamics and no disequilibriur. S¢ much of the basic version
is lost in this process, however, that the resulting model is not very useful for
COMpAarison purposes.

The two-country model in Section 3.2 is similar to the theoretical model in Fair
{1979a). In this paper a “quasi-empirical” two-country model was also presented,
which consisted of my US econometric model linked to a model exactly like it. This
model, which was called Model A, has not been used here. [ look on Model A asa help
in the transition from the theory to the multicountry econometric model in Chapter 4,
but it is now no longer of much interest.

Although this note has concentrated on the differences between the models in
Sections 3.1 and 3.2 and those in Fair (1974d) and (1979a), the general premises and
main features are the same. In particular, the discussion of the models in Sections
3.1.1 and 3.2.1 pertains o both the earlier work and the present work,

4. An Econometric Model

The US model in Section 4.1 is similar to the model in Fair (1976), with the addition
of the interest rate reaction function in Fair (1978b). The idea that firms may at times
be off their production functions and hold excess labor, which is part of both the
theoretical and econometric models, was first explored in Fair (1969). The employ-
ment and hours equations in Section 4.1.5 are similar to those in this earlier work, The
specification of the production equation has been in part influenced by the results in
Fair (1971a).

The US model has been updated and changed slightly over the years, but the basic
structure and features have remained the same. One of the more important minor
changes that has been made is the imposition of the real wage constraint in Section
4.1.5. A change that expanded the size of the model, but otherwise had little effect, was
the disaggregation of the government sector into federal and state & local.

The US model is not a revised or extended version of my original forecasting
model (Fair 1971b). The only stochastic equation that is similar between the two
maodels is the employment equation, which, as just noted, is derived from the work in
Fair (1969). The forecasting model was intended to be used for very short run
forecasting purposes, which meant that a number of expectations variables, such as
a variable measuring plant and equipment investment expectations, were taken to
be exogenous. In this sense the forecasting model is not structural, whereas the US
model is.
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The MC model in Section 4.2, aside from the trade share equations, is presented
in an unpublished working paper (Fair 1981a). The model in this paper took trade
shares to be exogenous, The endogenous treatment of trade shares in Section 4.2.6 is
new, This treatment is different from an earlier one presented in another unpublished
working paper (Fair 198 [ b), where constraints were imposed on the coefficients across
equations.

5. Other Econometric Models

The discussion of Sargent’s model in Section 5.4 is similar to the discussion in section
II in Fair {1979¢). An iterative 2SLS procedure was used in this paper to estimate
Sargent’s model, but this has not been done here. A much better technique for rational
expectations models is full information maximum likelihood (FIML), and it is now
possible to estimate Sargent’s model by FIML. This is discussed in Chapter 11,

6. Estimation

The method discussed in Section 6.3.2 for the linear-in-coeflicients case with serial
correlation is presented in Fair {1970). The formulas in (6.20)-{6.23) for the 25LS
covariance matrix are presented in Fair and Parke (1980). The 3SLS estimator that is
based on the minimization of (6.26) is also presented in this paper. The 2SLAD
estimator in Section 6.3.6 for g = 1.0 is suggested in Fair (1974c).

The FIML cost savings with respect to the Jacobians that are considered in
Section 6.5.2 are discussed in Fair (1976, chap. 3). The estimation of subsets of
coefficients by FIML is also discussed in this chapter, The DFP algorithm was used for
this earlier FIML work, and it turned out that the “FIML” estimates that are reported
in Fair {1976} are not the true FIML estimates, Parke later found using his aigorithm a
larger value of the likelihood function.

The computational method for the LAD and 2SLAD estimators in Section 6.5.4
is discussed in Fair (1974c¢),

The possible use of the Hausman test in Section 6.6 to compare the 2518, 3SLS,
and FIML estimates is discussed in Fair and Parke (1980). The discussion in this paper
is misleading in one respect: we failed to point out that the alternative hypothesis that
is tested when the 3S5LS and FIML estimates are compared for a nonlinear model is
that the distribution of the error terms is such as to lead to inconsistent FIML
estimates. It was implicitly assumed that any nonnormal distribution meets this
requirement, which, as Phillips (1982) has pointed out, is not the case. The Hausman
test was used in this paper to compare the 2518 and 35LS estimates even though, as
we pointed out, the comparison is not valid because of the different sets of first-stage
regressors used by 25LS and 3SLS. The test was applied, where possible, to try togeta
feeling for the results, but very little weight was placed on them. For purposes of this
book, no attempts have been made to use the Hausman 1est.
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7. Solution

Part of the discussion in this chapter is taken from Fair (forthcoming),

8. Evaluating Predictive Accuracy

The discussion in Sections 8.2 and 8.3 is taken from Fair (forthcoming). The original
discussion of the method in Section 8.4 is contained in Fair {1980a). Further discus-
sion of the method and its use can be found in Fair (1979¢) and (1982b). The
discussion of the d,, values in Section 8.5.2 is similar to that in Fair (1982b), and the
comparison of the models in Section 8.5.4 is similar to that in Fair (197%¢). The
comparison of the MC and ARMC maodels in Section 8.6 is similar to that in Fair
(1981a).

9. Ewvaluating Static and Dynamic Properties

The original discussion of the stochastic simulation method in Section 9.3 for estimat-
ing the uncertainty of policy effects is contained in Fair {1980b). The empirical
analvsis in Section 9.4.2 1s similar to that in Fair {1980b); the analysis in Section 9.4.4
is similar to that in Fair (978b); and the analysis in Section 9.4.5 is simifar 1o that in
Fair and Parke (1980}. The empirical results in these sections are not exactly the same
as those in the original papers because the US model has been updated for the
purposes of this book,

The discussion of the properties of the MC model in Section 9.5 is similar to that
in Fair {(1982a). The results in this section are not exactly the same as those in the
paper because the US and MC models have been updated and because a different set
of trade share equations has been used. For the results in the paper the trade share
equations in Fair {1981b) were used, whereas for the results in this book the trade
share equations in Section 4.2.6 have been used.

10. Optimal Control Analysis

The original discussion of the method in Section 10.2 is in Fair (1974a). The measure
of performance in Section 10.3 was first proposed in Fair (1978a). Chow’s (1973)
comment on this measure contains an error. Chow asserts that because the measure is
based on the open-loop approach it assumes that “decisions , . . [are] made once for
all four vears at the beginning of each administration™ (p. 314}). This statement is
incorrect because the measure is based on the open-loop approach with reoptimiza-
tion each period. Furthermore, Chow is not explicit in pointing out that his measure
also requires that a new optimization problem be solved each period for a nonlinear
malel because the linearization changes with each new realization. An attempt was
made in Fair (1978a} 1o approximate the measure of performance by solving fewer
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control problems than are actually needed in the complete case. These approxima-
tions were then used to compare past U.S. presidential administrations. No attempt
has been made to do this here, since it is not clear how good the approximation is.

11, Models with Rational Expectations

The discussion in Sections 11.2, 11.3, 11.4, and 11.6 is based on Fair and Taylor
(1983). The analysis in Section 11.7 is similar to that in Fair (1979d). The results in
Section 11.7 do not match exactly the results in this paper because the US model has
been updated for present purposes and because the experiments are not exactly the
same. The experiments differ in the prediction periods used., in the choice of a value of
Tin (11.20), in the treatment of the initial value of stock prices, and in the treatment of
the variable values bevond the end of the data. The discussion of the solution of
optimal control problems in Section 11.5 and the estimation of Sargent’s model by
FIML in Section 11.8 are new.
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