
4 An Econometric Model 

4.1 The United States (US) Model 

4.1 .l Introduction 

The construction of an econometric model is described in this chapter. This 
model is based on the theoretical model in Chapter 3. and thus the discussion 
in this chapter provides an example ofthe transition from a theoretical model 
to an econometric model. It will be clear, as stressed in Chapter 2, that this 
transition is not always very tight, and I will try to indicate where I think it is 
particularly weak in the present case. I have tried to maintain the three main 
features of the theoretical model in the econometric specifications, namely, 
the assumption of maximizing behavior, the explicit treatment of disequi- 
librium effects, and the accounting for balance-sheet constraints. The United 
States (US) model is discussed in this section, and the multicountry (MC) 
model is discussed in the next section. The presentation ofthe models in this 
chapter relies fairly heavily on the use of tables, especially the tables in 
Appendixes A and B. Not everything in the tables is discussed in the text, so 
for a complete understanding ofthe models the tables must be read along with 
the text. 

4.1.2 Data Collection and the Choice of Variables and Identities 

The Dais and Variables 

As discussed in Section 2.2.1, the first step in the construction ofan empirical 
model is to collect the raw data, create the variables of interest from the raw 
data, and separate the variables into exogenous variables, endogenous vari- 
ables explained by identities, and endogenous variables explained by esti- 
mated equations. I find it easiest to present this type ofwork in tables, which 
in the present case are located in Appendix A at the back of the book. 

Table A-l lists the six Sectors of the model and some frequently used 
notation. The sectors are household (h), firm (f), financial (h), foreign (r), 
federal government (fij, and state and local government (s). The household 
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sector is the sum of three sectors in the Flow of Funds Accounts: (1) 
households, personal trusts, and nonprofit organizations; (2) farms, corporate 
and noncorporate; and (3) nonfarm noncorporate business. The firm sector 
comprises nonfinancial corporate business, excluding farms. The financial 
sector is the sum of commercial banking and private nonbank financial 
institutions. The federal government sector is the sum of U.S. government, 
federally sponsored credit agencies and mortgage pools, and monetary au- 
thority. 

If the balance-sheet constraints are to be met, the data from the National 
Income and Product Accounts (NIA), which are flow data, must be consistent 
with the asset and liability data from the Flow of Funds Accounts (FFA). 
Fortunately, the FFA data are constructed to be consistent with the NIA data, 
so the main task in the collection of the data is merely to ensure that the data 
have been collected from the two sources in the appropriate way to satisfy the 
constraints. To review what these constraints are like, consider (3.13) and 
(3.14) of the theoretical model, which are repeated here: 

(3.13) .%, = Yh, - T,, - P&x 

(3.14) 0 = S,, - AAhi - AM,,, , 

where S denotes savings, Y denotes income, T denotes taxes, P denotes the 
price level, C denotes consumption, A denotes net assets other than money, 
and A4 denotes money. The data on S, Y, T, P, and Care NIA data, and the 
data on A and M are FFA data. The data must be consistent in the sense that 
both (3.13) and (3.14) must hold: the S,, that satisfies (3.13) must be the same 
as the S,, that satisfies (3.14). An additional restriction on the FFA data is that 
the sum of the/l’s across all sectors must be zero, since an asset of one sector is 
a liability of some other sector. Likewise, the sum of the M’s across all sectors 
must be zero. 

Table A-2 presents all the raw-data variables. The variables from the NIA 
are presented first in the table, in the order in which they appear in the Survey! 
of Current Business. The variables from the FFA are presented next, ordered 
by the code numbers on the Flow of Funds tape. Some of these variables are 
NIA variables that are not published in the Surve.v but that are needed to link 
the two accounts. Interest rate variables are presented next, followed by 
employment and population variables. All the raw-data variables are listed in 
alphabetical order at the end of Table A-2 for ease of reference. 

Given Table A-2 and the discussion of it in Appendix A, it should be 
possible to duplicate the collection of the data with no help from me. 
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Although one would seldom want to do this, since a tape of the data set can be 
easily supplied, this kind of detail should be presented if at all feasible; it has 
the obvious scientific merit of allowing for the reproducibility of the results. 
and in general it helps to lessen the “black box” nature of the discussion of 
many econometric models, especially large models. 

Table A-3 presents the balance-sheet constraints that the data satisfy. This 
table provides the main checks on the collection of the data. If any of the 
checks are not met, one or more errors have been made in the collection 
process. Although the checks in Table A-3 may look easy, considerable work 
is involved in having them met: all the receipts from sector I to sector Jmust 
be determined for all I and J(I andJin the present case run from 1 to 6). Once 
the checks have been met, however, one can have considerable confidence 
that this part of the data base is correct. 

Table A-4, the key reference table for the variables in the model, lists all the 
variables in alphabetical order. These are not in general the raw-data vari- 
ables, but variables that have been constructed from a number of the raw-data 
variables. With a few exceptions, which are noted in the table, the variables 
that are not defined by identities are defined solely in terms of the raw-data 
variables. I have found that coding the variables in this way lessens the 
chances of error, since the order in which the variables are constructed does 
not matter. The present procedure also has the advantage of providing a clear 
indication of the links from the raw data to the variables in the model. Order 
does in general matter, of course, for the variables in the table that are defined 
in terms of the identities, so one must be careful with respect to these. 

The Identities 

Table A-5 lists all the equations of the model. There are 128 equations; the 
first 30 axe stochastic and the remaining 98 are identities. One of the equa- 
tions is redundant, and it is easiest to take Eq. 80 to be the redundant one. The 
30 stochastic equations are discussed in Sections 4.1.4-4.1.9. 

The identities in the table are of two types. One type simply defines one 
variable in terms of others. The identities of this type are Eqs. 3 1,33,34,43, 
and 58- 128. The other type defines one variable as a rate or ratio times 
another variable or set of variables, where the rate or ratio has been con- 
structed to have the identity hold. The identities of this type are Eqs. 32, 
35-42, and 44-57. Consider, for example, Eq. 49: 
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where r,s is the amount of corporate profit taxes paid byfto g, rr,is the level of 
corporate profits ofA and d,, is a “tax rate.” Data exist for T/and ‘T/ and dz, 
was constructed as r&/z,. The variable d2, is then interpreted as a tax rate and 
is taken to be exogenous. This rate, of course, varies over time as tax laws and 
other things that affect the relationship between T, and n,change, but no 
attempt is made in the model to explain these changes. This general proce- 
dure was followed for the other identities involving tax rates. 

A similar procedure was followed to handle relative price changes. Con- 
sider Eq. 38: 

38. PIH = w5PD, 

where PIH is the price deflator for housing investment, PD is the price 
deflator for total domestic sales, and vz is a ratio. Data exist for PZEI and PD, 
and ys was constructed as PIH/PD. v5, which varies over time as the 
relationship between PIH and PD changes, is taken to be exogenous. This 
procedure was followed for the other identities involving prices and wages. 
This treatment means that relative prices and relative wages are exogenous in 
the model. (Prices relative to wages are not, however. exogenous.) It is beyond 
the scope of an aggregated model like the present one to explain relative prices 
and wages, and the foregoing treatment is a simple way of handling these 
changes. Note, ofcourse, that in actual forecasts with the model, assumptions 
have to be made about the future values of the ratios. 

The last identity of the second type is Eq. 57: 

57. BR =--g&f,, 

where BR is the level ofbank reserves, Mh is the net value ofdemand deposits 
and currency of the financial sector, and g, is a “reserve requirement ratio.” 
Data on BR and M6 exist, and y, was constructed as - BR/M,. (Mb is 
negative, since the financial sector is a net debtor with respect to demand 
deposits and currency, and so the minus sign makes g, positive.) ~~ is taken to 
be exogenous. It varies over time as actual reserve requirements and other 
features that affect the relationship between BR and Mb change. 

4.1.3 Treatment of Unobserved Variables 

&wctations 

For the most part 1 have followed the traditional approach in trying to 
account for expectational effects, namely by the use of lagged dependent 
variables (see the discussion in Section 2.2.2). A different approach was 
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followed. however, in trying to estimate real interest rates for use as explana- 
tory variables in a number of the stochastic equations. In order to estimate a 
real interest rate one needs an estimate of the expected rate of inflation over 
the particular period of the interest rate (for example, five years for a five-year 
rate). In the present case four different estimates of the expected rate of 
inflation were tried. Each estimate was taken to be the predicted values from a 
particular regression. For the first regression the actual rate of price inflation 
(Pi) was regressed on its first eight lagged values and a constant. For the 
second regression Pk was regressed on the first four lagged values of four 
variables, a constant, and time. The four variables were Pkitself, the rate of 
wage inflation (ti;j, the rate of change of import prices (PiMj, and a demand 
pressure variable (ZZ). For the third regression the actual rate of wage 
inflation (l$ was regressed on its first eight lagged values and a constant. For 
the fourth regression $was regressed on the same set of variables used for the 
second regression. The four equations are as follows (t-statistics are in paren- 
theses). 

(4.1) Pji= ,458 + ,526 Pi-,+ ,245 Pk->f ,083 Pk_, 
(1.57) (5.47) (2.30) (0.76) 
+ .I78 Pi- ,120 Pk- ,036 Pi,- ,018 Pk, 

(1.65) (1.08) (0.33) (0.17) 
+ ,039 Pk, 

(0.41) 

SE = 1.75. R2= .731. DW = 1.92, 1954II- 1982111 

(4.2) P;Y=-,548 + .0151 tf ,172 Pi-,+ ,187 Pk2 
(1.03) (1.80) (1.86) (1.98) 
- ,004 Pi,+ .lOO Pi'_,+ ,102 I+& + ,127 ti& 

(0.05) (1.14) (1.73) (2.12) 
+ ,062 I& + ,021 ci& + ,016 PIM-, 

(1.07) (0.36) (0.87) 
+ .050 piM_,+ ,045 Pk- ,030 Pi,w-4 

(2.11) (1.81) (1.41) 
- 41.6 ZZ_, + 23.1 ZZ-,- 1.7 ZZ-, 

(2.61) (0.96) (0.07) 
+ 6.3 ZZ-, 

(0.40) 

SE = 1.39, R2 = ,816, DW = 1.85, 19541- 1982111 
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(4.3) tiJ= 1.78 + ,130 I&-,+ ,150 ti;-,+ .149 I& 
(2.43) (1.40) (1.60) (1.60) 
+ ,084 I&+ ,130 I+&+ .I96 I+&+ ,092 V$-, 

(0.91) ( 1.40) (2.12) (0.99) 
- .206 w,-, 

(2.23) 

SE = 2.49, Rz = ,332, DW = 2.05, 1954II- 1982111 

(4.4) P,=-5.10+ ,011s t+ ,505 Pk-,- ,208 Pk, 
(5.27) (0.65) (1.09) (0.47) 
+ ,544 Pi, - .007 Pk, - ,080 ti’-l - ,131 cc;_, 

(1.54) (0.03) (0.84) (1.24) 
- .062 ti&- ,124 I+$,- ,041 PIK, 

(0.53) (1.15) (1.43) 
+ ,060 ph_,- ,030 hf._, + .020 Ph-, 

( 1.64) (0.72) (0.49) 
- 26.1 ZZ-, + .7 ZZ..- 1.0 ZZ_, 

( 1 .OO) (0.02) (0.02) 
- 6.5 ZZ-, 

(0.22) 

SE = 2.18, R2 = ,472, DW = 1.96, 19541- 1982111 

Let Pk denote the predicted value from either the first or second equation, 
and let @denote the predicted value from either the third or fourth equation. 
Ifthese predicted values are taken to be expected values, then an estimate of a 
real interest rate is the nominal rate minus the particular predicted value. For 
example, RSA - PX” or RSA - k? is an estimate of the real after-tax short- 
term interest rate, where RSA is the nominal after-tax short-term interest rate. 
Similarly, RMA - Pk or R.WA - L@ is an estimate of the real after-tax 
mortgage rate, where MA is the nominal after-tax mortgage rate. 

This treatment of expectations is somewhere in between the simple use of 
lagged dependent variables of the traditional approach and the assumption 
that expectations are rational. The expectations are not rational because 
(4. I)-(4.4) are not the equations that the model uses to explain actual wages 
and prices. The equations are, however (especially Eqs. 4.2 and 4.4), more 
sophisticated than the simple geometrically declining lag implicit in the 
traditional approach. and thus the expectations are based on somewhat more 
information. 
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The real interest rate was always entered linearly as an explanatory variable 
in the estimated equations, and therefore any error made in estimating the 
level of the expected inflation rate that is constant across time is merely 
absorbed in the estimate of the constant term. This approach does, however, 
have the problem of not distinguishing between short-term and long-term 
expected rates of inflation. The same expected inflation variable is subtracted 
from both the short-term rate and the long-term rates. This is a good example 
of a situation in which less structure is imposed on the expected rates than 
would be imposed by the assumption of rational expectations, where the 
expected inflation rates would in general differ by length of period (since the 
model would in general predict this). 

The attempt to find real interest rate effects in the empirical work is 
consistent with the theoretical model. Although no mention was made of real 
interest rates in Chapter 3, their effects are in the model. Consider, for 
example, the household’s maximization problem. The household’s response 
to an interest rate change will be different if, say, the price level in periods 2 
and 3 is expected to change than if it is not. Likewise, a firm’s response to an 
interest rate change is a function of what it expects future prices to be. 

Labor Constraint Variable,for the Household Sector 

An important feature of the theoretical model is the possibility that house- 
holds may at times be constrained in how much they can work. This possible 
constraint poses a difficult problem for empirical work because the con- 
straints are not directly observed. The approach that I have used is the 
following. 

Let CWN denote the expenditures on services that the household sector 
would make if it were not constrained in its labor supply, and let CS denote 
the actual expenditures made, where CS is observed. Assume that one has 
specified an equation explaining CSC’N, that is, an equation explaining the 
unconstrained decision: 

(4.5) CSON =fl. .). 

Assume that all the variables on the RHS of this equation are observed. If the 
household sector is not constrained, then CS equals CWN, and there is no 
problem. Ifthe household sector is constrained, then CSis less than CWNif, 
as in the theoretical model, binding labor constraints cause the household 
sector to consume less than it would have consumed unconstrained. If one 
can find a variable, say Z, such that 
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F;g:igurc 4-I Desired shape of the labor constraint variable (Zj as a function of the 
measure of labor market tightness (LMT) 

(4.6) cs = CXN + yz, Y > 0, 

then one has immediately from (4.5) and (4.6) an equation in observed 
variables. The problem of accounting for the constraint is thus reduced to a 
problem of finding a variable Z for which the specification in (4.6) seems 
reasonable. 

The variable Z should take on a value of zero when labor markets are tight 
and households are not constrained and a value less than zero otherwise. 
When the variable is less than zero. it should be a linear function of the 
difference between the constrained and unconstrained decision values ofthe 
household sector. Let LMTdenote some measure of labor market tightness. 
The desired shape of Z as a function of LMTis presented in Figure 4- I. Point 
A is some value that is larger than the largest value of LMTthat is ever likely 
to be observed, and point B is the value of LMT above which it seems 
reasonable to assume that the household sector is not constrained. An 
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approximation to the curve in Figure 4-1 that was used in the empirical work 
is the following: 

(4.7) 
A Z=,-_ 

LMT 

Z is zero when LMTequalsA, and it is minus infinity when LMTequals zero. 
There are a number of measures of labor market tightness that one might 

consider in the construction of Z. One obvious possibility is I - UR, where 
C’R is the unemployment rate. In the present case, however, a different 
measure was used, which is a detrended ratio of total hours paid for in the 
economy to the total population age 16 and over. This measure is defined by 
Eqs. 95 and 96 in Table A-5. Equation 95 determines the actual ratio (JJ), and 
Eq. 96 determines the detrended ratio (JJ*). (The coefficient-.00083312 in 
Eq. 96 is the estimate of the coefficient oft in the regression of log JJ on a 
constant and I for the 1952I- 1982111 period.) Which measure oflabor market 
tightness to use is largely an empirical question; I have found that JJ* gives 
slightly better results than does I - UR. The results are not, however, very 
different, and an example of the use of 1 - UR instead of JJ* for the 
household sector is presented near the end ofthis section. The value of.4 that 
was used for JJ* in (4.7) is 337.0, which is slightly larger than the largest value 
of JJ* observed in the sample period. Equation (4.7) with this value of A is 
Ea. 97 in the model. 

Demand Pressure Variables 

In the theoretical model a firm’s price and wage decisions are a function. 
among other things. of its expectations of the current and future demand 
curves for its goods and of the current and future supply curves of labor that it 
faces. These expectations are in turn a function, among other things, of lagged 
values of the demand for the firm’s goods at the prices that it set and of the 
supply of labor that it received at the wage rates that it set. For the empirical 
work one needs some way of accounting for these demand and supply effects 
on prices and wages. A number of “demand pressure” variables were tried in 
the estimation ofthe price and wage equations. One might expect there to be a 
nonlinear relationship between demand and prices in the sense that as 
demand pressure rises, prices rise at an ever-increasing rate, and therefore a 
number of nonlinear specifications were tried. However, the data do not 
appear to be capable of distinguishing among different functional forms and 
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demand pressure variables, and in the end two very simple variables were 
used, one in the price equation and one in the wage equation. 

The demand pressure variable for the price equation, denoted ZZ, was 
taken to be 

(4.8) 
zz = GNPR * - GNPR 

GNPR* ’ 

where GNPR* is an estimate of a high activity level of GNPR. (GNPR is real 
GNP.) GNPR* was constructed from peak-to-peak interpolations of GNPR. 
The peak quarters are presented in Table A-4. ZZ is simply the percentage 
difference between the high activity level of Gh’PR and the actual level. 
Equation (4.8) is Eq. 98 in Table A-5. The demand pressure variable for the 
wage equation was taken to be the civilian unemployment rate (UR): 

(4.9) 
u 

“= L1 +L2+L3-J,,’ 

Equation (4.9) is Eq. 87 in Table A-5. 

Measuremenf ~f’E.xcess Labor and Excess Capital 

In the theoretical model the amounts of excess labor and excess capital on 
hand have an effect on the decisions of the firm, particularly the investment 
and employment decisions. In order to test for this in the empirical work, one 
needs some way of estimating the amount of excess labor and excess capital 
on hand in each period. This in turn requires some way of estimating the 
technology of the firm sector. 

Consider first the estimation of the capital stock and the postulation of a 
production function. The capital stock was constructed to satisfy the follow- 
ing equation: 

(4.10) KK = (1 - &)KK_, + IK/, 

where KK is the capital stock of the firm sector and K, is gross investment. 
The measurement of& is discussed in Appendix A. The production function 
is postulated to be one of fixed proportions: 

(4.11) Y = min[,I( J/H?‘), ,u(KK HfK)], 

where Y is production, J, is the number of workers employed, Hj is the 
number of hours worked per worker, KK is the capital stock given above, HfK 
is the number of hours each unit of KKis utilized, and a and@ are coefficients 
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that may change over time due to technical progress. The variables Y, Jib, and 
KKare observed; the others are not. 

Equations (4.10) and (4.11) are not consistent with the putty-clay technol- 
ogy ofthe theoretical model; they are at best only good approximations. Each 
machine in the theoretical model wears out after m periods, but its productiv- 
ity does not lessen as it gets older. Consequently, even if there were only one 
type of machine ever in existence, (4.10) would not be true. Rather, 
KK - KK, would equal IK,- IK,-,. where 1K,-, is the number of ma- 
chines that wear out at the beginning of the period. It is also the case that no 
technical change was postulated in the theoretical model, but even ifit were, it 
would not enter in the way specified in (4.11); it would take the form of 
machines having different i, and p coefficients according to when they were 
purchased. One could not write down an equation like (4. II) but instead 
would have to keep track ofwhen each machine was purchased and what the 
coefficients were for that machine. This kind of detail is clearly not possible 
with aggregate data, and therefore one must resort to simpler specifications. 

Given the above production function, excess labor was measured as fol- 
lows. Output per paid-for worker hour, Y/(J,H,), was first plotted for the 
1952I- 1982111 period. (Data on hours paid for, H,, exist, whereas data on 
hours worked, Hj, do not.) The peaks of this series were assumed to corre- 
spond to cases in which the number of hours worked equals the number of 
hours paid for, which implies that values of 1 in (4.1 I) are observed at the 
peaks. The values ofJ, other than those at the peaks were then assumed to lie 
on straight lines between the peaks. Given an estimate of ?, for a particular 
period and given the production function (4.1 I), the estimate of the number 
of worker hours required to produce the output of the period (denoted 
JHMN) is simply Y/L (This is Eq. 94 in Table A-5.) The actual number of 
worker hours paid for can then be compared to JHMN to measure the 
amount of excess labor on hand. The exact form that this comparison takes in 
the model is discussed in Section 4.1.5. The peaks that were used for the 
interpolations are listed in Table A-4 under the description of 1. 

With respect to the measurement of excess capital, there are no data on 
houn paid for or worked per unit of KK, and thus one must be content with 
plotting Y/KK. This is, from the production function (4.1 I), a plot offlH$? 
where HfKis the average number of hours that each machine is utilized. If it is 
assumed that at each peak ofthis series HFK is equal to the same constant, say 
@, then one observes at the peaksfl??. Interpolation between peaks can then 
produce a complete series on$?. If, finally, His assumed to be the maximum 
number of hours per period that each unit of KKcan be utilized, then Y/@) 
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is the minimum amount ofcapital required to produce Y (denoted K‘XIN). 
(This is Eq. 93 in Table A-5.) The peaks that were used for the interpolations 
are listed in Table A-4 under the description ofn??. 

4.1.4 Stochastic Equations for the Household Sector 

The two main decision variables of a household in the theoretical model are 
consumption and labor supply. The determinants of these variables include 
the initial value of wealth and the current and expected future values of the 
wage rate, the price level, the interest rate, the tax rate, and the level oftransfer 
payments. The labor constraint also affects the decisions if it is binding. The 
aim of the econometric work is to match the decision variables and the 
determinants of the variables to observed aggregate variables and then to 
estimate equations explaining the aggregate variables. 

Expenditures of the household sector have been d&aggregated into four 
types: consumption of services (CS), consumption of nondurable goods 
(CN), consumption of durable goods (CD), and investment in housing (IHhj. 
Four labor supply variables have been used: labor force of prime-age males 
(Ll), labor force of prime-age females (L2), labor force ofall others (L3), and 
the number of people holding more than one job, called “moonlighters” 
(L&f). These eight variables are determined by eight estimated equations. 

The explanatory variables that were tried for each equation are the follow- 
ing: (I) the initial value ofwealth (AA_,); (2) the after-tax wage rate (fK4); (3) 
the price of the particular good in the case of the expenditure equations and a 
price index of all the goods in the case of the labor supply equations (PCS, 
PCN, PCD, PIH, or PA); (4) the after-tax short-term and long-term interest 
rates, either nominal (RSA, MA) or real (RSA or RMA minus an estimate of 
the expected rate of inflation, where the latter uses the predicted values Pk 
from Eq. 4.1 or 4.2 or the predicted values f@ from Eq. 4.3 or 4.4); (5) 
nonlabor income (YN or YTR); (6) the labor constraint variable (Z); and (7) 
the lagged dependent variable. 

The Searching Procedure 

Much searching was done in arriving at the final estimated equations for the 
household sector. With respect to functional forms, both the linear and 
logarithmic forms of the equations were tried, and the decision was made 
fairly early in the process to use the linear form. In general the log form led to 
fewer significant coefficient estimates than did the linear form, and this was 



An Econometric Model 115 

the main reason for dropping it. The results were, however, quite similar 
using both forms, and the main conclusions regarding the household sector 
would not be changed if the log form were used. All the equations were 
estimated in per-capita terms for both forms. 

A basic set of explanatory variables was first tried for each equation. A 
numberofchanges from this set were then made to see ifimprovementscould 
be found. The changes consisted of (1) trying each explanatory variable lagged 
one quarter rather than unlagged, (2) replacing YN, which was in the basic set, 
with YTR to see which nonlabor income variable worked better, (3) con- 
straining the wage and price variables to enter the equation as the ratio of the 
wage rate to the price level rather than separately, (4) trying both the 
short-term and long-term interest rates together as well as separately. (5) 
trying both the nominal interest rates and the real interest rates (separately), 
and (6) estimating the equation under the assumption of first-order serial 
correlation of the error term. All this searching was done using the 2SLS 
technique. If in the process a particular variable in an equation continually 
had the wrong sign, it was finally dropped from the specification. With a few 
exceptions, the same was also true for variables that were of the right sign but 
had r-statistics less than one in absolute value. 

This searching did not result in very many examples in which a variable was 
significant but of the wrong sign. Had this been true, I would probably not 
have stopped when I did but instead would have examined the theory and the 
data further. In order to give the reader a feeling for the kinds ofequations that 
were rejected, some examples will be given later after the basic equations have 
been presented. 

Special Treatment of Housing Investment 

Before the estimated equations are presented, the special treatment of hous- 
ing investment must be noted. Housing investment poses a problem with 
respect to the links from the theoretical model to the econometric specifica- 
tions because the theoretical model is not set up to handle investment goods 
for a household. If consumption of housing services is proportional to the 
stock of housing, the variables from the theoretical model that affect con- 
sumption can be taken to affect the housing stock. If, however, the actual 
housing stock only adjusts slowly to some desired stock, this use of the 
theoretical model is incomplete; one needs in addition to specify the lagged 
adjustments. The following specification, which seems to give reasonable 
results_ was used for this purpose. 
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Let KH** denote the “desired” stock of housing. Ifhousing consumption is 
proportional to the housing stock, then the determinants of consumption can 
be assumed to be the determinants of KY**: 

(4.12) KH** =f(. .), 

where the arguments offare the determinants of consumption from the 
theoretical model. Two types of lagged adjustment were postulated. The first 
is an adjustment of the housing stock to its desired value: 

(4.13) KH* - KH_, = A(KH** - KH-J. 

Given (4.13), “desired” gross investment is 

(4.14) iH,* = KH* - (I - S,,)KH- , , 

where S,, is the depreciation rate. By definition ZH, = KH - ( 1 - J,,)KH_ , , 
and (4.14) is merely the same equation for the desired values. The second type 
of adjustment is an adjustment of gross investment to its desired value: 

(4.15) lH,-IH,~,=rfIHn*-IH~_,) 

Combining (4.12)-(4.15) yields: 

(4.16) IHh = (I - Y)IH+~ + y(&, - A)KH_, + yAf(?f(. .). 

This treatment thus adds to the housing investment equation both the lagged 
dependent variable and the lagged stock of housing. Otherwise, the explana- 
tory variables are the same as they are in the other expenditure equations. 

This treatment is an example of the ad hoc nature oftheory with respect to 
lagged adjustments. “Extra” theorizing is involved in the specification ofthe 
housing investment equation, and the specification is not derived from the 
assumption of maximizing behavior. 

In the empirical work, (4.16) was estimated in per-capita terms. In particu- 
lar. IH, was divided by POP, and IHA_ I and KH- I were divided by POP-, , 
where POP is population. If (4.12)-(4.15) are defined in per-capita terms. 
where current values are divided by POP and lagged values are divided by 
POP_, , then the present per-capita treatment of (4.16) follows. The only 
problem with this is that the definition that was used to justify (4.14) does not 
hold if the lagged housing stock is divided by POP-, All variables must be 
divided by the same population variable in order for the definition to hold. 
This is, however, a minor problem. and it has been ignored. The alternative 
treatment is to divide all variables in (4.16) by the same population variable, 
say POP, but this is inconvenient to work with. 
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The Final Eight Consumption and Labor Supply Equations 

All estimates presented in this chapter are two-stage least squares (2SLS) 
estimates if the equation contains RHS endogenous variables and ordinary 
least squares (OLS) estimates if it does not. Chapter 6 contains a discussion of 
all the estimates that have been obtained for the model; it also contains (in 
Table 6- 1) a list of the first-stage regressors that were used for each equation 
for the 2SLS technique. The estimation period was 19541- 1982111 (I 15 
observations) for all equations except Eq. 15, where the period was 19561- 
1982111(107 observations). 

The final consumption and labor supply equations that were chosen are as 
follows: 

CS 
1. -= .000188 + .986 = 

‘*’ (0.06) ( ) (61.48) ‘*’ -I 

+ .0198 Ff’A + .00714 
YN 

POP. Pn 
- .00126 RS.4 

(2.07) (0.36) (5.87) 
+ .0231 Z 

(1.92) 

SE = .00190, R2 = .999, DW = 2.45 

2. 

+ ,185 WA - .0469 PCN+ .0637 
YN 

(2.48) (2.16) (2.14) 
POP. Ph 

- .000610 RSA + .0829 Z 
(1.05) (3.54) 

SE = .00315, R2 = ,994, DW = 1.58 

3. 
CD 

-= .073.5 + .458 
pop (3.57) (5.95) 

+ ,405 WA - .104 PCD+ ,066s 
YTR 

(4.08) (3.12) (1.19) 
POP P,, 

-.00617RMA+ ,123 Z 
(7.96) (3.38) 

SE = .00445, R2 = ,989, DW = 1.77 
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4. s= .0650 + ,738 (s)_, -;;f5; (E)_, 
‘*’ (3.89) (9.86) 

+ .I59 WA_, - .0178 PIH_, 
(2.61) (1.88) 

SE = .00243, R’= .958, DW = 2.09,; = Xl 
(4.65) 

5. 
L1 

-= .230 + .769 (&)_, - ;;J;; (p;p,)_, 
“” (3.67) (12.20) 

6. 

SE = .00200, RZ = ,972, DW = 2.25 

L2 
-= 
‘Op2 

.0605 + ,832 + ,160 WA - .0200 P,, 
(3.75) (17.98) (3.77) (2.95) 

+ .0364Z 
(2.86) 

SE = .00294, R? = ,999, DW = 2.14 

7. 

8. 

L3 
-= ,133 + ,782 
‘Op3 (5.02) (17.53) 

+ .0930 bYA - .0318 Ph + .0738 2 
(4.14) (4.25) (4.81) 

SE = .00258, R2 = ,907, DW = 1.96 

LM _= .0150 + ,634 
‘Op (7.17) (11.96) 

+ .00676 WA_, 
(0.90) 

- 00374 Ph_, + .0580 z 
(1.48) (6.40) 

SE= .00149, R2 = ,865, DW = 1.95 

It will be useful in discussing these results to consider the effects of each 
explanatory variable across the eight equations. (1) The results for the asset 
variable (AA/POPj_, aregood in the sense that this variable is significant in all 
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four of the expenditure equations. It is significant (and of the expected 
negative sign) in one of the four labor supply equations. (2) The wage rate and 
price variables are significant in all four expenditure equations with the 
exceptions of the housing investment equation, where the t-statistic for the 
price variable is 1.88, and the consumption of services equation, where the 
price variable was dropped because of the wrong sign. The wage and price 
variables appear in three ofthe four labor supply equations and are significant 
in two of these three. (3) With respect to the interest rate variables, the 
short-term rate is in the first two equations and the long-term rate is in the 
third and fourth equations. The coefficient estimates are significant except for 
the estimate in Eq. 2, where the t-statistic is 1.05. (4) The results for the 
nonlabor income variables are not very strong. The YN variable (total 
nonlabor income) appears in the expenditure equations 1,2, and 4, but with 
t-statistics of only 0.36, 2.14, and 0.99. It also appears in one labor supply 
equation (Eq. 5), with the expected negative sign and with a t-statistic of 3.56. 
The YTR variable (transfer payments) appears in expenditure equation 3, 
with a t-statistic of 1.19. (5) The labor constraint variable (Z] appears in three 
expenditure equations and three labor supply equations. It is significant in all 
but equation 1, where the t-statistic is I .92. 

With respect to the housing investment equation, the implied value of y in 
(4.15) is I - ,738 = .262, which says that the adjustment ofgrossinvestment 
to desired gross investment is 26.2 percent per quarter. Given this estimate 
and given the value of S,, of .00655, which was used to construct KH and 
which is the value used in the model, the implied value of ,l in (4.13) is .066. 
This says that the adjustment of the housing stock to its desired value is 6.6 
percent per quarter. 

In general, these results seem fairly supportive of the theory. With the 
exception of the nonlabor income variables, the variables that one would 
expect from the theory to influence household expenditures and labor supply 
are significant in most of the equations. With respect to the equations 
themselves, the weakest results are for Eq. 5, which explains the labor force 
participation of prime-age males. Most prime-age males work, and their 
participation does not seem to be much affected by economic variables, with 
the possible exception of nonlabor income. 

0th~ Rtwl~sfrom the Searching Procedure 

In the process of searching for the final equations to be used in the model, one 
gets a feeling for what the data do and do not support. This information is not 
always conveyed to the reader by merely presenting the final set of equations; 
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it is sometimes helpful to present a few of the intermediate results. This will 
now be done regarding the results for the household sector. 

1. The results are not sensitive to the use of JJ* as the measure of labor 
market tightness in the construction of the labor constraint variable 2. Very 
similar results were obtained using 1 - UR as the measure of labor market 
tightness and defining Z to be 1 - .975/( 1 - UR), where ,975 is slightly larger 
than the largest value of 1 - LJR in the sample period. Consider, for example, 
the first three equations. The t-statistics for 2 defined the new way were I .91, 
3.40, and 3.29, which compare to 1.92, 3.54, and 3.38 above. The SEs were 
.00189, .00318, and .00435, which compare to .00190, .00315, and .00445 
above. It is clear that there is little to choose between the two measures, or to 
put it another way, the data cannot be used to decide between the two. 

2. The data do not support the use of real interest rates in the expenditure 
equations. One way to test for the effects of real interest rates is to include the 
nominal interest rate and the expected rate of inflation as separate explana- 
tory variables. If the real interest rate is the correct variable to use, the 
coefficient estimate of the expected rate of inflation variable should be of 
opposite sign and equal in absolute value to the coefficient estimate of the 
nominal interest rate variable. To test for this, the four estimates of the 
expected rate of innation that were discussed in Section 4. I .3 were added (one 
at a time) to the four expenditure equations. For 10 of the 16 cases the 
coefficient estimate of the expected rate of inflation was of the wrong (nega- 
tive) sign, and for the 6 cases in which it was of the tight sign the largest 
(-statistic was only 0.52. In the 6 cases in which the signs were right, the sizes of 
the estimates were much smaller in absolute value than the sizes of the 
estimates of the coefficient of the nominal interest rate, and the other coeffi- 
cient estimates in the equations changed very little. Two of the 12 negative 
estimates were significant, with t-statistics of 2.09 and 2.16. Use ofthe actual 
rates of inflation in place of the expected rates led to similar poor results. 

It is clear that these results do not support the use of real interest rates in the 
expenditure equations. These negative results may be due, ofcourse, to poor 
estimates of the expected rate of inflation. It may be, for example, that better 
estimates would be obtained under the assumption that expectations are 
rational, and until further work is done, these negative results are very 
tentative. 

3. The data do not support the treatment ofconsumerdurable expenditures 
as investment expenditures. When KD_,/PUP_, was added to Eq. 3, its 
coefficient estimate was unreasonably small (-.00968 with a t-statistic of 
2.23). Under the assumption that the treatment of housing investment 
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discussed earlier also pertains to consumer durable expenditures, the implied 
value of I in (4.13) from this regression is ,072. (The coefficient estimate of 
CD-,/POP-, was ,525, and the value of the depreciation rate, Jo, is .05 15.) 
This says that the adjustment of the stock of durable goods to its desired value 
is 7.2 percent per quarter, which is only slightly larger than the 6.6 percent 
figure obtained for the housing stock. Given what seemed to be an unreason- 
ably low value of I., the decision was made to treat consumer durable 
expenditures like expenditures on services and nondurables. 

4. The data provide mild support for the use ofthe after-tax wage rate rather 
than the before-tax wage rate in the equations. The wage rate variable that is 
used, WA, is equal to w,Q, where Q = (1 - dg - d% - d4, - d4,). (This is 
Eq. 126 in Table A-5.) W, is the before-tax wage rate. d$ and &are marginal 
personal income tax rates, and d4, and d,, are employee social security tax 
rates. To test that the appropriate wage rate variable is W,Q rather than 
merely W,, the wage rate variable can be included in the form czI+‘,,@, where 
i, is a coefficient to be estimated along with the regular coefficient (Y. If the 
after-tax wage rate is the correct variable to use, the estimate of i should be 
close to I, and if the before-tax wage rate is correct, the estimate of J, should be 
close to 0. 

When ,I is estimated, the equation is nonlinear in coefficients. The estima- 
tion of such equations is discussed in Chapter 6. For the present results the 
2SLS technique was used. The estimates of A for the four expenditure 
equations were 2.8, 2.6, 0.3, and 0.7, with standard errors of the respective 
coefficient estimates of 2.12,0.86,0.58, and 1.00. (There is some collinearity 
between the estimates of 01 and 2. The f-statistics for the estimates of LY 
changed from 2.07, 2.48, 4.08, and 2.61 to 0.91, 3.48, 2.78, and 2.09 
respectively when A was estimated rather than constrained to be 1. Except for 
the second equation, the t-statistics are lower in the unconstrained case.) One 
estimate of J. is significantly different from 0, and none are significantly 
different from 1. Although the estimates are obviously not precise, three ofthe 
four estimates are closer to I than to 0, and thus the results provide at least 
some support to the use of the after-tax wage rate. 

5. The data again provide mild support for the use ofthe after-tax interest 
rates rather than the before-tax rates. The interest rate variable that is used in 
Eqs. 1 and 2, RSA, is equal to RS . Q, where Q = (1 - &g - &). (This is Eq. 
127 in Table A-5.) RSis the before-tax short-term rate. When the interest rate 
variable was included in these two equations as c&S @, the estimates of J. 
were -2.6 and 2.5, with standard errors of the coefficient estimates of 4.35 
and 11.72. The interest rate variable that is used in Eqs. 3 and 4, RMA. is 
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equal to RM. Q. (This is Eq. 128 in Table A-5.) RM is the before-tax 
mortgage rate. When the interest rate variable was included in the two 
equations as c&M . @, the estimates of i were 3.0 and 4.6, with standard 
errors of the coefficient estimates of 1.75 and 1.90. There is again some 
collinearity between the estimates of (Y and A, and the estimates of J, are not 
precise. One of the four is significantly different from 0, and none are 
significantly different from 1. Given that three ofthe estimates are closer to 1 
than to 0, there is some support for the use ofthe after-tax interest rates. The 
support here is weaker than it was in the wage rate case because the estimated 
standard errors of 2 are larger. 

6. It should also be noted with respect to the treatment of taxes that the 
nonlabor income variable, Y! is after-tax nonlabor income (Eq. 88). This 
treatment is again in keeping with the theoretical model. Given that the 
results using YN were not very good, no tests of this variable versus a 
before-tax version were made. It seemed quite unlikely that the data would be 
able to discriminate between the two. 

The Demand-for-Money Equation 

The final estimated equation for the household sector is a demand-for-money 
equation: 

9. Mh 
log POP Ph 

=.o*97-.~~~~t+(;~~~~)*oB(~~l’h)-’ 
(3.63) 

SE = .0140. R2 = .970, DW = 2.07 

This is a standard demand-for-money equation in which the per-capita 
demand for real money balances of the household sector, A4,/(POP PJ, is a 
function of per-capita real income, YT/(POP . P,J, and the after-tax short- 
term interest rate, RSA. A time trend has been added to the equation to 
account for possible trend changes in the relationship. This equation is 
consistent with the theoretical model, where the optimal level of money 
holdings of the household is a negative function of the interest rate. 

Summar~~ and Further Discussion 

The following paragraphs provide a summary of the general features of the 
empirical model of household behavior. Not surprisingly, these features are 
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similar to the general features ofthe theoretical model in Section 3.1.2, since 
the empirical model was constructed with this similarity in mind. The reader 
should keep in mind in the following discussion that the smaller the labor 
constraint, the larger is the labor constraint variable. 

1. Household expenditures respond to the following variables: the after-tax 
wage rate (+), the price level (-), the after-tax short-term or long-term interest 
rate (-), after-tax nonlabor income (+). the initial value of wealth (+), and the 
labor constraint variable (+). 

2. Labor supply responds to the following variables: the after-tax wage rate 
(+). the price level (--), after-tax nonlabor income (-), the initial value of 
wealth (-). and the labor constraint variable (+). 

3. A decrease in tax rates (the marginal personal income tax rate and the 
employee social security tax rate) increases expenditures through the wage 
rate and nonlabor income variables. A decrease in tax rates also decreases 
expenditures through the interest rate variables. (A decrease in tax rates, other 
things being equal, raises the after-tax interest rate, which has a negative effect 
on expenditures.) The net effect of a decrease in tax rates is thus ambiguous, 
although it will be seen when the quantitative properties of the model are 
examined in Section 9.4 that the net effect is positive. Labor supply responds 
to a decrease in tax rates positively through the wage rate variable and 
negatively through the nonlabor income variable. It will be seen that the 
positive effect dominates in the model. 

4. Transfer payments are part of nonlabor income, and thus an increase in 
transfer payments has a negative effect on labor supply. Therefore, a decrease 
in net taxes through an increase in transfer payments has a negative effect on 
labor supply, whereas a decrease in net taxes through a decrease in tax rates 
has a positive effect. 

5. An increase in interest rates has a negative effect on expenditures, which, 
other things being equal, has a positive effect on the household savings rate 
(SR). The savings rate is thus indirectly a positive function of interest rates. 

6. An increase in the savings rate increases wealth (AAj, which in turn 
increases expenditures (with a lag of one quarter). The increase in expendi- 
tures in turn decreases the savings rate. There is thus a tendency for a change 
in the savings rate to reverse itself over time because of the effects ofthe wealth 
variable on expenditures. 

7. The labor constraint variable is a nonlinear function of hours paid for. 
When labor markets are tight, this variable has very little effect on expendi- 
tures (since its value is close to zero). This is the unconstrained case in which 
consumption and labor supply decisions are simply a function of wage rates, 
prices, interest rates, nonlabor income, and wealth. When labor markets are 
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loose and households are constrained in their labor supply decisions, the labor 
constraint variable has an effect on expenditures. Because it is a function of 
hours paid for, its inclusion in the equations means that income is on the RHS 
of the equations in the form of separate wage-rate and hours-paid-for vari- 
ables when the constraint is binding. In the constrained case the expenditure 
equations are thus closer than otherwise to typical consumption equations in 
which income is an explanatory variable. 

8. The labor constraint variable also enters the labor supply equations. 
Three ofthe labor supply variables are labor force participation variables, and 
therefore the inclusion of the labor constraint variable in these equations 
means that labor force participation is predicted to be less in loose labor 
markets than in tight labor markets. This effect is sometimes called the 
“discouraged worker” effect. Given the functional form of the labor con- 
straint variable, this effect is close to zero when labor markets are tight. 

4.1.5 Stochastic Equations for the Firm Sector 

Sequential Appmximation to the Joint Decisions 

The maximization problem of a firm in the theoretical model is fairly 
complicated, which is partly a result ofthe large number ofdecision variables. 
The five main variables are the firm’s price, production, investment, demand 
for employment, and wage rate. In the theoretical model these five decisions 
are jointly determined, that is, they are the result of solving one maximization 
problem. The variables that affect this solution include(I) the initial stocks of 
excess capital, excess labor, and inventories, (2) the current and expected 
future values of the interest rate, (3) the current and expected future demand 
schedules for the firm’s output, (4) the current and expected future supply 
schedules of labor facing the firm, and (5) expectations of other firms’ future 
price and wage decisions. 

The theoretical model of firm behavior is more difficult to handle empiri- 
cally than is the theoretical model of household behavior, and, as will be seen, 
the links from the theory to the econometric specifications are weaker for 
firms. One of the key approximations that was made was to assume that the 
five decisions of a firm are made sequentially rather than jointly. The 
sequence starts from the price decision and then goes to the production 
decision, to the investment and employment decisions, and finally to the 
wage rate decision. In this way of looking at the problem. the firm first chooses 
its optimal price path. This path then implies a certain expected sales path, 
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from which the optimal production path is chosen. Given the optimal 
production path, the optimal paths of investment and employment are 
chosen. Finally, given the optimal employment path, the optimal wage path is 
chosen, which is the path that the firm expects is necessary to attract the 
amount of labor implied by its optimal employment path. 

Seven observed variables were chosen to represent the five decisions: ( 1) the 
price level of the firm sector (P,), (2) production (Y), (3) investment in 
nonresidential plant and equipment (ZK,), (4) the number ofjobs in the firm 
sector (J/I, (5) the average number ofhours paid perjob (HJ, (6) the average 
number of overtime hours paid per job (HO), and (7) the wage rate ofthe firm 
sector (I+,). 

A Constraint on the Behavior of the Real Wage 

Before the estimated equations are discussed, a constraint that was imposed 
on the relationship between the nominal wage rate (W,J and the price level 
(P,) needs to be explained. It does not seem sensible for the real wage rate 
(W//PI) to be a function of either W/or P’separately, and in order to ensure 
that this not be true, a constraint on the coefficients of the price and wage 
equations must be imposed. The relevant parts of the two equations are 

(4.17) logP,=/3,logPf-, +/&log W/f . , 

(4.18) logW,=‘i,logw~_,+y,logP,+y,logP,-,+. 

From these two equations, the reduced form equation for the real wage 
(ignoring the other endogenous variables in the two equations) is 

(4.19) log w,- log P,= ’ 
1 - 82)12 

Y,( 1 - P&g w, ! 

_ * _>*&[PIU - YJ - Ydl --/$.)I 1% q-1 

+ 
In order for the real wage not to be a function ofthe wage and price levels, the 
coefficient of log I+, in (4.19) must equal the negative of the coefficient of 
log P,_, This requires that 

(4.20) O=(r1 +Y,)(l -P2)-P,(i -Y2). 

This restriction was imposed in the estimation of the model. (The imposition 
of coefficient restrictions within the context of the various estimation tech- 
niques is discussed in Chapter 6.) 
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The Price and Wage Equations 

The main variables that affect the solution of a firm’s maximization problem 
in the theoretical model were mentioned at the beginning of this section. The 
empirical work for the price and wage equations consisted of trying these 
variables, directly or indirectly, as explanatory variables. Observed variables 
were used directly, and unobserved variables were used indirectly by trying 
observed variables that seemed likely to affect the unobserved variables. 

As noted in Section 4.1.3: a number of demand pressure variables were 
tried in the price and wage equations. In the end the decision was made simply 
to use ZZ in the price equation and UR in the wage equation. The results of 
trying other variables are discussed later in this section. 

It was argued in Section 3.2.3 that import prices are likely to affect domestic 
prices, and therefore the import price index (PIM) was tried in the price 
equation. With respect to accounting for the effects of expectations of other 
firms’ price decisions on actual price decisions, the main variable that was 
tried was simply the lagged price level. It is difficult to think of variables that 
may help capture the effects of expectations of future price decisions on 
current decisions. The lagged price level is obviously one possibility; another 
is the wage rate. If wages are high, this may lead firms to expect prices to be 
high in the future, which may then affect their current price decisions. It is 
somewhat unclear whether one should use the current wage rate or the lagged 
wage rate in the price equation. Given that the data in the model are 
quarterly, some of the data on wages within the quarter may be used by firms 
in setting prices within the quarter. In the empirical work both the current 
wage rate and the wage rate lagged one quarter were tried; the current wage 
rate gave slightly better results. 

The final equation that was chosen is the following: 

10. log P,= ,187 + ,922 log P,-, + .0339 log Wi(l + d,, + ds,) 
(7.32) (82.62) (6.95) 
+ .0339 IogPIM- .0810 zz_,, 

(8.56) (4.22) 

SE = .00406: R* = ,999, DW = I .46 

where P,is the price level set by the firm sector, IV,is the wage rate, d,, and d5, 
are employer social security tax rates, PIA4 is the import price deflator. and 
ZZ is the demand pressure variable. The price level is a function ofthe lagged 
price level, the wage rate inclusive of employer social security costs. the 
import price deflator. and the demand pressure variable, ZZ. 
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In the empirical work for the wage equation, the lagged wage rate and the 
current and lagged price level were used as proxies for the expectations of 
future wages of other firms. The unemployment rate, UR, was used as a proxy 
for expectations about the labor supply curve. In addition, a time trend was 
added to the equation to account for trend changes in the wage rate relative to 
the price level. The inclusion of the time trend is important, since the time 
trend is essentially the variable that identifies the price equation. Given that 
the demand pressure variable ZZ and the unemployment rate are highly 
correlated, the only variable not included in the price equation that is 
included in the wage equation is essentially the time trend. Another way of 

looking at the wage equation, especially given the restriction (4.20) that is 
imposed on the coefficients ofthe price and wage equations, is that it is a real 
wage equation. 

The estimated wage equation is 

16. log W, = -.423 + ,929 log W,, + ,427 log PA’ 
(3.52) (45.75) 
- ,382 log PX-, + .00067 1 f - .0760 UR. 

(3.50) (4.31) (1.53) 

SE = .00546, R2 = ,999, DW = 2.00 

The wage rate is a function of the lagged wage rate. the current and lagged 
values of the price level, the time trend, and the unemployment rate. The 
price variable that is used in the wage equation is PX rather than P,. PXis the 
price deflator for sales of the firm sector, and P&s the price deflator for sales of 
the firm sector minus farm output. The two deflators are very similar, and for 
purposes of imposing the real wage constraint discussed above, the two were 
taken to be the same. Equation 16 was estimated under the coefficient 
restriction (4.20), where the values used for,& and& are the values estimated 
in Eq. 10. (See Section 6.3.2 for further discussion of this.) The wage equation 
is numbered 16 rather than 11 to emphasize that in the sequential approxi- 
mation to the joint decisions, the wage decision is considered to come last. 

It is possible from the coefficients of Eqs. 10 and 16 to calculate the 
coefficients of the real wage equation (4.19). The lagged dependent variable 
coefficient (that is, the coefficient of log I+>-, - log Pf_I in Eq. 4.19), for 
example, is ,911. When Eq. 16 was estimated without the restriction (4.20) 
impwxl, the lit was essentially unchanged and the coefficient estimates 
changed very little. The unrestricted estimates of the coefficients of log PX 
and log PX- , were .46 1 and - .4 1 I 1 which compare to the restricted estimates 
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of ,427 and -.382. An F test accepted the hypothesis at the 95-percent 
confidence level that the restriction is valid. The F value was 0.12, which 
compares to the critical value of 3.93 (with 1,109 degrees of freedom). 

Movements of the real wage in the model affect the division of income 
between profits and wages. (The level of profits of the firm sector is deter- 
mined by a definition, Eq. 67 in Table A-5. where it is a positive function of 
prices and a negative function of the wage rate.) The coefficient of the current 
price variable in the wage equation is less than one, and thus when. say, the 
price level rises by 1 percent in the quarter, the wage rate rises by less than 1 
percent, other things being equal. A shock to the price level thus means an 
initial fall in the real wage. If, for example, the price of imports (Pl.44) rises by 
1 percent, this will lead to an increase in the price level of .0339 percent in the 
current quarter, but to an increase in the wage rate of only about half this 
amount. An increase in the price of imports thus has a negative effect on the 
real wage. 

The results of searching for the price and wage equations will now be 
discussed. The only searching that was done for the wage equation was to try 
alternative measures ofdemand pressure. The use of I/UR in place of UR led 
to almost identical results. The fits were essentially the same (SE = .00545 
versus .00546 above), and the t-statistic for the coefficient of l/l/R was 1.55, 
which compares to 1.53 above. The use of ZZin place of L’R produced poorer 
results. The I-statistic for the coetlicient of ZZ was only 0.39. The use of log 
(ZZ + .04), which is a nonlinear transformation of ZZ that takes on a value 
of minus infinity when Gh’PR exceeds GNPR * by 4.0 percent, in place of UR 
produced similar results to those for ZZ. The t-statistic for the coefficient of 
log (ZZ + .04) was 0.34. 

More searching was done for the price equation. (Results using the one- 
quarter-lagged values of the demand pressure variables rather than the cur- 
rent values gave better results, and only the results using the lagged values will 
be reported here.) A nonlinear transformation of ZZ_ , , log (ZZ, + a), where 
a is some preassigned number, led to results that were almost identical to 
those using ZZ- , For values of a of .O I, .04, and. 10 the t-statistics were 3.82, 
4.03, and 4.12 respectively, which compare to the value of 4.22 given above 
using ZZ_ I The fits were very close. Three other candidates for the demand 
pressure variable did not lead to significant coefficient estimates. They were 
(1) the initial stock of excess labor on hand, (2) the initial stock of excess 
capital on hand, and (3) the initial ratio ofthe stock of inventories to the level 
of sales. The excess capital variable was closest to being significant, with a 
r-statistic of 1.9 1. 
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The use of UR-, or l/UR_, in place of ZZ-, produced slightly better 
results. The f-statistics were 6.36 and 5.59 respectively, compared to 4.22 for 
ZZ_, , and the fits were somewhat better (SE = .00376 and .00387 respec- 
tively, compared to .00406 above). When UR-, and ZZ- I were both included 
in the equation, UR- I was significant but ZZ- , was not. A similar result was 
obtained when l/UR_ , and ZZ_ I were both included in the equation. In spite 
of these results, I decided to use ZZ- , as the demand pressure variable in the 
price equation. The unemployment rate is more difficult to predict than is 
GNPR (and thus ZZ) because it is more sensitive to errors made in predicting 
the labor force variables. My general experience is that versions of the price 
equation that use an unemployment rate variable as the demand pressure 
variable lead to less accurate predictions of prices within the context of the 
overall model than do other versions. This is true even though the other 
versions may not have as good single-equation fits. These differences are 
generally small, however, and the use of ZZ_, over UR- 1 OT I/ UR- I is not an 
important issue. The results in this book would not be changed very much if 
UR_, or I/UR_, were used instead. 

Two dummy variables were added to the price equation to try to pick up 
possible effects of the price freeze in 197 1 IV and the removal of the freeze in 
19721. One dummy variable had a value of 1 in 197 1 IV and 0 otherwise, and 
the other had a value of 1 in 19721 and 0 otherwise. Neither ofthese variables 
was significant, and their inclusion had little effect on the other coefficient 
estimates. The coefficient estimates were of the expected signs (negative and 
positive, respectively), but the t-statistics were only 0.12 and 1.47. The price 
freeze thus appeared to have too small an effect on P,to be picked up by an 
equation like Eq. 10, and therefore no price freeze variables were used. With 
the current wage rate included in the price equation, the wage rate lagged one 
quarter was not significant. The latter was thus not included in the final 
specification. 

With respect to employer social security tax rates, the tax rates have a 
positive effect on the price level through the W, (1 + dzg + d,,) term in Eq. 10. 
This term is the wage rate inclusive of employer social security taxes. The 
inclusion ofthese tax rates in the price equation means that an increase in the 
rates has a negative effect on the real wage. In other words, at least some ofthe 
increase in employer social security taxes is estimated to be passed along to 
workers in the form of a lower real wage. The inclusion of the social security 
tax rates in the price equation is not supported by the data. When the terms 
log W,and log (1 + ds, + d,,) are included separately in Eq. 10, the estimate 
of the tax variable is significant but of the wrong sign (- ,529 with a I-statistic 
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of 2.66). The main problem is that there is not much variation in the tax rates. 
Poor results are thus not surprising and are not necessarily to be trusted as 
indicating that the tax rates truly do not belong in the equation. The answer to 
this problem here was merely to assume that the tax rates affect the price level 
in the same way that the wage rate does. 

No evidence could be found that profit taxes affect the price level. When, 
for example, the variable log (1 + da + d,,) was added to Eq. IO, its coeffi- 
cient estimate was insignificant, with a t-statistic of 1.21 (da and d*, are the 
corporate profit tax rates). For the same variable lagged one quarter, the 
t-statistic was 1.12. Little evidence could thus be found that firms pass on 
profit taxes in the form of higher prices relative to wages. Again, however, 
there is not much variation in tax rates: so very little confidence should be 
placed on this negative result. Unlike the case for the social security tax rates, 
there is no obvious way to restrict the profit tax rates to enter the price 
equation, and therefore nothing was tried. The model thus has the property 
that a change in profit tax rates does not directly affect the real wage. 

In previous versions of the US model, two cost-of-capital variables were 
included in the price equation, the bond rate RB and an investment tax credit 
variable denoted TXCR. In the theoretical model the interest rate affects the 
firm’s decisions, and in the case of experiment 5 in Table 3-3 an increase in 
the interest rate led the firm to raise its prices in periods 2 and 3. The 
cost-of-capital variables were thus used to see if there was any empirical 
support for the proposition that these variables affect prices. When RB and 
TXCR are included in Eq. 10, they are significant, with t-statistics of 4.69 and 
2.17 respectively. The coefficient estimate of RE is positive (.00249) and the 
coefficient estimate of TXCR is negative (- .00239), both as expected. ( TXCR 
takes on a value of 1.0 when the credit of 7 percent is in full force- 1964I- 
1966111,196711- 19691,and 19711V-1975I;avalueof 1.43whenthecreditof 
10 percent is in force- 197511 on; a value of .5 when the credit of 7 percent is 
estimated to be half in force because of the Long amendment or timing 
considerations- 1962111- 1963IVand 1971111; and0.0 when the credit is not 
in force.) 

With RB included in the price equation, the model has the property that 
high interest rates_ otherthings being equal, are inflationary. A tight monetary 
policy defined as high interest rates has a direct positive effect on prices as well 
as the usual indirect negative effect on prices through the negative effect of 
high interest rates on demand. The direct positive interest rate effect on prices 
in this version is large, and for a number of experiments it dominates the 
indirect negative effect. I finally decided that the effect seems too large, and I 
have dropped the cost-of-capital variables from the price equation. It may be 
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that some left-out variable from the price equation, such as inflationary 
expectations, affects both RB and P,and that RB is spuriously picking up the 
effects of this variable on P,; This decision does have a significant effect on the 
properties of the model, and it should not be taken lightly. If RB actually 
belongs in the price equation, then excluding it has seriously &specified the 
model with respect to a number of policy properties. 

The specification of the production equation is the point at which the 
assumption that a firm’s decisions are made sequentially begins to be used. 
The equation is based on the assumption that the firm sector first sets its price, 
then knows what its sales for the current period will be, and from this latter 
information decides on what its production for the current period will be. 

In the theoretical model production is smoothed relative to sales, that is, 
the optimal production path of a firm generally has less variance than its 
expected sales path. The reason for this is the various costs of adjustment, 
which include costs of changing employment, costs of changing the capital 
stock, and costs of having the stock ofinventories deviate from ,/I, times sales. 
Ifa firm were only interested in minimizing inventory costs, it would produce 
according to the following equation (assuming that sales for the current 
period are known): 

(4.21) y=x+p,x- v-,, 

where Y is the level of production. X is the level of sales, and V-/_, is the stock 
of inventories at the beginning of the period. Since by definition, 
V - V_ I = Y - X, producing according to (4.2 1) would ensure that V = /&X. 
Because ofthe other adjustment costs, it is generally not optimal for a firm to 
produce according to (4.21). In the theoretical model there was no need to 
postulate explicitly how a firm’s production plan deviated from (4.21) be- 
cause its optimal production path just resulted. along with the other optimal 
paths, from the direct solution of its maximization problem. For the empiri- 
cal work, on the other hand, it is necessary to make further assumptions. 

The estimated production equation is based on the following three as- 
sumptions: 

(4.22) v* =/Ix, 

(4.23) Y*=x+C?(l’*- V_J 

(4.24) Y-Y_,==(Y*-Y-J, 
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where * denotes a desired value. Equation (4.22) states that the desired stock 
of inventories is proportional to current sales. Equation (4.23) states that the 
desired level of production is equal to sales plus some fraction of the differ- 
ence between the desired stock of inventories and the stock on hand at the end 
of the previous period. Equation (4.24) states that actual production partially 
adjusts to desired production each period. Combining the three equations 
yields 

(4.25) Y=(1-n)Y_,+A(1+cY~x-AcYv_,. 

The estimated equation is 

11. Y= 11.4 + ,162 Y_,+ 1.011 X- .193 V-‘_, 
(4.36) (3.67) (19.59) (4.44) 
- 2.06 0593 + ,793 0594+ 2.10 0601, 

(1.86) (0.64) (1.89) 

SE = 1.12, R2 = ,999, DW = 2.20,) = .605 
(6.73) 

where 0.593,0594, and 0601 are dummy variables for the 1959 steel strike. 
The implied value of A is 1 - ,162 = .838, which means that actual produc- 
tion adjusts 83.8 percent of the way to desired production in the current 
quarter. The implied value ofcv is ,230, which means that desired production 
is equal to sales plus 23.0 percent of the desired change in inventories. The 
implied value of/?is .898, which means that the desired stock of inventories is 
estimated to equal 89.8 percent of the (quarterly) level of sales. 

No searching was done for the production equation other than to try a few 
strike dummy variables. 

The Investment Equation 

The investment equation is based on the assumption that the production 
decision has already been made. In the theoretical model, because of costs of 
changing the capital stock, it may sometimes be optimal for a firm to hold 
excess capital. If there were no such costs, investment each period would 
merely be the amount needed to have enough capital to produce the output of 
the period. In the theoretical model there was no need to postulate explicitly 
how investment deviates from this amount, but for the empirical work this 
must be done. 

The estimated investment equation is based on the following three equa- 

tions: 
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(4.26) (KK-KK-,)*=cx,,(KK_, -KKMIN_,)+cu,AY+ol,AY_, 
+ a,AY_, + ff,AY-,, 

(4.27) IKF=(KK-KK_,)*+&KK_,, 

(4.28) IK, - IK,- I = %( IK; - IK,_ ,), 

where * again denotes a desired value. IK, is gross investment of the firm 
sector, KKis the capital stock, and KKMINis the minimum amount of capital 
needed to produce the output of the period. (KK - KK_,)* is desired net 
investment, and IK,* is desired gross investment. Equation (4.26) states that 
desired net investment is a function of the amount of excess capital on hand 
and of four change-in-output terms. If output has not changed for four 
periods and if there is no excess capital, then desired net investment is zero. 
The change-in-output terms are meant in part to be proxies for expected 
future output changes. Equation (4.27) relates desired gross investment to 
desired net investment. &KK- I is the depreciation ofthe capital stock during 
period t - 1. By definition, IKi-= KK - KK_ I + &KK_ I, and (4.27) is 
merely this same equation for the desired values. Equation (4.28) is a stock 
adjustment equation relating the desired change in gross investment to the 
actual change. It is meant to approximate cost of adjustment effects. 

Combining (4.26)-(4.28) yields 

(4.29) Ix,- IK,_, =rkq(KK, - KKMIN-,)+h,AY+ ,&AY-l 
+ &AY_, + &AY_, - &IK,-, - &KK-,). 

Equation (4.29) has two restrictions that were not imposed in the empirical 
work. First, there is no constant term in (4.29), but one was used in the 
estimated equation. Second, from the last term in (4.29) the coefficients of 
IK,_ I and &KK_ , are the same, and this constraint was not imposed. 

The estimated equation is 

12. AlK,= -.0146 - .0130 (KK- KKMln?_, + .0967 AY 
(0.11) (2.83) (5.70) 

+ .0004 AY-, + .0140 AY-, + .0196 AY_, 
(0.02) (0.88) (1.24) 

- ,107 IX,_,+ ,167 &KK_,. 
(2.48) (2.59) 

SE = ,390, R2 = ,534, DW = 2.13 

The estimated value ofA is. 107 iftaken from the ZKf-I term and. 167 iftaken 
from the &KK_, term. This means that gross investment adjusts between 
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about 10.7 and 16.7 percent to its desired value each quarter. The implied 
value of lu, is between - ,078 and - .I2 I, which means that between 7.8 and 
12.1 percent of the amount of excess capital on hand is desired to be 
eliminated each quarter. 

The estimate ofthe constant term in Eq. 12 is highly insignificant, and the 
results were little affected when the constant term was excluded. With respect 
to the other restriction, when the constraint on the coefficients of IKJ_, and 
&KK_, was imposed, the estimated value of A was essentially zero (an 
estimate of ,002, with a t-statistic of 0.12). This is the reason the restriction 
was not imposed, and it is a good example of the compromises that are 
sometimes made in empirical work. The theoretical restriction itself is, of 
course. not very tight in the sense that (4.29) only represents a rough approxi- 
mation to the investment decision in the theoretical model. 

Note that the interest rate does not appear as an explanatory variable in the 
investment equation. When the after-tax bond rate, RBA, was added to the 
equation, its coefficient estimate was significant but of the wrong sign (.209 
with a t-statistic of 3.48). Similar results were obtained by lagging RB.4 one 
and then two quarters. The coefficient estimates and t-statistics were ,223, 
3.49 and ,277, 3.92, respectively. There is thus no evidence that interest rates 
negatively affect investment in an equation like Eq. 12. Interest rates do, 
however, have important negative indirect effects on investment in the 
model. (See points 2 and 3 at the end of this section.) The investment tax 
credit variable discussed earlier, TXCR, was of the wrong expected sign and 
not significant when added to Eq. 12. Its coefficient estimate was - ,038, with 
a f-statistic of 0.3 1. 

The significance ofthe excess capital variable in Eq. 12 provides support for 
the proposition that firms spend time off their production functions. With 
respect to the output terms in the equation. only the current term is signifi- 
cant, and the results would not be much affected if the other three terms were 
dropped. 

The Three Employment and Hours Equations 

The employment and hours equations are similar in spirit to the investment 
equation. They are also based on the assumption that the production decision 
has already been made. Because of adjustment costs, it may sometimes be 
optimal in the theoretical model for firms to hold excess labor. Were it not for 
the costs of changing employment, the optimal level of employment would 
merely be the amount needed to produce the ouput of the period. In the 
theoretical model there was no need to postulate explicitly how employment 
deviates from this amount, but this must be done for the empirical work. 



An Econometric Model 135 

The estimated employment equation is based on the following three 
equations: 

(4.30) A log .I-,= 0~~ log ?!IzL + cu,A log Y + a,A log Y-, + (Y,A log Y_,, 
J,r, 

(4.3 1) J,?, = 
JHMIhL , 

H/t, ’ 

(4.32) “,r , = Ee”, 

where JHMIN is the number of worker hours required to produce the output 
of the period, Hi is the average number of hours per job that the firm would 
like to be worked if there were no adjustment costs, and Jf is the number of 
workers the firm would like to employ if there were no adjustment costs. The 
term log (J,_ ,/J,F I) in (4.30) will be referred to as the “amount of excess labor 
on hand.” Equation (4.30) states that the change in employment isafunction 
of the amount of excess labor on hand and three change-in-output terms (all 
changes are changes in logs). Ifoutput has not changed for three periods and if 
there is no excess labor on hand, the change in employment is zero. As was the 
case for investment, the change-in-output terms are meant in part to be 
proxies for expected future output changes. Equation (4.31) defines the 
desired number of jobs, which is simply equal to the required number of 
worker hours divided by the desired number of hours worked per job. 
Equation (4.32) postulates that the desired number of hours worked is a 
smoothly trending variable, where Hand 6 are constants. 

Combining (4.30)-(4.32) yields 

(4.33) A log J/ = a, log i? + o0 log JH&;r_ + o&z + ojA log Y 
I L 

+ozAlogY_,+Lu,AlogY_,. 

The estimated equation is 

13. J-1 A log+= -.885 - ,141 log JH,/& + .000176 t 
(3.76) (3.75) (4.28) 
+ ,281 Alog Yf ,119 AlogY_, 

(8.33) (3.03) 
+ ,033 A log Y-, - .00967 0593 + .00174 0594, 

(1.02) (2.70) (0.50) 

SE = .00335, R= = ,780, DW = 2.04,i, = ,447 
(4.44) 



136 Macroeconometric Models 

where 0593 and 0594 are dummy variables for the 1959 steel strike. The 
estimated value of cu, is - .14 1, which means that, other things being equal, 
14. I percent of the amount of excess labor on hand is eliminated each quarter. 
The implied value of H is 53 I .97, which at a weekly rate is 40.92 hours. The 
implied value of 6 is -.00125. The trend variable f is equal to 9 for the first 
quarter of the sample period (19541), and so the implied value of HFl for 
19541 at a weekly rate is 40.92 . exp (-.00125 X 9) = 40.46. For 19821111 is 
equal to 123, and therefore the implied value for this quarter is 40.92 . exp 
(- .00125 X 123) = 35.09. In general these numbers seem reasonable. The 
significance of the excess labor variable in Eq. 13, like the significance of the 
excess capital variable in Eq. 12, provides support for the proposition that 
firms spend some time off their production functions. 

The main hours equation is based on (4.31) and (4.32) and the following 
equation: 

(4.34) A log H,= A log k!L=i + 01~ log Ji-1+ (Y,A log Y. 
Hrll J,r, 

The first term on the RHS of (4.34) is the (logarithmic) difference between the 
actual number of hours paid for in the previous period and the desired 
number. The reason for the inclusion of this term in the hours equation but 
not in the employment equation is that, unlike J,, Hf fluctuates around a 
slowly trending level of hours. This restriction is captured by the first term in 
(4.34). The other two terms are the amount of excess labor on hand and the 
current change in output. Both of these terms have an important effect on the 
employment decision, and they should also affect the hours decision since the 
two are closely related. Past output changes might also be expected to affect 
the hours decision, but these were not found to be significant and thus are not 
included in (4.34). 

Combining (4.31), (4.32), and (4.34) yields 

(4.35) A log H,= (q, - JJlog 15 + i log H,-, + (~0 log JHi;;_ 
I 

+ (cyo - 1)& + a,A log Y. 

The estimated equation is 

14. AlogH,= 1.37 - 
J-l 

,284 log +I- $; log JHblN_, 
(4.95) (5.16) 
- .000250 t + ,120 A log Y. 

(4.94) (4.40) 

SE = .00285, Rz = ,398, DW = 2.18 
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The estimated value of 1 is -.2X4, which means that, other things being 
equal, actual hours are adjusted toward desired hours by 28.4 percent per 
quarter. The excess labor term is significant, with an estimated value ofu, of 
- .0659. The implied value of Ei is 534.60, which is 4 1.12 hours at a weekly 
rate. This compares closely to the value of 40.92 implied by Eq. 13. The 
implied value of 6 is -.00115, which compares closely to the value of 
-.00125 implied by Eq. 13. No attempt was made to impose the restriction 
that H and 6 are the same in Eqs. 13 and 14. Given the closeness of the 
estimates, it is unlikely that imposing this restriction would make much 
difference. Again, the significance of the excess labor variable is support for 
the theoretical model. 

The second hours equation explains overtime hours (HO). It is ofconsider- 
ably less importance than the employment equation and the other hours 
equation. One would expect HO to be related to total hours, H,, in the 
manner indicated in Figure 4-2. Up to some point A (for example, 40 hours 
per week), HO should be zero or some small constant amount, and after point 
A, increases in HO and H,should be roughly one for one. An approximation 
to the curve in Figure 4-2 is 

(4.36) HO = exp (cy, + qHf, 

which in log form is 

(4.37) log HO = a, + a2H/. 

The foregoing discussion is based on the implicit premise that H, has no 
trend. In practice H,has a negative trend, which means that A in Figure 4-2 is 
likely to be shifting left over time. In order to account for this effect, H,was 
detrended before being included in (4.37). H,was regressed on a constant and 
t for the 19521- 1982111 period, which resulted in an estimate of the coeffi- 
cient for t of - .56464. The variable included in the estimated equation was 
then H,+ .56464t, which is denoted Hjl. (This is Eq. 100 in Table A-5.) The 
estimated equation is 

15. log HO = -8.34 + .0223 Hi, 
(5.15) (7.38) 

SE = .0552, RZ = ,905, DW = 1.82,) = ,909 
(21.38) 

There is considerable serial correlation in this equation (j = .909), but as a 
rough approximation it seems satisfactory. 
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FigurcC2 Expected relationship between overtime hours (HO) and total hous 

The Demandfor A4oney Equation 

The estimated demand for money equation for the firm sector is 

17. log++= ,106 + ,920 log _, + .0477 log x 
(1.04) (26.10) (2.39) 
- .00700 RS( 1 - d2, - db). 

(3.26) 

SE = .0237, R2 = ,936, DW = 2.06 

The demand for real money balances, M,/PX, is a function of sales, X, and the 
after-tax short-term interest rate, RS( I - dz, - dzs). The tax rates used here 
are corporate tax rates, not personal tax rates as in Eq. 9. The level of sales is 
used as the transactions variable. 
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Thr Dividend Equation 

The estimated dividend equation is 

18. D,= -.0227 + ,978 O,-, + .0201 (n,- Ti,- T,J, 
(1.05) (108.28) (5.64) 

SE = ,125, R2 = ,999, DW = I.58 

where D,is the level of dividends and x1- T, - T, is the value of after-tax 
profits. This is a standard dividend equation in which the current level of 
dividends is a function of current and past values of after-tax profits. 

The Interest Payments Equation 

The current level of interest payments of the firm sector is a function of its 
outstanding debt and ofthe interest rates that were in effect at the times ofthe 
relevant debt issues. The estimated equation that attempts to approximate 
this is 

19. ‘NT,= -3.59 + ,146 IXT,-, + .0200 (--A,) + ,467 RB. 
(1.96) (8.59) (1.91) (4.25) 

SE = ,364, R2 = ,999, DW = 2.01,j = ,954 
(25.41) 

INTlis the level of interest payments, A+ the value of net financial assets of 
the firm sector, and RB is the bond rate. Ajs negative because the firm sector 
is a net debtor. Interest payments are estimated to be a function of the debt of 
the firm sector and the bond rate. 

Equation 19 has rather poor statistical properties. The coefficient estimates 
are not robust to slight changes in the specification, and the estimated serial 
correlation coefficient is high (j = ,954). This is not necessarily unexpected, 
since the equation does not capture the fact that debt is issued in a variety of 
maturities at different interest rates. Fortunately, the equation does not have 
an important effect on the properties of the model except for one of the 
experiments in Chapter 1 I, which concerns a version of the model in which 
there are rational expectations in the bond and stock markets. The results of 
this experiment indicate that the coefficient estimate ofRB in Eq. 19 may be 
too large. This issue is discussed in Section I I .7.3. 
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The Inventor}~ Valuation Adjustment Equation 

The equation explaining inventory valuation adjustment is 

20. WA = 1.52 - 95.2 PX+ 92.2 PX-,, 
(0.98) (3.51) (3.34) 

SE=1.24,R2=.865.DW=1.71,~= ,801 
(12.45) 

where IVA is the value of the inventory valuation adjustment and PX is the 
price level. In the theoretical model WA is equal to - (PX - PX_ ,) V- I, and 
Eq. 20 is an attempt to approximate this. The coefficient estimates for PXand 
PX_ I are of opposite sign and close to each other in absolute value, which is as 
expected. The variable V_, was added to the equation to see ifany effect of the 
stock of inventories on WA could be found. Its coefficient estimate was of the 
wrong sign (-.0410, with a t-statistic of 1.92), and therefore V-, was not 
included in the equation. 

The Capital Consumption Equation 

The capital consumption of the firm sector (CC,) is assumed to be a function 
of the current and past values of nominal investment expendhIreS 

(PIK IK,), where the lag structure is geometrically declining. The estimated 
equation is 

21. CC,= -.0930 + ,966 CC,-, + .0447 PIK. IK, 
(3.69) (67.13) (4.69) 

+ ,562 00811. 
(6.29) 

SE = ,145, RZ = ,999, DW = 1.99 

The dummy variable DD8 1 I takes on a value of 1 from 198 I I on and a value 
of 0 otherwise. Equation 21, like Eqs. 19 and 20, is only meant to be a rough 
approximation. Capital consumption is a function of current and past tax 
laws and accounting practices (as well as of current and past investment 
expenditures), both of which have changed over time. Equation 21 ignores 
these changes except for the inclusion of DD8 Il. There appeared to be an 
important break in the relationship between capital consumption and invest- 
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ment expenditures beginning in 198 1 I, which could be captured fairly well by 
merely adding 008 I 1 to the equation. 

The key equations of the firm sector are Eqs. lo- 14 and 16. Some of the 
features of these equations are as follows. 

I. Production is smoothed relative to sales. Investment, employment, and 
hours are smoothed relative to production. The buffer for production is the 
stock ofinventories. The buffer for investment is the amount ofexcess capital 
on hand, and the buffer for employment and hours is the amount of excess 
labor on hand. 

2. Although the bond rate is not an explanatory variable in the investment 
equation. interest rates have indirect negative effects on investment. Interest 
rates are explanatory variables in the consumer expenditure equations with 
negative coefficients, and thus an increase in interest rates directly lowers 
expenditures. This in turn lowers sales lx), which lowers production and then 
investment and employment. The main channel by which interest rates affect 
the economy is through their effects on consumer expenditures, 

3. Although interest rates affect investment in the manner just discussed, 
there is no means in the model by which interest rates affect capital-labor 
substitution. Any changes in the substitution of capital for labor (or vice 
versa) brought about by changes in the cost of capital relative to the cost of 
labor are not explained. The effects of long-run changes in the relationship of 
capital to labor are captured in the model through the peak-to-peak interpo- 
lations that are involved in the construction of excess capital and excess labor, 
in particular of KHMIN and JHMN. The interpolations are, however, 
exogenous, and thus nothing in the model is allowed to affect them. 

The spirit of the model is that firms spend much of the time “off” their 
production functions, which means that for much of the time one is not 
directly observing the number of capital and labor hours that are actually 
needed in the production process. If this is true, it is obviously going to be 
difficult to pick up the effects of, say. interest rate changes on the capital-labor 
ratio. I have made no attempt to do this in the model. If capital-labor 
substitution is a fairly slow and smooth process, then little is likely to be lost 
by the present approach, even with the use of the model for periods as long as, 
say, five years. If, on the other hand, substitution is fast or erratic, then the 
present model is likely to be seriously misspecified and should not hold up 
well in tests. 
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4.1.6 Stochastic Equations for the Financial Sectot 

The stochastic equations for the financial sector consist of an equation 
explaining member bank borrowing from the Federal Reserve. two term 
structure equations, an equation explaining the change in stock prices. and a 
demand for currency equation. 

The Bank Borrowing Equation 

The variable BO/BR is the ratio of borrowed reserves to total reserves. This 
ratio is assumed to be a function of the difference between the three-month 
Treasury bill rate /RS) and the discount rate (RD). The estimated equation is 

22. g= ,014s + .00455 (RS-RD). 
(3.79) (1.34) 

SE = .0162, R2 = ,382, DW = 2.321; = ,606 
(7.93) 

This equation does not fit very well, and the estimate of the serial correlation 
coefficient is fairly high. There is, however, at least some slight evidence that 
bank borrowing responds to the interest rate differential. 

The Two Term Structure Equations 

The expectations theory of the term structure of interest rates states that 
long-term rates are a function of the current and expected future short-term 
rates. The two long-term interest rates in the model are the bond rate (RB) 
and the mortgage rate (RA4j. These rates are assumed to be determined 
according to the expectations theory, where current and past values of the 
short-term interest rate are used as proxies for expected future values. The two 
estimated equations are 

23. RB= .114 + ,889 RB_,+ ,277 RS- ,218 RS_, 
(2.54) (53.00) (10.82) (6.48) 
+ ,074 RS-,, 

(3.48) 

SE=.171,R’=.997,DW= 1.74 
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24. RM= .343 + ,846 R.K,+ ,178 RS+ ,041 RS_, 
(3.36) (29.00) (4.64) (0.80) 
- ,043 RS_>. 

(1.23) 

SE = .258, R2 = .992, DW = 2.23 

Note that the lagged dependent variable is included as an explanatory variable 
in each equation, which implies a fairly complicated lag structure relating 
each long-term rate to the past values of the short-term rate. 

The expected rate of inflation variables that were discussed in Section 4. I .3 
were tried in the equations, but no significant results were obtained. The best 
that was done from all the regressions tried was a f-statistic of 1. I6 for the first 
expected wage inflation variable in the RB equation. One must thus conclude 
either that the expected inflation variables are poor measures of expectations 
or that any effects of expected future inflation rates on expected future 
nominal short-term interest rates are captured in the current and past short- 
term rates. 

The variable CG is the change in the market value of stocks held by the 
household sector. In the theoretical model the aggregate value of stocks is 
determined as the present discounted value of expected future after-tax cash 
flow, the discount rates being the current and expected future short-term 
interest rates. The theoretical model thus implies that CG should be a 
function of changes in expected future after-tax cash flow and of changes in 
current and expected future interest rates. In the empirical work the change in 
the bond rate, ARB, was used as a proxy for changes in expected future 
interest rates, and the current and one-quarter-lagged values of the change in 
after-tax cash flow, A(CF - T, - T/,/, were used as proxies for changes in 
expected future after-tax cash flow. The estimated equation is 

25. CC = 10.9 - 24.4 ARB+ 3.75 Ah(CF- Ti,- T/,) 
(2.23) (1.26) (1.49) 
+ 4.07 A(CF’- 7”- 7.,$)_,. 
(2.08) 

SE = 48.4, R= = ,145, DW = 1.90 
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The explanatory power of this equation is low, as would be expected, but at 
least some effect of interest rates and cash flow on stock prices seems to have 
been picked up. 

The Demand for Currmcy Equation 

The estimated demand for currency equation is 

26. log 
CC!R 

POP PX 

+ .0801 log $& 
(2.36) 

- .00313 RSA, 
(4.00) 

SE = .0103, R2 = ,937. DW = 2.69 

where Cb’R is the value of currency. This equation states that the real 
per-capita demand for currency is a function of the real per-capita level of 
sales and ofthe after-tax short-term interest rate. A time trend is also included 
in the equation, although it is not significant. 

4.1.7 The Stochastic Equation for the Foreign Sector 

There is one estimated equation for the foreign sector, an equation explaining 
the demand for imports (M). Since this demand is demand by the domestic 
sectors. the position of the equation is somewhat arbitrary. It was put here to 
highlight the fact that the demand for imports has an important effect on the 
savings of the foreign sector. 

It was argued in Section 3.2.2 that the demand for imports should be a 
function ofthe variables that affect a household’s maximization problem. For 
the empirical work, this would mean trying the variables that were used in 
Section 4.1.4 to explain the expenditure and labor supply decisions of the 
household sector. The one problem with this is that in practice many imports 
are for use by the firm sector, and it is not possible to get a breakdown of 
imports by sector of purchase. As a compromise, I replaced (as possible 
explanatory variables) the wage rate variable. KA, and the labor constraint 
variable, Z, by per-capita domestic sales, X/POP. The explanatory variables 
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that were tried included the wealth variable of the household sector, 
(AA/POP)_ /, the price of imports. the price of domestic goods, interest rates, 
and per-capita domestic sales. The wealth variable was not significant and 
thus was dropped. The equation that was chosen is 

27. 
IM 

- = -.0277 + ,752 
IM 

( ) 

X 
- , + .0256 - 

pop (4.44) (15.31) poP - (4.10) p0p 
- .0114 PIM_, + .0393 PX_, - .00126 R/WA_, 

(3.90) (4.64) (2.59) 
- .00654 0651 + .00356 0652 - .0109 0691 

(2.18) (1.17) (3.65) 
+ .0166 0692 - .00798 0714 

(5.42) (2.64) 
+ .0123 0721. 

(4.10) 

SE = .00294, Rz = .994, DW = 1.7 1 

The dummy variables are for periods in which there was a dock strike or 
recovery from a strike. 

Equation 27 is similar to the import equations that are estimated for the 
multicountry model in Section 4.2.5. The demand for imports is a positive 
function of domestic activity and of the domestic price level and a negative 
function of the price of imports and of the interest rate. The interest rate in 
this case is measured by the after-tax mortgage rate. RMA. The price variables 
and the interest rate are lagged one quarter. 

4.1.8 The Stochastic Equation for the State and Local Government Sector 

The stochastic equation for the state and local government sector explains 
unemployment insurance benefits (LB). The estimated equation is 

28. log L’B= ,369 + 1.58 log C’f ,465 log W, 
(0.69) (18.00) (6.06) 

SE = .0706, R2 = ,992, DW = 1.80,; = ,761 
(12.59) 

Unemployment insurance benefits are a function of the level of unemploy- 
ment (L!j and of the nominal wage rate. The inclusion of the nominal wage 
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rate is designed to try to pick up the effects of increases in wages and prices on 
legislated benefits per unemployed worker. 

4.1.9 Stochastic Equations for the Federal Government Sector 

There are tnw estimated equations for the federal government sector: the first 
is an equation explaining the interest payments of the federal government, 
and the second is an equation explaining the short-term interest rate. The 
second equation is interpreted as an interest rate reaction function of the 
Federal Reserve. 

The Interest Payments Equation 

The current level of interest payments ofthe federal government is a function 
of current and past government security issues and of the values of the interest 
rates at the time of the issues. The estimated equation that attempts to 
approximate this is 

29. log MT,= -.X70 f ,873 log IA’T,_, + ,148 log(--A,) 
(4.77) (29.65) (4.95) 
+ .0572 log RS + .08 18 log RB, 

(5.54) (2.18) 

SE = .0270, R’ = ,999, DW = 1.89 

where INT, is the level of interest payments, A, is the value of net financial 
assets of the federal government, RS is the current short-term interest rate, 
and RB is the current long-term interest rate. The federal government is a net 
debtor, and therefore A, is negative. This equation has better statistical 
properties than does the equation explaining the interest payments ofthe firm 
sector (Eq. 19), although it is still only a rough approximation. 

The Interest Rate Reaction Function of the Federal Reserve 

A key question in any macro model is what one assumes about monetary 
policy. In the theoretical model monetary policy is determined by an interest 
rate reaction function, and in the empirical work an equation like this was 
estimated. This equation is interpreted as an equation explaining the behav- 
ior of the Federal Reserve (Fed). 

In at least one respect, trying to explain Fed behavior is more difficult than, 
say, trying to explain the behavior of the household or firm sectors. Since the 
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Fed is run by a relatively small number of people, there can be fairly abrupt 
changes in behavior if the people with influence change their minds or are 
replaced by others with different views. Abrupt changes are less likely to 
happen for the household and firm sectors because of the large number of 
decision makers in each sector. Having said this. I have, however, found an 
equation that seems to explain Fed behavior fairly well from 1954 up to 
1979111, which is roughly the beginning of the time of Paul Volcker as 
chairman of the Fed. Beginning with 1979LtI there seems to have been an 
abrupt change in behavior, although, as will be seen, even this change seems 
capable of being modeled. 

The equation explaining Fed behavior has on the LHS the three-month 
Treasury bill rate /KY). This treatment is based on the assumption that the 
Fed has a target bill rate each quarter and achieves this target through 
manipulation of its policy instruments. The RHS variables in this equation 
are variables that seem likely to affect the target rate. The variables that were 
chosen are (1) the rate of inflation as measured by the percentage change in 
the price deflator for domestic sales. Pb, (2) the degree of labor market 
tightness as measured by JJ”, (3) the percentage change in real GNP, GNkR, 
and (4) the percentage change in the money supply lagged one quarter, hiI_, 
What seemed to happen when Volcker became chairman was that the size of 
the coefficient of Mi_, increased substantially. This was modeled by adding 
the variable 00793 A&, to the equation. where DO793 is a dummy 
variable that is 0 before 1979111 and I thereafter. The estimated equation is 

30. RS= -.946 + X58 RS_, + .0687 Pb + .0296 JJ* 
(2.99) (25.55) (2.11) (2.99) 
+ .0597 GN?‘R+ ,032 Mi-, + .I31 00793. Mi_, 

(2.92) (1.71) (4.20) 

SE= ,687, U2 = .953. DW = 1.91 

Equation 30 is a “leaning against the wind” equation in the sense that the 
Fed is predicted to allow the bill rate to rise in response to increases in 
inflation. labor market tightness, real growth. and money supply growth. 
What the results show is that the weight given to money supply growth in the 
setting of the bill rate target is much greater in the Volcker period than before 

~(.032 + .131 = ,163 versus ,032 before). Aside from the change in the equa- 
tion when Volcker became chairman, the coefficients do not appear to have 
changed much over time. A Chow test, for example, accepted the hypothesis 
that the coefficients are the same (aside from the Volcker change) for the 



148 Macroeconometric Models 

periods before and after 19691. (The F value was 1.17, which compares to the 
critical F value with 7, I1 I degrees of freedom of 2.10 at the 95-percent 
confidence level.) In other words, the test accepted the hypothesis that there 
was no structural change in Fed behavior when Arthur Bums became 
chairman. 

4.1 .I0 Possible Assumptions about Monetary and Fiscal Policies 

The main federal government fiscal policy variables in the model are the 
following: 

Purchases of goods 
Personal income tax parameter 
Profit tax rate 
Indirect business tax rate 
Employee social security tax rate 
Employer social security tax rate 
Number of civilian jobs 
Number of military jobs 
Transfer payments to households 

Some of these variables appear as explanatory variables in the stochastic 
equations and thus directly affect the decision variables; others indirectly 
affect the decision variables by influencing variables (through identities) 
which in turn influence, directly or indirectly, the decision variables. The 
response of the model to changes in the various fiscal policy variables is 
examined in Section 9.4. 

Monetary policy is less straightforward to discuss. It will be useful for 
present purposes to list some of the equations that are involved in determin- 
ing the effects of monetary policy on the economy. 

9. K=_wS .I, 

17. MI=l;,(RS, .). 

26. CUR =ha(RS, .), 

22. g = ,014s + .00455 (RS- RD), 

57. BR =-g&f,,, 

71. O=hM,+~,+hM/+hM,+~~+hM,-ACljR, 
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17. O=.S,-AA,-AM,+ACCJR+A(BR-BO)-AQ-DIs,, 

81. M1=M1_,+~~f~,+~,+~,fERDIF. 

The other key equation is the interest rate reaction function, Eq. 30, which 
explains RS. 

In considering the determination of variables in the model, it is convenient 
to match variables to equations, and this will be done in the following 
discussion. It should be remembered, however, that this is done only for 
expositional convenience. The model is simultaneous, and nearly all the 
equations are involved in the determination of each endogenous variable. 

Consider the matching of variables to equations in the block given above. 
The demand for money variables, M,, M, and CUR, can be matched to the 
stochastic equations that determine them, 9, 17, and 26. Bank borrowing, 
BO, can be matched to its stochastic equation, 22, and total bank reserves, 
BR, can be matched to its identity, 57. M,, can be matched to Eq. 71, which 
states that the sum of net demand deposits and currency across all sccton is 
zero. Ml can be matched to its identity, 8 1, This leaves Eq. 77, the federal 
government budget constraint; the question is what endogenous variable is to 
be matched to this equation. The government savings variable, S,, is deter- 
mined elsewhere in the model and thus is not a candidate. IfEq. 30 is included 
in the model (and thus RSmatched to it), the obvious variable to match to Eq. 
77 isA,, the net financial asset variable ofthe government. (A,will be referred 
to as the “government security” variable. Remember that A, is negative 
because the government is a net debtor.) This means that A, is the variable 
that adjusts to allow RS to be the value determined by Eq. 30. In other words, 
the target bill rate is assumed to be achieved by the purchase or sale of 
government securities, that is, by open market operations. 

If A, is taken to be endogenous, the following variables in the block given 
above are then exogenous: the discount rate, RD, the reserve requirement 
ratio, g, ; demand deposit and currency holdings ofthe foreign sector, the state 
and local government sector, and the federal government sector, M,, A+‘,, and 
M,; gold and foreign exchange holdings of the federal government, Q; the 
discrepancy term, DIS,; and the variable that is involved in the definition of 
A41, MDIF. Instead of treating A, as endogenous, one could take either RD or 
g, to be endogenous and match it to Eq. 77. This would mean that the target 
bill rate was achieved by changing the discount rate or the reserve require- 
ment ratio instead ofthe amount ofgovernment securities outstanding. Since 
the main instrument of monetary policy in practice is open market opera- 
tions, it seems better to treat A, as endogenous rather than RD or g, 
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One can also consider the case in which Eq. 30 is dropped from the model. 
In this case, RS is matched to Eq. 77 and A, is taken to be exogenous. The 
interest rate is “implicitly” determined: it is the rate needed to clear the asset 
market given a fixed value ofA,. (In the numerical solution of the model in 
this case, RS is solved using, say, Eq. 9, M,, is solved using Eq. 7 I ) Mb is solved 
using Eq. 57, and BR is solved using Eq. 77.) When Eq. 30 is dropped, 
monetary policy is exogenous. and the response ofthe model to changes in A, 
can be examined. 

In the exogenous monetary policy case, the main way in which monetary 
policy affects the economy is by changing interest rates. Changes in A, change 
interest rates, which in turn change real variables. The main effects of interest 
rates on the economy are the direct effects on consumer expenditures (Eqs. I > 
2, 3, and 4). What this means is that the three instruments of monetary 
policy--il,, RD, and g,-all do the same thing, namely, they affect the 
economy by affecting interest rates. Using all three instruments is essentially 
no different from using one with respect to trying to achieve, say, some real 
output target. It also means that in the endogenous monetary policy case 
where A, is endogenous and RD and g, are exogenous, changes in RD and g, 
have virtually no effect on the economy. Any effects that they might have are 
simply “undone” by changes in A, in the process of achieving the target 
interest rate implied by Eq. 30. 

It is also possible in the exogenous monetary policy case to take some 
variable other than A, to be exogenous. One possible choice is the money 
supply, Ml, and another is the level of nonborrowed reserves, BR - BO. Both 
of these are common variables to take as policy variables in monetary policy 
experiments. If either of these is taken to be exogenous, A, must be endoge- 
nous. 

To return to fiscal policy variables, it should be obvious that fiscal policy 
effects are not independent of what one assumes about monetary policy. For a 
given change in fiscal policy, there are a variety of assumptions that can be 
made about monetary policy. The main possible assumptions are (I) Eq. 30 
included in the model and thus monetary policy endogenous, (2) the bill rate 
exogenous, (3) the money supply exogenous, (4) nonborrowed reserves exoge- 
nous, and (5) government securities outstanding, A,, exogenous. In all but 
assumption 5, A, is endogenous. It will be seen in Section 9.4.4 that fiscal 
policy effects are in fact quite sensitive to what is assumed about monetary 
policy. The reason for this is that the different assumptions have quite 
different implications for interest rates. and the latter have large effects on the 
real side of the economy. 
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4.1 .ll General Remarks about the Transition 

I. The links between the theoretical model and the econometric specifica- 
tions are closer for the household sector than they are for the firm sector, 
although the specifications of the main equations for the firm sector are in the 
spirit ofthe theoretical model. An important simplification for the empirical 
work is the assumption that the firm sector’s decisions arc made sequentially. 
which is contrary to the case in the theoretical model. Also, the restriction that 
was imposed on the real wage rate in the empirical work, although it seems 
quite sensible to impose it in the aggregate, is not closely linked to the 
theoretical work, where the emphasis was on the behavior ofindividual firms. 

2. There is a heavy use of lagged dependent variables in the model, and they 
are very important explanatory variables. They can be looked upon as 
accounting in part for expectational effects and in part for lagged adjustment 
effects, where it is not possible to separate out these two types ofeffects. This 
treatment is discussed in Section 2.2.2. The more sophisticated treatment that 
was tried for the estimation of expectations regarding future inflation rates 
was not successful. The expectations variables were not significant in the 
consumer expenditure equations, where they should be if real rather than 
nominal interest rates affect behavior, or in the term structure equations. 
where they should be if expected future inflation rates are not adequately 
captured in the current and lagged values of the short-term interest rate. 

3. A number ofthe stochastic equations are not tied very closely (if at all) to 
decision variables in the theoretical model. These equations tend to be less 
important with respect to their effects on the main variables in the model. 
Equations in this category include the overtime hours equation. 15, the 
dividend equation, 18, the two interest payments equations. 19 and 29, the 
inventory valuation adjustment equation, 20, the capital consumption equa- 
tion, 21, and the unemployment insurance benefits equation. 28. Some of 
these equations are simply approximations to definitions that would hold if 
sufficient data were available. 

4. Equation 30 is more heroic than the other main behavioral equations in 
that it is an attempt to model the behavior of a small number of individuals. It 
can, of course, be dropped from the model and monetary policy taken to be 
exogenous. In this sense the equation is less important than the others. 

5. Since the theoretical model was used to guide the specification of the 
econometric model. it is likely that the two models have similar qualitative 
policy effects. The policy properties of the econometric model are examined 
in Section 9.4, and it is true that the qualitative effects are similar. For 
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example, the disequilibrium features ofthe theoretical model are captured in 
the econometric model through the labor constraint variable, Z, and the 
interest rate effects on households’ decisions in the theoretical model are 
captured in the econometric model through the interest rate variables in the 
expenditure equations. 

6. Two important variables in the model are taken to be exogenous when in 
fact they should not be. They are the import price deflator, PIM, and exports, 
EX. This limitation is eliminated in the next section, where the US model is 
embedded in the multicountry model. In fact, one way of looking at the 
multicountry model is that it is a way of making PIM and EX endogenous. 

4.2 The Multicountry (MC) Model 

4.2.1 Introduction 

The econometric model is extended to a number of countries in this section. 
Quarterly data have been collected or constructed for 64 countries (counting 
the United States), and the model contains estimated equations for 43 
countries. The basic estimation period is 19581- 1981IV (96 observations). 
For equations that are relevant only when exchange rates are flexible, the 
basic estimation period is 197211- 198 IIV (39 observations). The theoretical 
basis of the model was discussed in Section 3.2. 

The model differs from previous models in a number of ways, and it will be 
useful to discuss these briefly here. First, linkages among countries with 
respect to exchange rates, interest rates, and prices appear to be more impor- 
tant in the present model than they are in previous models, which have been 
primarily trade linkage models. The LINK model (Ball 1973), for example, is 
of this kind, although some recent work has been done on making capital 
movements endogenous in the model. (See Hickman 1974, p. 203, for a 
discussion of this: see also Berner et al. I976 for a discussion of a live-country 
model in which capital flows are endogenous.) Second, the theory on which 
the model is based differs somewhat from previous theories. This has been 
discussed in Section 3.2. Third, the number of countries in the model is larger 
than usual, and the data are all quarterly. Considerable work has gone into the 
construction of quarterly data bases for all the countries. Some of the 
quarterly data had to be interpolated from annual data, and a few data points 
had to be guessed. The collection and construction of the data bases are 
discussed in subsequent sections. 

Finally, there is an important difference between the approach I have taken 
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and an approach like that of Project LINK. I alone have estimated small 
models for each country and then linked them together, rather than, as 
Project LINK has done, taking models developed by others and linking them 
together. The advantage of the LINK approach is that larger models for each 
country can be used, it is clearly not feasible for one person to construct 
medium- or large-scale models for each country. The advantage of the present 
approach, on the other hand, is that the person constructing the individual 
models knows from the beginning that they are to be linked together, and this 
may lead to better specification of the linkages. It is unlikely, for example, that 
the specification of the exchange rate and interest rate linkages in the present 
model would develop from the LINK approach. Whether this possible gain in 
the linkage specification outweighs the loss of having t0 deal with small 
models of each country is an open question. 

4.2.2 Further Theory 

The theoretical model as represented by (TI)-(T17) in Section 3.2.5 cannot 
be implemented in practice. The main problem is that data on bilateral 
financial flows do not exist. In other words, data on domestic holdings ofthe 
securities of a particular foreign country do not exist, and therefore equations 
like (T13) and (T14) cannot be estimated. Moreover, data on the breakdown 
of the savings of a country between private and government savings (S, and 
S@) do not always exist. These and other data problems make the transition to 
a multicountly econometric model particularly difficult. In order to make the 
transition here, a special case of the theoretical model must be considered. 
This special case is discussed in this section. Since this discussion is an 
extension of the discussion of the theoretical model in Section 3.2, the t 
subscript has been retained for the variables. In the discussion of the econo- 
metric model, which begins in Section 4.2.3, the t subscript has been dropped. 

Interest Rate Reaction Functions 

The two monetarypolicyvariables in theequation set (Tl)-(T17)(otherthan 
the discount rates RD and rd, which are not ofconcern here) are A, and a,, If 
these two variables are taken to be exogenous, the two interest rates, R, and r,, 
arc “implicitly” determined. An alternative to this treatment is to postulate 
interest rate reaction functions for both R, and r,: 

(T18) R, =/Td. .I, 

(Tl9) 6 =f& J> 
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where the arguments in the functions are variables that affect the monetary 
authorities’ decisions regarding the interest rates. In this case A, and a,, are 
endogenous. 

Exchange Rate Reaction Functions 

The policy variable most closely related to the exchange rate, e,, is Qz (or q,), 
country l’s (or country 2’s) holdings of the international reserve. If Q, is taken 
to be exogenous, e, is implicitly determined. An alternative to this is to 
postulate an exchange rate reaction function: 

(T20) e, =/A(. .b 
where the arguments in the function are variables that affect the authorities’ 
decisions regarding the exchange rate. In this case Q, is endogenous. 

Perjkt Substitutability and the Forward Rate 

The special case of the theoretical model used here includes the interest rate 
and exchange rate reaction functions. It also includes the assumption that the 
securities of the two countries are perfect substitutes. Perfect substitution is 
defined as follows. The covered interest rate from country I’s perspective on 
the bond of country 2, say r{, is (e,/F,)( I + rJ - I, where F, is the forward 
rate. If for R, = r,’ people are indifferent as to which bond they hold: the bonds 
will be defined to be perfect substitutes. In this case the equation system 
(TI)-(T17) is modified as follows. First, (T13) and (T14) drop out, since the 
private sector is now indifferent between the two bonds. Second. arbitrage will 
ensure that R, = r;, and thus a new equation is added: 

WI) R,=(e,/F,)(I+u,)-1. 

Third. the model is underidentified with respect to A,, A$, a,. and a$ and 
one of these variables must be taken to be exogenous. (This indeterminacy is 
analogous to the indeterminacy that arises in, say, a two-consumer, two-firm 
model in which the two consumers are indifferent between the goods pro- 
duced by the two firms. It is not possible in this model to determine the 
allocation of the two goods between the two consumers.) 

Equation (I’2 1) introduces a new variable, F,, into the model, and therefore 
its determination must be specified. If it is assumed that F, equals the expected 
future spot rate, one could try to estimate an equation explaining F,, where 
the explanatory variables would be variables that one believes affect expecta- 
tions. Instead of estimating an equation, one could assume that expectations 
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are rational and estimate the model under this constraint. If F, is determined 
in either of these two ways, it will be said to play an “active” role in the model. 

If Fis active. it is not possible to have R,, r,, and e, all implicitly determined 
or determined by reaction functions. Given (T2 I) and the equation for F, 
(implicit ifthere are rational expectations, explicit otherwise), only two ofthe 
three variables can be implicitly determined or determined by reaction 
functions. (Also, if& is active and exchange rates are fixed. it is not possible to 
have both R, and r, implicitly determined or determined by reaction func- 
tions.) An alternative case to F, being active is the case in which R,, r,, and e, 
are implicitly determined or determined by reaction functions and F, is 
determined by (72 1). In this case F, will be said to play a “passive” role in the 
model. Given R,, r,, and et, F, merely adjusts to ensure that the arbitrage 
condition holds. The special case ofthe theoretical model used here is based 
on the assumption that F, is passive. 

In summary, the special case ofthe theoretical model used here is based on 
the assumptions that (1) the interest rates are determined by reaction func- 
tions, (2) the exchange rate is determined by a reaction function, (3) the 
securities ofthe different countries are perfect substitutes, and (4) the forward 
rate is passive. The assumption that is most questionable in this choice is 
probably the assumption that e, is determined by a reaction function. The 
alternative assumption is that e, is implicitly determined, with reserves, Qz , 

being exogenous. In practice there is obviously some intervention of the 
monetary authorities in the exchange markets, and therefore this alternative 
assumption is also questionable. The assumption that et is determined by a 
reaction function means that intervention is complete: the monetary author- 
ity has a target e, each period and achieves this target by appropriate changes 
in Q,. This assumption may not, however, be as restrictive as it first sounds. 
The monetary authority is likely to be aware of the market forces that are 
operating on r, in the absence of intervention (that is, the forces behind the 
determination of e, when e, is implicitly determined), and it may take these 
forces into account in setting its target each period. If some ofthe explanatory 
variables in the reaction function are in part measures ofthese forces, then the 
estimated reaction function may provide a better explanation of r, than one 
would otherwise have thought. Similar arguments apply to the assumption 
that R, and r, are determined by reaction functions. 

The assumption that F, is passive means that the forward market imposes 
no “discipline” on the monetary authority’s choice of the exchange rate. 
Again, if the monetary authority takes into account market forces operating 
on r, in the absence of intervention, including market forces in the forward 
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market, and if the explanatory variables in the reaction function for e, are in 
part measures of these forces, then the estimated reaction function for e, may 
not be too poor an approximation. 

Given the assumption that F, is passive and given that F, does not appear as 
an explanatory variable in any of the equations, F, plays no role in the 
empirical model. For each country it is determined by an estimated version of 
the arbitrage condition, (T2 I), but the predictions from these equations have 
no effect on the predictions of any of the other variables in the model. 

Fi.ued Exchange Rates 

The assumption that F, is passive is not sensible in the case of fixed exchange 
rates: for most observations F, is equal to or very close to e, when e, is fixed. A 
different choice was thus made for the fixed rate case. This choice was 
designed to try to account for the possibility that the bonds of the different 
countries are not perfect substitutes as well as for the fact that F, is not passive. 
The procedure that was followed in the fixed rate case is as follows. The 
United States was assumed to be the “leading” country with respect to the 
determination of interest rates. Assume in the above model that the United 
States is country I. Consider the determination of r,, country 2’s interest rate. 
If exchange rates are fixed, bonds are perfect substitutes, and F, is equal to e,, 
then r, is determined by (T2 I) and is equal to R,. In other words, country 2’s 
interest rate is merely country l’s interest rate: country 1 sets the one world 
interest rate and country 2’s monetary authority has no control over country 
2’s rate. If the bonds are not perfect substitutes, (T21) does not hold and 
country 2’s monetary authority can affect its rate. If, however, the bonds are 
close to being perfect substitutes, then very large changes in a, will be needed 
to change r, very much. 

In the empirical work, interest rate reaction functions were estimated for 
each country, but with the U.S. interest rate added as an explanatory variable 
to each equation. If the bonds are close to being perfect substitutes. the U.S. 
rate should be the only significant variable in these equations and should have 
a coefficient estimate close to 1 .O. If the bonds are not at all close substitutes, 
the coefficient estimate should be close to zero and the other variables should 
be significant. The in-between case should correspond to both the US. rate 
and the other variables being significant. 

This argument about the U.S. rate in the interest rate reaction functions 
does not pertain to the flexible exchange rate case. One would thus not expect 
the interest rate reaction functions to be the same in the fixed and flexible rate 
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cases, and therefore in the empirical work separate interest rate reaction 
functions were estimated for each country for the fixed and flexible rate 
periods. The U.S. rate may still be an explanatory variable in the reaction 
functions for the flexible rate period. This would be, however, because the 
U.S. rate is one of the variables that affect the monetary authority’s interest 
rate decision, not because the U.S. rate is being used to try to capture the 
degree of substitutability of the bonds. 

Contrary to the case for the other countries, the U.S. interest rate reaction 
function was estimated over the entire sample period. This procedure is 
consistent with the assumption made above that the United States is the 
interest rate leader in the fixed rate period. If it is the leader, then it is not 
constrained as the other countries are, so there is no reason on this account to 
expect the function to be different in the fixed and flexible rate periods. 

Aggregalion 

The final issue to consider regarding the special case of the theoretical model 
is the level of aggregation. The private and government sectors have been 
aggregated together for this case, and thus there is only one sector per country. 
In this case the budget constraint for country 1 is the sum of (T5) and (T6): 

(T5)’ O=S,-AA,-e&z:-AQ,. 

.S, is equal to S,, + S,, AA, is equal to A& + AAA,, and the p subscript has 
been dropped from a: since it is now unnecessary. The budget constraint for 
country 2 is similarly the sum of (T7) and (T8): 

(T7)’ 0 = St - ~0, - $AA: - $~q,. 

Equations (T15) and (T16) are now written as follows: 

(TIS)’ O=A,+A; 

(T16)’ O=a,+a,f 

Consider now a further type of aggregation. Let AA,’ = AA, + e,An: + AQ, 

and Au,’ = Aa, + :AAf + $Aq,. In this notation (T5)’ and (T7)’ are 

(T5)” 0 = s, - AA:, 

(T7)” 0 = s, - Au:. 
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If one adds the first difference of (T15)‘. the first difference of (T16)’ 
multiplied by r,, and (T17) in Section 3.2.5. the result is 

(T17)’ 0 = AA: + e,Aa:. 

Equation (T 17)’ is redundant, given (T5) ” and (T7)“, because S, and s, satisfy 
the property that S, + CJ, = 0. 

This aggregation is very convenient because it allows data on A,’ and a,’ to 
be constructed by summing past values of S, and S, from some given base 
period values. Data on S, (the balance of payments on current account) are 
available for most countries, whereas data on A,. A,? a,, and a,* (that is, 
bilateral financial data) are generally not available. The cost of this type of 
aggregation is that capital gains and losses on bonds from exchange rate 
changes arc not accounted for. Given the current data, there is little that can 
be done about this. The key assumption behind this aggregation is that the 
securities of the different countries are perfect substitutes. If this were not so, 
(TI 3) and (T14) would not drop out, and bilateral financial data would be 
needed to estimate them. 

Final Equations 

To summarize, the special case of the theoretical model consists of the 
following equations: 

(TI)’ .S =.&I,(. .L [savings of country I] 

(T3)’ s, =.M. .L [savings of country 21 

(T5)” O=S,-AA;, [budget constraint of country I] 

(T7)” 0 = S, - Au;, [budget constraint of country 21 

(T18) R, =M. .L [interest rate reaction function of country I] 

(T19) r, =M. .L [interest rate reaction function of country 21 

(T20) e, =&(. .), [exchange rate reaction function] 

(T21) R, = (e,/F,)( 1 + r,) - 1. [arbitrage condition] 

This is the model that has guided the econometric specifications. 
It should finally be noted that although nothing has been said about the 

determination of S, and s, in this section, this determination is a critical part of 
the model. Equations (Tl)’ and (T3)’ are merely a convenient way of 
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summarizing part of the model. In the complete model S, and s, are deter- 
mined by definitions and are affected by nearly every variable in the model. 

4.2.3 Data Collection and Choice of Variables and Identities 

The discussion in this section relies heavily on the tables in Appendix B, 
located at the end of the book. It is assumed that these tables will have been 
studied carefully before this section is read. 

The Data and Variables (Tables B-l, B-2, B-7) 

The raw data were taken from two ofthe four tapes that are constructed every 
month by the International Monetary Fund: the International Financial 
Statistics (IFS) tape and the Direction ofTrade (DOT) tape. The way in which 
each variable was constructed is explained in brackets in Table B-2 of 
Appendix B. Some variables were taken directly from the tapes, and some 
were constructed from other variables. When “IFS’ precedes a number in the 
table, this refers to the variable on the IFS tape with that particular number. 
Some adjustments were made to the raw data, and these are explained in 
Appendix B. The main adjustment was the construction of quarterly Na- 
tional Income Accounts (NIA) data from annual data when the quarterly data 
were not available. Another important adjustment concerns the linking ofthe 
Balance of Payments data to the other export and import data. The two key 
variables involved in this process are S’ and TT”. The variable .S;* is the 
balance of payments on current account, and TTY is the value of net 
transfers. The construction of these variables is explained in Table B-7 in 
Appendix B. Most of the data are not seasonally adjusted. 

Note that two interest rates are listed in Table B-2. the short-term rate. RS,, 
and the long-term rate, RB,. For many countries only discount rate data are 
available for RS,, and this is an important limitation of the data base. The 
availability of interest data by country is listed in Table B-l in Appendix B. 

The variable Af in Table B-2, which is the net stock offoreign security and 
reserve holdings, was constructed by summing past values of s;” from a base 
period value of zero. The summation began in the first quarter for which data 
on S: existed. This means that the A: series is off by a constant amount each 
period (the difference between the true value of Af in the base period and 
zero). In the estimation work the functional forms were chosen in such a way 
that this error was always absorbed in the estimate of the constant term. It is 
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important to note that At measures only the net asset position of the country 
vis-ivis the rest of the world. Domestic wealth, such as the domestically 
owned housing stock and plant and equipment stock, is not included. 

The Identities (Table B-3) 

Table B-3 contains a list of the equations for country i. There are up to 11 
estimated equations per country, and these are listed first in the table. 
Equations 12-2 1 are definitions. This section provides a discussion of these 
equations except for the specification of the explanatory variables in the 
stochastic equations, which is discussed in Section 4.2.5. 

It will first be useful to consider the matching of the equations in Table B-3 
to the equations listed earlier at the end of Section 4.2.2. The level of savings 
of country i, which is represented by (Tl)’ or (T3)’ above, is determined by 
Eq. 17, a definition, in the table, As noted earlier, the level of savings, SF, is 
the balance of payments on current account. Almost every variable in the 
model is at least indirectly involved in its determination. Equation 17 states 
that ST is equal to export revenue minus import costs plus net transfers. 
Given SF, the asset variable At is determined by Bq, 18, which is analogous to 
(T5)” or (T7)” above. This is the budget constraint of country i. 

Equations 7a and 7b are the interest rate reaction functions, which are 
analogous to (T18) or (Tl9), and Eq. 9b is the exchange rate reaction 
function, which is analogous to (T20). The “a” indicates that the equation is 
estimated over the fixed exchange rate period, and the “b” indicates that it is 
estimated over the flexible rate period. Equation lob is an estimate of the 
arbitrage condition, (T2 1) above. The exchange rate e, explained by Eq. 9b is 
the average exchange rate for the period, whereas the exchange rate ee, in the 
arbitrage equation lob is the end-of-period rate. ee, is end-of-period because 
the forward rate, Fi, is also end-of-period. Equation 20 links e, to ee,, where 
v/ri in the equation is the historic ratio ofe, to (ee, + ee,_,)/2. wIi is taken to be 
exogenous. As noted in Section 4.2.2, F, plays no role in the model, and 
therefore neither does ee,. Equation lob is included in the model merely to 
see how closely the data meet the arbitrage condition. 

This completes the matching of the equations in Table B-3 to those at the 
end of Section 4.2.2. The other equations are as follows. Equation 1 deter- 
mines the demand for merchandise imports, and Eq. 14 provides the link 
from merchandise imports to total NIA imports. Equations 2 and 3 deter- 
mine the demands for consumption and investment, respectively. Equation 
16 is the definition for final sales. The level of final sales is equal to consump 
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tion plus investment plus government spending plus exports minus imports 
plus a discrepancy term. Government spending is exogenous. Exports are 
determined when the countries are linked together. The key export variable is 
X75$,, and Eq. 15 links this variable to NIA exports. Equation 4 determines 
production, and Eq. 12 determines inventory investment, which is the differ- 
ence between production and sales. Equation 13 defines the stock of invento- 
ries. Equation 5, the key price equation in the model, determines the GNP 
deflator. The other price equation in the model is Eq. 11, which determines 
the export price index as a function of the GNP deflator and other variables. 

Equation 6 determines the demand for money. Even though the money 
supply does not appear in the budget constraint of the country because it is 
netted out in the aggregation, it does appear as an explanatory variable in the 
interest rate reaction functions and thus must be explained. The money 
supply is netted out in the aggregation because foreign holdings of domestic 
money are effectively ignored by being included in Af. This had to be done 
because bilateral data on money holdingsdo not exist. Equation 8 determines 
the long-term interest rate, RB,. It is a standard term structure equation. 

Trade and Price Linkages (Table B-4) 

The trade and price linkages are presented in Table B-4. Table B-4 takes as 
input from each country the total value of merchandise imports in 75$, 
M75$A,, the export price index, KY;, and the exchange rate, e,. It returns for 
each country the total value of merchandise exports in 75$,X75$,, the import 
price index, Phfi, and the world price index, PI&‘&. These last three variables 
are used as inputs by each country. The model is solved for each quarter by 
iterating between the equations for each country in Table B-3 and the 
equations in Table B-4. 

Note from Table B-2 that the data taken from the DOT tape are merchan- 
dise exports from i to j in $, Xx$,. These data were converted to 75$ by 
multiplying Xx$, by e,l(e&‘XJ (see XX75$,Y in Table B-2). This could only 
be done, however, ifdata on e, and PXi existed. Type A countries are countries 
for which these data exist, and type B countries are the remaining countries. 
The share variable aji that is used in Table B-4 is defined in Table B-2. or,[ is the 
share of i’s total merchandise imports from type A countries imported from j 
in75$. IfjisatypeBcountry, thena,iszero.Given thedefinitionofM75$A, 
in Table B-2, aji has the property thatZjtiji = I. Table B-4 deals only with type 
A countries. Total merchandise imports of a country from type B countries, 
M75$B, in Table B-2, is taken to be exogenous. 
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4.2.4 Treatment of Unobserved Variables 

Expectations 

As discussed earlier, an important expectational assumption in the multi- 
country model is that the forward rate is passive. No constraint has been 
imposed that it equals the expected future spot rate, and so in general this will 
not be true. It is not the case, for example. that the forward rate equals the 
future spot rate that the model predicts. 

As was the case for the US model, expectations are assumed to be ac- 
counted for by the use of current and lagged values as proxies for expected 
future values. Nothing different from the standard procedure discussed in 
Section 2.2.2 was done. 

The Demand Pressure Variable 

A demand pressure variable, denoted ZZ,, was used in the price equation for 
each country. It was constructed as follows. (Y, is real gross national product 
or real gross domestic product, and POP, is the level of population.) Log(Y,/ 
POPJ was first regressed on a constant, time, e three seasonal dummy 
variables, and the estimated standard error, SE,, and the fitted values, 
loglYi/POPi), from this regression were recorded. (The results from these 
regressions are presented in Table 4-l 3 later in the chapter.) A new series, 
(Yi/pOpJ*. was then constructed, where 

(4.38) (&)*=exp[,.+4.%]. 

ZZ, was taken to be 

ZZ, is similar to the demand pressure variable ZZ in the US model. In the 
US model ZZ is equal to (GNPR* - GNPR)/GNPR*, where GNPR* is 
constructed from peak-to-peak interpolations of the GNPR series. In the 
present case, (YJPOPJ * is not constructed from peak-to-peak interpolations 
but is instead a variable that is the antilog of a variable whose value each 
quarter is 4 standard erron greater than the value predicted by the regression 
of log ( Yi/POPi) on a constant. time, and three seasonal dummy variables. 
The use of4 standard errors in this construction is not critical; similar results 
would have been obtained had the number been, say, 2 or 3. To put it another 
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way, as is the case for the US model, the data are not capable of discriminating 
among different measures of demand pressure. 

4.25 Stochastic Equations for the Individual Countries 
(Tables 4-1 through 4-13) 

The estimated equations for the individual countries are presented in Tables 
4-l through 4-13. Equations I, 2, 4, 5, 6, and 8 were estimated by 2SLS for 
most countries; the other equations were estimated by OLS. The estimation 
technique for each equation is indicated in the tables. The first-stage regres- 
sors that were used for each equation estimated by 2SLS are not presented in 
this book, since this would take up too much space. (The list of these 
regressors is available from the author upon request.) The selection criterion 
for the first-stage regressors was the same as that used for the US model, which 
is explained in Chapter 6. Briefly, the main predetermined variables in each 
country’s model were chosen to constitute a”basic” set for that country, and 
other variables were added to this set for each individual equation. The 
variables that were added depended on the RHS endogenous variables in the 
equation being estimated. 

All equations except 10b and I1 were estimated with a constant and three 
seasonal dummy variables. To conserve space. the coefficient estimates of 
these four variables are not reported in the tables. Data limitations prevented 
all equations from being estimated for all countries and also required that 
shorter sample periods from the basic period be used for many countries. The 
main part of the model, excluding the United States, consists of the countries 
Canada through the United Kingdom. 

The searching procedure for the stochastic equations was as follows. 
Lagged dependent variables were used extensively to try to account for 
expectational and lagged adjustment effects. Explanatory variables were 
dropped from the equations if they had coefficient estimates of the wrong 
expected sign. In many cases variables were left in the equations if their 
coefficient estimates were of the expected sign even if the estimates were not 
significant by conventional standards. There is considerable collinearity 
among many of the explanatory variables. especially the price variables, and 
the number of observations is fairly small for equations estimated only over 
the flexible exchange rate period. Many of the coefficients are thus not likely 
to be estimated very precisely, and this is the reason for retaining variables 
even if their coefficient estimates had fairly large estimated standard errors. 

Both current and one-quarter-lagged values were generally tried for the 
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explanatory price and interest rate variables, and the values that gave the best 
results were used. Similarly, both the short-term and long-term interest rate 
variables were tried, and the variable that gave the best results was used. A 
number of the equations were estimated under the assumption of first-order 
serial correlation of the error term. ) in the tables denotes the estimate of the 
serial correlation coefficient. 
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Subject to data limitations. the specification of the stochastic equations 
follows fairly closely the specification of the equivalent equations in the US 
model. When it does not, this will be noted. The asset variable, A,?, is an 
important explanatory variable in a number of the equations, and one should 
be aware of its limitations. As noted earlier, this variable measures only the 
net asset position of the country vis-a-vis the rest of the world; it does not 
include the domestic wealth ofthe country. Also, its value for each country is 
offby a constant amount, and this required a choice for the functional form of 
the variable in the equations that one might not have chosen otherwise. 

The following subsections present a brief discussion of the results in each 
table. For a complete picture ofthe results, the tables should be read carefully 
along with the discussion. 

The 40 Demandfor-Import Equations (Table 4-I) 

Equation 1 explains the real per-capita merchandise imports ofcountry i. The 
explanatory variables include the price of domestic goods, the price of 
imports, the interest rates, per-capita income, and the lagged value of real 
per-capita assets. The variables are in logarithms except for the interest rates 
and the asset variable. These demand-for-import equations are similar to the 
demand-for-import equation in the US model, Eq. 27; the main differences 
are that Eq. 27 is not in log form and that the asset variable was not found to 
be significant for the United States and was thus dropped from the equation. 
The log versus linear difference is not important in that similar results would 
have been obtained had the US equation been in log form or the present 
equations in linear form. 

The results in Table 4- 1 seem fairly good. Most of the variables appear in 
the equations for the first 18 countries (Canada through Spain). The two price 
variables (log PY, and log PM;) are expected to have coefficients of opposite 
signs and of roughly the same size in absolute value, and this was generally 
found to be the case. For the oil exporting countries Nigeria, Saudi Arabia, 
and Venezuela, the asset variable is highly significant. This means that as 
assets increase during rises in oil prices, the countries are predicted to increase 
their demand for imports, which then lessens their buildup of assets. 

The 38 Consumption Equations (Table 4-2) 

Equation 2 explains real per-capita consumption. The explanatory variables 
include the interest rates, real per-capita income, and the lagged value of real 
per-capita assets. The use of income as an explanatory variable in the 
consumption equations is inconsistent with the theoretical model of house- 
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hold behavior in Chapter 3. Ifa household is choosing consumption and labor 
supply to maximize utility, income is not the appropriate variable to use in 
the consumption equation. This procedure can be justified, however, if 
households are always constrained in their labor supply decision, and this is 
what must be assumed here. This is an important difference between the US 
model and the models of the other countries. 

The results in Table 4-2 show that the interest rate and asset variables 
appear in most of the equations through the equations for Spain. It thus 
appears that interest rate and wealth effects on consumption have been picked 
up, as well as the usual income effect. 

The interest rate variables in both the import and consumption equations 
are nominal rates. As was done in the estimation of the consumption equa- 
tions for the US model. various proxies ofexpected future inflation rates were 
added to the equations (in addition to the nominal interest rate) to see if their 
coefficient estimates had the expected positive sign. The proxies consisted of 
various weighted averages of current and past inflation rates. As in the US. 
case. the results were not very good, which again may be due to the difficulty 
of measuring expected future inflation rates. More attempts of this kind 
should be made in future work, but for present purposes the nominal rates 
have been used. 

The 23 Investment Equations (Table 4-3) 

The explanation of investment is complicated by the fact that capital stock 
data were not constructed for the countries. (No benchmark capital stock data 
were available from the IFS tape.) This means that the specification of the 
investment equation for the US model, which relied on measures of the 
capital stock and of the amount of excess capital on hand, could not be used. 
What was done instead was to specify an investment equation that did not 
require a measure of the capital stock. The equations are as follows: 

(4.40) K,--k;_,=I,-DEP,, 

(4.41) DEP, = &, + p,t: 

(4.42) K: = a,Y(-, + cuJ_, + (YJ-) + wJ-~, 

(4.43) (K, - K;_,)* = A,(K: -K;-,), 0 <A, 5 1, 

(4.44) I:=(K,--K;_,)*+DEP;, 

(4.45) I, - I,_, = ,x*(1: - Ii_,), O<&Cl 
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where Ki is the actual value of the capital stock, I, is gross investment, DEP, is 
depreciation, Y, is the level of output, K: is the desired value of the capital 
stock, (K, - K,_,)* is desired net investment. and IT is desired gross invest- 
ment. 

Equation (4.40) is a definition: the change in the capital stock equals gross 
investment minus depreciation. In the absence of data on depreciation, it is 
assumed in (4.41) that depreciation is simply a function of a constant and 
time. The desired capital stock in (4.42) is assumed to be a function ofthe past 
four values of output; the past output values are meant as proxies for expected 
future values. Desired net investment in (4.43) is some fraction 1, of the 
difference between the desired capital stock and the actual capital stock ofthe 
previous period. Desired gross investment in (4.44) is equal to desired net 
investment plus depreciation. Equation (4.44) is the same as the definition 
(4.40) except that it is in terms ofdesired rather than actual values. The actual 
change in gross investment in (4.45) is some fraction i; of the difference 
between desired gross investment and actual gross investment of the previous 
period. 

This specification is in the spirit ofthe theoretical model offirm behavior in 
Chapter 3 in the sense that the lagged adjustment equations (4.43) and (4.45) 
are meant to reflect costs of adjustment. It seems likely that & will be much 
larger than A,, and it may in fact be one, which would mean that there are no 
adjustment costs with respect to changing gross investment. 

Combining (4.40)-(4.45) yields the following equation to estimate: 

If & = I, the lagged dependent variable, AZi-I, drops out of the equation. If 
p, > 0, the coefficient oft is positive, and if & > 0 and /?, > 0, the constant 
term in the equation is positive. With respect to the stochastic specification, if 
an error term u, is added to (4.49, then the error term in (4.46) is u, - u,_, 
This means that the error term in (4.46) will be negatively serially correlated 
unless u, is first-order serially correlated with a serial correlation coefficient 
greater than or equal to one. Note that by taking first differences the capital 
stock variable has been eliminated from (4.46). 

The estimates of (4.46) are presented in Table 4-3 for 23 countries. (All 
these equations were estimated by OLS because there are no RHS endoge- 
nous variables.) All the estimates of the constant terms are positive. For most 
countries the estimate of the coefficient of AZi_, was small and insignificant, 
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and for most countries the variable wasdropped. This means that the estimate 
of ,& is one for most countries. All the estimates of the coefficient of I,-, are 
negative, as expected. The implied estimate of& ranges from .03 1 for Spain to 
.3 17 for Argentina. Most of the equations showed little evidence of serial 
correlation of the error term, which means that the error term in (4.45) has a 
high degree of positive serial correlation. The results for five countries showed 
enough evidence of negative serial correlation to warrant estimating the 
equations under the assumption of first-order serial correlation. 

The output terms were left in the equations if their coefficient estimates 
were positive. There is generally a high degree of collinearity among the 
terms, and thus the coefficient estimates for the individual output terms are 
generally not very precise. 

Although the results in Table 4-3 look reasonable, the results in general of 
estimating the investment equation are at best fair. There are two main 
problems: the first is that reasonable results could be found for only 23 
countries; the second is that the results are highly sensitive to whether or not 
the current change in output, A Y, , is included in the equation. Ifthe term 0~~ Y, 
is included in (4.42), so that the desired capital stock is also a function of the 
current level of output, then the term ,lJ,c@Y, is included in (4.46). When 
AY, was included in the estimated equations, its coefficient estimate seemed 
much too large and the other coefficient estimates were substantially changed. 
Even though most of the equations were estimated by 2SLS, there still 
appeared to be substantial amounts of simultaneity bias. This problem 
existed almost without exception across the countries. In the end the decision 
was made to drop AY, from all the investment equations, but this lack of 
robustness is not an encouraging feature of the results. 

The 13 Production Equations (Table 4-4) 

Equation 4 explains the level of production. It is based on the same three 
equations that were used for the US model-(4.22), (4.23), and (4.24). These 
equations are repeated here. 

(4.22) v* = fix, 

(4.23) Y*-Xfa(V- V-J. 

(4.24) Y-Y_,=A(Y*-Y-,), 

Combining the three equations yields 

(4.25) Y=A(l +rug)x-~v_,+(I -,QY_,, 

which is the equation estimated. 
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The results of estimating (4.25) for I3 countries are presented in Table 4-4. 
The implied values of A, 01, and ,Lf are presented along with the actual 
coetftcient estimates. The estimates of L range from 53 for Austria to .97 for 
Denmark. (2 is I .O for Finland because Yi-, was dropped from the equation; 
this variable was dropped because its coefficient estimate was highly insignifi- 
cant.) The estimates ofa range from ,029 for Spain to I75 for Korea. The fact 
that the estimates of J. are much larger than the estimates of 01 implies that 
production adjusts much faster to its desired level than does the stocky of 
inventories. Serial correlation of the error terms is quite pronounced in most 
of the equations. 

Equation 4 is essentially an inventory investment equation, and these types 
of equations are notoriously difficult to estimate. Reasonable results were 
obtained for the 13 countries in Table 4-4, but only for these 13. Estimating 
the equation for other countries led to unreasonable implied values ofat least 
one ofthe three coefficients, i., a, and p. As with the investment results in the 
previous subsection, the production results must be interpreted with caution, 
although there is no equivalent problem here to the robustness problem 
encountered in the estimation of the investment equation. 

The 36 Price Equations (Table 4-5) 

Equation 5 explains the GNP deflator. It is the key price equation in the 
model for each country. The two main explanatory variables in the equation, 
aside from the lagged dependent variable, are the price of imports, PM,, and 
the demand pressure variable, 22,. Equation 5 is similar to the price equation 
for the US model, Eq. 10 in Table A-5: the main difference is that Eq. 10 
includes the wage rate, which Eq. 5 does not. Sufficient data on wage rates do 
not exist to allow a wage equation to be estimated along with a price equation. 

The results of estimating Eq. 5 for 36 countries are presented in Table 4-5. 
It is clear from the results that import prices have an important effect on 
domestic prices for most countries. The import price variable appearsin 34 of 
the 36 equations with the expected positive sign. The demand pressure 
variable appears in the equation for most of the first 18 countries. Serial 
correlation of the error term is not a problem for most countries, and in 
general the results seem good. 

The 26 Dmandfor-Money Equations (Table 4-61 

Equation 6 explains the per-capita demand for money. Both the interest rate 
and the income variables are generally significant in this equation. For all 
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countries except Austria and Sweden, the estimated coefficient of the interest 
rate variable is of the expected negative sign. 

The per-capita money and income variables in Table 4-6 are nominal 
rather than real. This is contrary to the case for the money and income 
variables in the demand-for-money equations in the US model, which are in 
real terms. Some experimentation was done for the other countries using real 
variables, but on average the results did not seem to be as good. One of the 
reasons for this may be errors of measurement in the price deflators. More 
experimentation should be done in future work, but for present purposes the 
results in Table 4-6 seem reasonably good. 

The Interest Rate Reaction Functions: 23 under Fixed Exchange Rates and 
20 under Flexible Exchange Rates (Table 4-7 and 4-8) 

The candidates for inclusion as explanatory variables in the interest rate 
reaction functions are variables that one believes may affect the monetary 
authorities’ decisions regarding short-term interest rates. In addition, the U.S. 
interest rate may be an important explanatory variable in the equations 
estimated over the fixed exchange rate period if bonds are close substitutes. 
The variables that were tried include (1) the lagged rate of inflation, (2) the 
lagged rate of growth of the money supply, (3) the demand pressure variable, 
(4) the change in assets, (5) the lagged rate of change of import prices, (6) the 
exchange rate (Eq. 7b only), and (7) the German interest rate. The form of 
the asset variable that was tried is A:/(PYiPOPi). Except for division by 
PYiPOPi, the change in this variable is the balance of payments on current 
account. For some countries. depending on the initial results, the current and 
one-period-lagged values were entered separately. It may be that the mone- 
tary authorities respond in part to the level ofassets and in part to the change, 
and entering the current and lagged values separately will pick this up. 

The results of estimating Eqs. 7a and 7b are presented in Tables 4-7 and 
4-8. Although the equations are estimated over fairly small numbers of 
observations because of the breaking up of the sample periods, many of the 
explanatory variables appear in the equations and many are significant. The 
overall results provide fairly strong support for the proposition that monetary 
authorities in other countries “lean against the wind.” This conclusion is 
consistent with the results for the US model. The U.S. interest rate, as 
expected, is a more important explanatory variable in the fixed exchange rate 
period than it is in the flexible rate period. The variable that is least significant 
in Tables 4-7 and 4-8 is the lagged growth of the money supply. Contrary to 
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the case for the United States, especially in the Volcker regime, the monetary 
authorities of other countries do not appear to be influenced very much in 
their setting of interest rate targets by the money supply growth itself. In other 
words, money supply growth does not appear to provide independent explan- 
atory power for the interest rate setting behavior of most countries, given the 
other variables in the equations. 

The 17 Term Structure Equations (Table 4-9) 

Equation 8 is a standard term structure equation. The current and lagged 
short-term interest rates in the equation are meant to be proxies for expected 
future short-term interest rates. This is the same equation as the one that was 
estimated for the bond and mortgage rates in the US model (Eqs. 23 and 24 in 
Table A-5). The results of estimating equation 8 for 17 countries are presented 
in Table 4-9. The 17 countries are the ones for which data on a long-term rate 
exist. The current short-term rate is significant for all countries except 
Portugal and New Zealand. In general, the results indicate that current and 
lagged short-term rates affect long-term rates. 

The 22 Exchange Rate Equations (Table 4-10) 

Equation 9b explains the spot exchange rate. Candidates for inclusion as 
explanatory variables in this equation are variables that one believes affect the 
monetary authority’s decision regarding the exchange rate. If, as mentioned 
in Section 4.2.2, a monetary authority takes market forces into account in 
choosing its exchange rate target, then variables measuring these forces 
should be included in the equation. The variables that were tried include (I) 
the price level of country i relative to the U.S. price level, (2) the short-term 
interest rate of country i relative to the US. rate, (3) the demand pressure 
variable of country i relative to the U.S. demand pressure variable, ZZ,, (4) 
the one-quarter-lagged value of the change in real per-capita net foreign assets 
of country i relative to the change in the same variable for the United States, 
and (5) the German exchange rate. 

The results of estimating Eq. 9b for 22 countries are presented in Table 
4-10. It is clear from the current literature on exchange rates that no one 
explanation of exchange rates has emerged as being obviously the best. 
Whether the current explanation as reflected in the results in Table 4- 10 turns 
out to be the best is clearly an open question. The sample period in the flexible 
exchange rate regime is still fairly short, and more observations are needed 
before much can be said. In general, the results in Table 4-10 do not seem too 
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bad. The German exchange rate is an important explanatory variable in the 
equations for the other European countries. which is as expected. The relative 
inflation variable appears in all but six of the equations, and it is the next most 
important variable after the German exchange rate and the lagged dependent 
variable. The next most important variable is the relative change in assets 
variable, which appears in half of the equations. (Note with respect to the 
relative change in assets variable in Table 4-10 that since AtA:_,/ 
(PYi_,POPi_,)] is in 1975 local currency, the respective variable for the 
United States must be multiplied by the 1975 exchange rate, e,,, , to make the 
units comparable.) The relative interest rate variable and the relative demand 
pressure variable are ofabout equal importance, each appearing in 9 ofthe 22 
equations. 

Since the LHS variable is the log of the exchange rate, the standard errors 
are roughly in percentage terms. The standard errors for many European 
countries are very low- in a number of cases less than 2.0 percent -but this 
is misleading because of the inclusion of the German exchange rate in the 
equations. A much better way of examining how well the equations fit is to 
solve the overall model; the results ofdoing this are presented and discussed in 
Section 8.6. The standard error for the German equation in Table 4-10 is 3.94 
percent, and the standard error for the Japanese equation, which does not 
include the German rate as an explanatory variable, is 3.60 percent. These 
errors do not seem bad, given the variability of exchange rates, but again one 
should wait for the results of solving the overall model. 

The signs of the estimated effects are as follows. (Remember that an 
increase in the exchange rate is a depreciation and that all changes are relative 
to changes for the United States. Moreover, not all the effects operate for all 
countries). (I) An increase in a country’s price level has a positive effect on its 
exchange rate (a depreciation). (2) As real output in a country increases, the 
demand pressure variable ZZ, decreases, and a decrease in ZZ, leads to an 
increase in the exchange rate. Therefore, an increase in real output has a 
positive effect on the exchange rate (a depreciation). (3) An increase in a 
country’s short-term interest rate has a negative effect on its exchange rate (an 
appreciation). (4) An increase in a country’s net foreign assets has a negative 
effect on its exchange rate (an appreciation). 

The 13 Forward Rate Equatioar (Table 4-11) 

Equation IOb is the estimated arbitrage condition. Although this equation 
plays no role in the model, it allows one to see how closely the quarterly data 
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match the arbitrage condition. The results are presented in Table 4-l 1. Ifthe 
arbitrage condition were met exactly, the coefficient estimates of log ee, and 

(1 + RS;/lOO) 
a log (I + R&/100) 

III the table would be 1 .O. and the fit would be perfect. 

As can be seen, the results do indicate that the data are consistent with the 
arbitrage condition, especially considering the poor quality of some of the 
interest rate data. 

The 32 Export Price Equations (Table 4.12j 

Equation 11 provides a link from the GNP deflator to the export price index. 
Export prices are needed when the countries are linked together (see Table 
B-4 in Appendix B). If a country produced only one good, then the export 
price would be the domestic price and only one price equation would be 
needed. In practice, of course, a country produces many goods, only some of 
which are exported. If a country is a price taker with respect to its exports. 
then its export prices would just be the world prices ofthe export goods. To try 
to capture the in-between case where a country has some effect on its export 
prices but not complete control over every price, the export price index was 
regressed on the GNP deflator and a world price index. 

The world price index, PW$,, isdefined in Table B-2 ofAppendix B. It is a 
weighted average of the export prices (in dollars) of the individual countries. 
Type B countries and oil exporting countries (countries 26 through 35) are 
excluded from the calculations. The weight for each country is the ratio of its 
total exports to the total exports of all the countries. The world price index 
differs for different countries because the individual country is excluded from 
the calculations for itself. 

Since the world price index is in dollars, it needs to be multiplied by the 
exchange rate to convert it into local currency before being used as an 
explanatory variable in the export price equation for a given country. (The 
export price index explained by Eq. 11 is in local currency.) For some 
countries, depending on the initial results, this was done, but for others the 
world price index in dollars and the exchange rate were entered separately. 

The results ofestimating Eq. 11 are presented in Table 4- 12. They show, as 
expected, that export prices are in part linked to domestic prices and in part to 
world prices. Serial correlation of the error term is quite pronounced in nearly 
all the equations. It should be kept in mind that Eq. 1 I is meant only as a 
rough approximation. If more disaggregated data were available, one would 
want to estimate separate price equations for each good, where some goods’ 





- 



194 
M

acroeconom
etric M

odels 





196 Macroeconometric Models 

prices would be strongly influenced by world prices and some would not. This 
type of disaggregation is beyond the scope of the present model. 

The world price index for each country, PW$,, is an endogenous variable 
in the model because it is a function of other countries’ export prices, which 
are endogenous. 

4.2.6 The 2,388 Trade Share Equations 

The variable to be explained in this section isoj,, the share ofcountry i’s total 
merchandise imports from type A countries imported from country j(in units 
of 75$). (The I subscript has been used for the discussion in this section.) Type 
A countries are countries for which data on exchange rates and on export 
prices exist. These data, as can be seen in Table B-2, are needed to construct 
ojir. There are 47 type A countries out of the total of 64. The oji, obey the 
property that &,&jit = 1, where the summation is over type A countries. The 
data are quarterly, and t mm from 197 11 through 198 1 IV for a total of 44 
observations per ji pair. 

One would expect cujiI to be a function ofcountryj’s export price relative to 
an index of export prices of all countries that export to country i. The 
empirical work consisted of trying to estimate the effects of relative prices on 
trade shares. A separate equation was estimated for each ji pair, which is the 
following: 

pxsj* 
+ he &&*i~x$w + uji,, t= 1, ,44. 

Dl,, D2,, and 03, are seasonal dummy variables. PA’%, is the price index of 
country j’s exports, and &,aki,PX&, is an index of all countries’ export 
prices, where the weight for a given country k is the share of country k’s 
exports to country iin the total imports ofcountry i. The notation /ozA means 
that the summation is only over type A countries. 

If equations for all ji pairs had been estimated, there would have been a 
total of 47 X 64 = 3,008 estimated equations. In fact, only 2,388 equations 
were estimated. Data did not exist for all pairs and all quarters, and if fewer 
than 21 observations were available for a given pair, the equation was not 
estimated for that pair. In a few cases observations were excluded from a 
particular regression because they were extreme; these observations were 
primarily at the beginning and end of the sample period. It seemed likely in 
these cases that measurement error was a serious problem, and this was the 
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reason for excluding the observations. The extreme observations were chosen 
from an examination of the plot of each dependent variable over its potential 
sample period. About 300 equations had one or more observations excluded 
by this procedure. Almost all these equations were for ji pairs where neither j 
nor i was an industrialized country. 

I wrote a special computer program to estimate the 2,388 equations, since 
the use ofa package program for this purpose would have been unwieldy. The 
total time to estimate the equations on an IBM 434 1 was about I .5 minutes. 

It is not practical to present all 2,388 estimates of each coefficient, and 
therefore only a summary of the estimates is given. This summary is pre- 
sented in Table 4-14. The main coefficient ofinterest ispjiG, the coefficient of 
the relative price variable. The significance of the estimate of this coefficient is 
reported first in the table. Considering all countries, 72.0 percent of the 
estimates were of the correct sign: 2 1.9 percent were of the correct sign and 
had t-statistics greater than or equal to 2.0; and 46.2 percent were of the 
correct sign and had t-statistics greater than or equal to 1 .O. These numbers 
are somewhat higher for the first 15 countries alone, which are the main 
countries in the model. Considering all countries, 3.0 percent were of the 
incorrect sign and had t-statistics greater than or equal to 2.0, and 10.2 
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percent were of the incorrect sign and had t-statistics greater than or equal to 
1 .O. These numbers are lower for the first 15 countries. 

These results seem to provide some support for the hypothesis that relative 
prices affect trade shares. The estimates are not very precise, which is at least 
partly explained by the fairly small number of observations per estimated 
equation. One would hope for more precise estimates in the future as more 
observations become available. 

Results on the average size ofthe coefficient estimates are presented in the 
second halfofTable 4-14. For these results only the estimates with the correct 
sign are used. Both weighted and unweighted estimates are reported in the 
table. The weights are the means of the LHS variable in the estimated 
equations. normalized to add to 1 .O. The term @&( I - &) is the estimated 
long-run effect of relative prices on trade shares. &s is the coefficient estimate 
of the lagged dependent variable. The short-run estimates vary from -.OlOO 
to - .0740, depending on the weighting, and the long-run estimates vary from 
-.0316 to-.2184. 

The trade share equations with the wrong sign for& were not used in the 
solution of the model. Instead, the equations were reestimated with the 
relative price variable omitted, and these new equations were used. This 
means that aji, is simply determined by a first-order autoregressive equation if 
/$, is of the wrong sign for the particular ji pair. 

It should also be noted regarding the solution of the model that the 
predicted values of tijic, say, Gji,, do not obey the property that Xjtihji, = 1. 
Unless this property is obeyed, the sum of total world exports will not equal 
the sum of total world imports. For solution purposes each gjif was divided by 
Zjti&, and this adjusted figure was used as the predicted trade share. In other 
words, the values predicted by (4.44) were adjusted to satisfy the requirement 
that the trade shares sum to one. The overall solution of the MC model is 
discussed in Section 7.5.2. 


