9 Evaluating Static and Dynamic Properties

9.1 Introduction

A useful way of examining the properties of a model is to consider how the
predicted values of the endogenous variables change when one or more
exogenous variables are changed. This exercise is usually called multiplier
analysis, although the use of the word *“multiplier” is somewhat misleading.
The output that one looks at from this exercise does not have to be the change
in the endogenous variable divided by the change in the exogenous variable; it
can merely be, for example, the change or percentage change in the endoge-
nous variable itself. Indeed, if more than one exogenous variabie has been
changed, there is no obvious thing to divide the change in the endogenous
variable by. The form of'the output that is examined depends on the nature of
the problem, and thus the word “multiplier” should be interpreted in a very
general way,

The procedure that is usually used to compute multipliers is discussed in
Section 9.2. It is based on the use of deterministic simulations. An alternative
procedure, which is based on the use of stochastic simulations, is discussed in
Section 9.3. The main advantage of using stochastic simulations is that it also
allows standard errors of the multipliers to be estimated. Given the obvious
importance of knowing how much confidence to place in the results from any
given policy experiment in a model, the ability to estimate standard errorsisa
significant advantage. Results for the US model are discussed in Section 9.4,
and results for the MC model are discussed in Section 9.5.

9.2 Use of Deterministic Simulations

Let x7 denote a “base” set of exogenous variable values for period ¢, and let
x? denote an alternative set. In most applications the base values are the
" actual values, although this is not always true. If, for example, the prediction
period is beyond the end of the data, the base values must be guessed values.
Assume that the prediction period begins in period 7 and is of length T~ Given
{1) the initial conditions as of the beginning of period ¢, (2) the coefficient
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estimates, (3) a set of exogenous variable values for the entire penod, and (4)
values of the error terms for the entire period (usually zero), the predicted
values of the endogenous variables can be computed using the Gauss-Seidel
technique. Let 72, denote the k-period-ahead predicted value of endogenous
variable 7 from the simulation that uses x%,,.., (k= 1,2, . . ., T) for the
exogenous variable values, and let $2, denote the predicted value from the
simulation that uses x%,,_, (k =1,2,...,7) The difference between the
two predicted values, denoted J,,., is an estimate of the effect on the endoge-
nous variable of changing the exogenous variables:

(9.1) du = Vi — P

If only one exogenous variable is changed, then 3,,k is sometimes divided by
this change when results are presented. If, say, the exogenous \:ariable 15 a
government spending variable and the change is 5 billion dollars, d,, would be
divided by 5. This procedure is generally followed only if the particular
endogenous variable is in the same units as the exogenous variable. For
example, if the endogenous variable is GNP in billions of dollars and the
exogenous variable is government spending in billions of dollars, then &,
divided by the change in government spending is an estimate of how much
GNP changes for a one-billion-doliar change in government spending.

5,»,k is sometimes simply divided by 9%, which converts the change into a
percentage change. This percentage change may then be divided by some-
thing else, where the something else is problem-specific. Examples of this
procedure are presented in Sections 9.4 and 9.5,

The error terms are generally set equal to their expected values for the
simulations, where the expected values are almost always zero. For linear
models it makes no difference what values are used as long as the same values
are used for both simulations. For nonlinear models the choice does make a
difference, and in this case the choice of zero values has some problems
associated with it, Consider, for example, a model in which inflation responds
in a very nonlinear way to the difference between actual output and some high
activity level of output: inflation accelerates as output approaches the high
activity level. Consider now a peried in which output is close to the high
activity level, and consider an experiment in which government spending is
increased. This experiment should be quite inflationary, but this will not
necessarily be the case if the model is predicting a much lower level of cutput
than actually existed. In other words, if the model is predicting that output is
not close to the high activity level when in fact it is, the inflationary conse-
quences of the policy change will not be predicted very well.
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There is an easy answer to this problem if the simulation period is within
the period for which data exist, which is simply to use the actual (historical)
values of the error terms rather than the zero values. By “actual” in this case is
meant the values of the estimated residuals that result from the estimation of
the equations. If these values are used and if the actual values of the exoge-
nous variables are used, the simulation will result in a perfect fit. As the
Gauss-Seidel technique passes through the model, each stochastic equation
results in a perfect fit. The identities also fit perfectly, and therefore one pass
through the equations will simply give back the actual values. (This assurnes
that the actual values are used as starting values. If this is not the case, the
technique will require more iterations to converge to the actual values.) This
solution will be called the “perfect tracking™ solution. Once the residuals are
added to the equations, they are never changed. The same set of values is used
for all experiments.

If the actual values of the error terms are used, the problem regarding the
response of inflation to output does not exist. The model predicts the actual
data before any policy change is made. Note that this procedure is also not
inconsistent with the statistical assumptions of the model, since the error
terms are assumed to be uncorrelated with the exogenous and lapged endoge-
nous variables. This procedure cannot be followed if the simulation period is
beyond the end of the data. In this case no historical residuals are available,
and therefore other values, such as zero, must be used.

The use of the actual values of the error terms has the advantage that only
one simulation needs to be performed per policy experiment. 7, is simply the
actual value of the variable, and thus a simulation is only needed to get j#%,.

8.3 Use of Stochastic Simulations

For nonlinear models ci-,k in {9.1} is not an unbiased estimate of the change
because the predicted values are not equal to the expected values. This does
not, however, seem to be an important problem in practice (see Section 7.3),
and so if one were only interested in estimates of the changes, it seems
unlikely that stochastic simulation would be needed. The main reason for
using stochastic simulation is to compute standard errors of J,,,, that is, to
estimate the uncertainty attached to the policy effects. The following is a
" discussion of a procedure that can be used to estimate standard errors of
multipliers.
Since multipliers for nonlinear models are a function of the error terms, the
treatment of the error terms must be considered. From the discussion in
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Section 9.2, the best possibility seems to be to use the actual values of the error
terms for all the simulations, where the base run is then simply the perfect
tracking solution. The other main possibility is to use zero values for the error
terms. Both possibilities will be considered in the description of the proce-
dure.

There are two sources of uncertainty of policy effects in models: one is from
the coefficient estimates, and the other is from the possible misspecification of
the model. Unlike the procedure in Chapter 8, the present procedure does not
account for the possible misspecification of the model. The estimated stan-
dard errors are based on the assumption that the model is correctly specified.
This is a sericus limitation, but the guestion of how to handle misspecifica-
tion effects is still open.

The uncertainty from the coefficient estimates is estimated by drawing
alternative sets of coefficients from an estimated distribution. Asin Chapter 7,
let N(&, V) be the distribution of the coefficient estimates, and let a* be a
draw from this distribution. The steps of the procedure for the case in which
the actual values of the error terms are used are the following.

1. Draw «*, and for this draw compute the values of the error terms in the

stochastic equations over the prediction period. Let u* denote these

values,
2. Given a*, u*, and the base set of exogenous variable values (x?,,_,,
k=1,2,...,7) solve the model. Let i denote the k-period-ahead

predicted value of variable i from this solution, If the exogenous variable
values are the actual values, this solution does not have to be performed
because it is merely the perfect tracking solution.

3. Given a*, u*, and the alternative set of exogenous variable values

(xtrey, k=12, .. ., T) solve the model. Let 7% be the k-period-
ahead predicted value of variable ¢ from this solution.
4. Compute

(92) 6{rk ¥ irfc yufr

3. Repeat steps 1 through 4 ./ times, where ./ is the desired number of trials.
6. Given tlr[e values from the J trials, compute the mean { §,,) and variance
(iﬁk) Of (sirk:

(9.3)  Gy= 2

1-1

AV
E (6&& — D).
=1

04 =

el



Evaluating Static and Dynamic Properties 305

If zero values of the error terms are used instead of the actual values, step |
merely consists of drawing a*. In this case the solution in step 2 must always
be performed because there is no perfect tracking solution. Otherwise the
steps are the same.

It is important to understand the computation of ¥* in step 1. These errors
are computed using the actual values of all the vanables in the stochastic
equations. For &, the actual vector of coefficient estimates, these errors are
simply the residuals from the estimated equations (assuming that the predic-
tion period is within the estimation period). For oo ® they are the residuals that
would exist if the coefficient estimates had been a* rather than &. It is
necessary to compute new values of the error terms for each draw to have each
base Tun be the perfect tracking solution.

One final point should be made about this procedure. Consider first the
case in which zero values of the error terms are used, where the zero values are
the expected values, In this case, for linear models & 7210 (9.2) is the difference
between two expected values. For nonlinear models there is the usual prob-
lem that the predicted values of the endogenous variables are not the expected
values. The bias in the nonlinear case could be corrected by computing both
7% and 7 using stochastic simulation. In other words, two stochastic
simulations could be performed for each pass through steps 1 -4, one in step 2
and one in step 3. This procedure is expensive, because it means that two
stochastic simulations are being performed within the overall stochastic
simulation represented by steps 1 —4. Given that the bias in the nonlinear case
seems small, these simulations are not likely to be necessary in most applica-
tions.

In the case in which ¥* is used, stochastic simulation in steps 2 and 3 could
aiso be performed. The errors in #* would be treated as exogenous variables,
and the errors that are drawn for the stochastic simulation would simply be
added 1o the stochastic equations inclusive of the errors in «*. The predicted
values computed by the stochastic simulation would be expected values
conditional on u*. In step 2 the predicted values would not be equal to the
actual values even if the actual values of the exogenous variables were used,
and therefore the solution in step 2 would always have to be performed.
Again, however, these stochastic simulations are not likely to be needed.

9.4 Properties of the US Model

The rest of this chapter consists of a discussion of the properties of the US and
MC models. The US model is discussed in this section, and the MC model is
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discussed in Section 9.5. This material provides both an example of the
application of the deterministic and stochastic simulation techniques that
were discussed in Sections 9.2 and 9.3 and a detailed description of the
properties of the models. For purposes of understanding the US and MC
models, this section and the next are the most important in the book.

9.4.1 General Remarks about the Properties

Because the theoretical model was used to guide the specification of the
econometric model, the qualitative properties of the two models are similar.
The properties of the theoretical model were examined by changing various
variables from a position of equilibrium, Although this is an artificial starting
point in the sense that the model never returns to equilibrium once it is
shocked, it is useful for learning about the propertics of the model. In
particular, it is easy to see how disequilibrium can occur as a result of
expectation errors and how multiplier reactions can take place. This artificial
environment cannot be set up for the econometric model, and the experi-
ments must be performed over an actual sample period.

The first quarter of the prediction period that is used for the results beiow,
19771, was not a high activity quarter. The unemployment rate was 7.5
percent; the labor constraint variable Z was considerably below §; and the
demand pressure variable ZZ was considerably above 0. (Remember that
skack times correspond to negative values of Z and positive values of ZZ: see
Egs. 97 and 98 in Table A-3,) This means that an ¢xpansionary policy action
beginning in this quarter is likely to increase real output and employment,
The main way in which this comes about is as follows (all equation numbers
refer to Table A-5 in Appendix A),

1. The level of sales of the firm sector (X) is increased, say by an increase in
government purchases of goods.

2. The firm sector responds by increasing production (Y): Eq. 11.

3. The increase in Y leads to an increase in plant and equipment investment
(IK;), jobs (J;), and hours per job (H): Eqs. 12, 13, and 14.

4. The increase in J and H leads to an increase in J/ and //* and then to an
increase in the labor constraint variable Z: Eqgs. 93, 96, and 97.

- 5. The increase n Z leads to an increase in consumption: Eqs. 1, 2, and 3.

6. The increase in plant and equipment investment and consumption in-
creases sales (Eq. 60}, which leads to a further increase in production, and
50 on,
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If the labor constraint variable is close to 0 and thus not very binding, the
expansionary effects in step 5 do not take place since Z will be changed very
little. Also, considerable inflation will result from any attempt at expansion
because the demand pressure variable will be small. (Values of the labor
constraint variable close 10 zero almost always correspond to small values of
the demand pressure variable.) In this situation the price level responds faster
initially than does the wage rate, and thus the real wage falls. The fall in the
real wage then has a negative effect on consumption and housing investment.

One of the key variables in the econometric model, as in the theoretical
model, is the short-term interest rate. The interest rate has important effects
on consumplion and housing investment, which in turn have important
effects on production, plant and equipment investment, and employment as
outlined in the steps above. If the interest rate reaction function is part of the
model, the interest rate will rise as an expansion takes place (the Fed “leans
against the wind"), which means that the expansion will not be as strong as it
would be if, say, the interest rate remained unchanged.

Four of the most important equations in the model are the three consump-
tion equations and the housing investment equation. If these are affected by a
policy change, this will affect sales, which then affects the economy in the
manner outlined above. The explanatory variables in these four equations
have been discussed extensively in Chapter 4; they include the price level, the
after-tax wage rate, the after-tax interest rate (either short-term or long-term},
nonlabor income, the initial value of wealth, and the labor constraint vari-
ablé:Nunlabor income and the initial value of wealth are the variables
through which transfer payments and dividends affect the economy. If, say,
transfer payments are increased, this increases nonlabor income, which
increases demand. An increase in nonlabor income also increases wealth to
the extent that not all of the income is spent in the current quarter. The
increase in wealth then has a positive effect on demand in the next quarter.

Thelink between cutput and the unemployment rate is not very tight in the
model. When output increases by a certain percentage, the number of jobs
increases by less than this percentage (Eq. 13). How much the number of jobs
increases depends in part on the amount of excess labor on hand, which varies
considerably over time. When the number of jobs increases, the number of
people holding two jobs increases {(Eq. 8), which means that the number of
‘new people employed increases by less than the number of new jobs (Eq. 85).
How much the number of people holding two jobs increases depends in part
on the value of the labor constraint variable, which also varies considerably
over time, Finally, when the number of jobs increases, the number of people
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in the labor force increases {(Eqs. 6 and 7), which means that the unemploy-
ment rate falls less than it otherwise would for the given increase in the
number of new people employed (Egs. 86 and 87). How much the number of
people in the labor force increases also depends on the value of the labor
constraint variable. Because of these three leakages, the unemployment rate
will drop less than the percentage change in output. Because the various
responses vary depending on factors such as the amount of excess labor on
hand and the value of the labor constraint variable, it seems quite unlikely
that the relationship between output and the unemployment rate will be
stable over time. The model thus does not obey Okun’s law.

There are a number of variables other than the demand pressure variable
that affect the price level (Eq. 10), and thus one would also not expect a stable
relationship between, say, the rate of inflation and the demand pressure
variable when they are simply plotted together on a graph. A stable relation-
ship is even less likely 1o exist between the rate of inflation and the unemploy-
ment rate because of the many factors that affect the labor force variables and
thus the unemployment rate. An important variable in the price equation is
the price of imports, which has a positive effect on prices.

Productivity defined as output per paid-for worker hour (Y//.H) is procy-
clical. When Y changes by a certain percentage, J.H, changes by less than
this percentage in the immediate quarter. The buffer for this is the amount of
excess labor held: as output falls, excess labor builds up, and vice versa. Other
things being equal, excess labor is gradually eliminated because it has a
negative effect on the demand for employment and hours. Similar considera-
tions apply to the amount of excess capital held. Excess capital is gradually
eliminated because it has a nepative effect on investment.

9.4.2 Estimated Effects for Eight Policy Actions
Construction of Tables 9-1 and 9-2

The procedure in Section 9.3 was used to estimate the uncertainty of eight
policy actions for the US model. The 2SLS estimates were used for these
results. The period for the policy actions was 19771- 19801V (16 guarters).
The eight policy variables that were changed (one at a time) are (1) C,,
government purchases of goods, (2) d,,, the personal income tax rate, (3) d,,,
the profit tax rate, (4) dy,, the indirect business tax rate, (5) d,, the employee
social security tax rate, (6) ds, the employer social security tax rate, (7}./,, the
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employment of the government, and (8) TR, the level of transfer payments
from the government to the household sector. All these variables are federal
government variables.

The change in C, from its actual value for each quarter was taken to be .25
percent of real GNP, GNPR. (GNPR is at an annual rate, whereas C, is at a
quarterly rate, and therefore the amount by which C, was changed each
period is .000625 - GNPR.) C, was changed for each of the 16 quarters, not
just the first, and the amount by which it was changed varied because GNPR
varied. Remember that the change is from the actual value for the quarter; it is
not the change from quarter to quarter. The results for this experiment are
presented first in Table 9-1 for each endogenous vaniable. The effects on five
endogenous variables are presented in the table: real GNP, the GNP deflator,
the unemployment rate, the bill rate, and the money supply. The values in the
0 rows are the estimated effects from a deterministic simulation; the values in
the a rows are the estimated effects from a stochastic simulation; and the
values in the b rows are the estimated standard errors computed from the
stochastic simulation. The actual values of the error terms were used for both
sirnulations, and therefore the base run for both simulations was the perfect
tracking solution. The number of trials for each experiment was 50.

The units of the results in Table 9-1 are as follows, For real GNP, the G}\IP
deflator, and the money supply, the numbers in the 0 rows are (1/.0025)(d,/
8., where from (9.1) J,,k 8. — Pg.. The 75, values are the actual values
because the base run is the perfect tracking solution, These numbers are the
percentage changes in the variables divided by .0025. Since C, was changed by
.25 percent of real GNP, each number can be interpreted as the percentage
change in the variable {(in percentage points) that results from an exogenous
change in real GNP of 1.0 percent. For the bill rate, which is in units of
percentage points (1.0 percent = 1.0), the numbers in the 0 rows are simply
5“,( For the unemployment rate, whlch is in units of percent (1.0 per-
cent = .01), the numbers are 100 5,,k

The numbers in the a rows are (1/. 0025)({5‘,,6/},,,() for real GNP, the GNP
deflator, and the money supply, where 8, is defined in (9.3) and the yg, values
are the actual values. For the bill rate the_numbers are J,, and for the
unemployment rate the numbers are 100 - .. The numbers in the b rows
are §,, for the bill rate, where &, is the square root of §%,, which is defined in
9.4}, For the unemployment rate the numbers are 100 - §;,,. For real GNP,
the GNP deflator, and the money supply, the b-row numbers are the esti-
mated standard errors of the a-row numbers. In other words, the b-row
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TABLE 9-1. Estimated policy effects for the US medel for five variables and eight experiments
Folicy 1977 1578 1879 1980 ¢
variable Sum
changed I I1 I11 1V I II Iy Iv I II 111 IV I II ITT  1¥
GNPR: Real GNP
C o 1.30 1.3% 1.32 1.28 1,20 k.10 1.01 .93 B 080 75 LT1 .60 .66 .64 .64 13.4
2 a 1.09 1.30 1.32 1.28 1.20 1.10 1,02 .83 L85 .9 .74 70 .68 .65 .64 .63 13.4

b .07 .07 08 .10 LA .12 .12 .13 13 .14 014 14 14 014 13 L13 1.5
dl o .23 .47 63 75 .80 .8%t .81 .78 76 LTA LT LED .68 .70 .71 .72 10.0

L .23 L4060 62 .73 79 .78 .79 77 75 .73 L7000 L6b 68 .70 L7171 9.8

b 050 .09 11 L2 L3 0 .14 .14 14 140 0140 L340 13 130033 .13 .13 1.7

dZ a -.00 .03 .09 (14 A7 .19 .28 L20 L2000 .20 .20 21 .22 .26 30 .32 2.7
g 2 .00 .03 .09 .13 .16 .18 .19 .20 .20 .20 L,20 .20 .22 .26 .30 .33 2.%6

b 400 .02 05 .07 09 .10 .11 .11 L1200 .13 .13 .13 .14 .15 .1e 17 1.5

d3 o L2000 .40 .54 .62 b6 L6606 04 .62 .60 58 .57 .57 .59 .59 .60 8.2
g 4 L2000 .3 52 .60 64 .64 .63 .61 ,60 .58 .56 ,55- .55 .57 .58 .59 8.0

b 04 07 .09 09 100,100,100 L1 10 .10 .10 10 J11 .11 .11 .12 1.3
d4 V] A0 0 (81 1,89 1.36 1,35 1.35 1.35 1,31 1,27 1.23 1.1% 1.1¢6 1.16 1.21 1.23 1.28 16.8

€ a .40 B 1,07 1,25 1,34 1.34 1.34 1.30 1,26 1,23 1,18 1.17 1,317 1.23 1.24 1.26  16.8

] L0900 .14 17 18 L2000 .21 .22 .22 L2121 .21 .20 LA .20 .20 .20 2.6
ds 0 81,64 .10 15 18 22 .24 .28 J28. .28 L300 31 .32 .34 35 .36 3.4

g a .1 .04 10 15 A9 .22 .24 .26 .27 .29 .29 3] A2 .34 L35 .36 3.4

b L0 .01 03 04 06 .06 07,07 L7 .02 08 08 .08 .09 09 .09 .9
J o 1.31 1.38 1.35 1.19 1.10 £,00 .96 .80 76 .68 .69 .61 .68 .73 .68 .68 13.1
g E 1,30 5037 £.34 1,18 1,09 .99 .54 78 .74 67 .67 .58 .03 .70 .04 64 12.7

b .05 .08 .12 L5 18 .20 .22 ,23 .25 .27 .2r LT 270028 .28 .27 2.9
TR h 0 .16 .32 44,53 .38 .59 .60 .60 .60 .59 .57 57 .56 57 .57 .56 7.6

& 4 .16 .32 .43 .50 .54 .56 .56 .56 .55 .54 .52 .52 .51 .52 .51 .50 7.1

b W07 .12 .16 .19 L21 .22 .25 .23 .23 .24 .23 .24 .24 .25 .26 27 2.9
GNPD: CNP deflator
C & A4 018 2T L33 A0 .46 .54 (57 61,63 .67 71 JFTOL80 (B0 L85
£ a 03 .17 .26 52 .38 .45 .52 .54 .59 .60 .64 88 73 T LTS .81

b 03 .02 .04 05 07 .08 10 11 12 .13 .13 .14 .15 .15 .16 .16
dl o -.01 01 05 .09 iz .18 23 26 L300 .34 L3738 .41 .43 45 46

g 3 -.01 .01 05 09 .1z 17,22 .28 .28 32 (35 .36 .38 .41 .43 .44

b .01 .01 .01 .02 .03 .04 .05 .06 07 .08 0% .10 L18 .11 iz 12

d2 0 -.00 -,00 .00 .01 02 .04 .05 08 07 .08 10 10 L1113 (15 16
g a -,00 -.00 .00 .01 02 .03 .05 06 07,08 .09 10 L1000 .11 L1300 LIS

b .00 .00 .00 .01 .01 .02 .03 .03 .04 05 (06 06 07 .08 .09 LI

d3 0 -1.03-1.03-1.00 -.95 -.94 -.88 -.86 -,81 «, 79 .74 <73 .73 w73 .72 .68 .70
£ a «1.05-1.03-1.00 -.96 ~-.94 - 89 -,87 -.83 -.81 -.77 -.75 -.75 ~.76 =75 -.71 -, 74

b .01 .01 .01 .02 03 .04 .05 (05 .06 .07 .07 .08 L0309 L1010
d4g 0 -.02 .02 .09 .18 L2200 .32 L4800 46 .31 .88 .63 .65 69 .72 76 .78

&8 ~-.02 .02 .0B .16 21 L300 L3 L44 .49 .55 .61 .62 LB6 U700 74 .76

2] 010 .00 L0204 L5 07 L0090 L0 .12 .13 .14 15 L1600 .17 .18 .18
dS 0 =06 - 12 -,17 .21 -.24 -,27 -,30 -,32 w,34 ~,35 -,37 -39 -4l -.42 - .43 -.44

B a -. 06 -,12 -,17 -,21 ~y24 -, 28 «.31 .33 ~,35 -.37 -.38 -.40 -.42 -.44 -.44 .45

b Q1 .02 .03 L33 A4 .84 .85 .05 05 .06 .06 .06 .07 07 .07 .08
Jg ¢ -, 12 - 04 06 .21 L3 .3 ,360 44 A5 44 .41 L53 .50 .47 50 .6l

a -.13 -.05 05 .18 270 .31 .32 .40 400 .39 L35 .47 .43 .39 .41 .51

b A1 .03 05 8B 090 .11 .13 15 L1718 .20 .21 .23 .25 .26 .28
TRgh 0 -.00 .81 .04 .08 A1 .18 .19 .23 L2600 L300 .34 .30 V39,42 45 47

a -.01 .01 .04 .07 08 .14 017 20 W23 .27 .3 L3l L340 .36 3% 40

b 01 .01 .02 .03 04 .06 07 09 L1000 .11 1% 13 L1415 .17 (18

(continued)
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TABLE 9-1 {continued)
Policy - -
varizbie 1977 1978 1979 1980
changed 1 oI Iv 1 I1 iI7 IV I 11 ITI IV I IT IiI IV
100+UR: Unemployment rate (percentage points)
C 0 -.05 -,10 -.11 -, -, 11 -,16 -.,0% -.¢9 -.08 -.08 -.08 -.07 “ 07 «.07 .07 ~.07
& a - 05 «, 09 -,11 -,11 -3l -.10 -.08 -.09 -,08 -,08 -,08 .07 -, 07 -.07 -.07 -.07
b PRCH R+ G J R+ ) § LB20 .02 .81 .01 W01 .02 ,p2 .82 .02 .02 B2 .02
dl 0 02,02 .02 .02 0% .03 .04 04 W05 .05 .05 .06 .06 06 .06 .08
% a 020 .02 02 .02 A3 .03 .04 .04 05 .05 .05 .06 L0606 L0607
b el 01 .02 .02 L0202 02,02 D202 .52 .02 W02 .82 .02 .02
d2 0 ~.00 -,00 -.01 -.02 -,02 -,03 -,03 -.03 -, 83 -,83 -.03 -.03 -,03 -.03 -.03 -.04
£ a 08 -.00 -.01 -,02 -, 02 -,03 -,03 -.03 -.03 -,03 -.03 -,03 -.03 -.03 -.04 -,04
b .00 .00 01 01 PSR B R B 4 02 .02 .02 .02 .02 .0z ez .0z
dB ] .00 -.00 -.01 -.02 -,02 -,02 -.02 -,02 -.02 -,01 -,01 ~,01. -,01 -.01 -.01 -.02
2 a .00 -.000 -,01 -,02  -,02 -,02 -,0% -, 01 ~-,01 -,81 -,01 -,01 -.,01 -.01 -.01 -.01
b .80 .01 .01 .01 01 .01 .01 01 .01 .01 .01 .21 .01 .61 .01 .02
dq [ .82 .03 .03 .03 .04 .04 05 06 L0708 .08 09 .10 .10 .10 .10
2 3 02 .03 .83 03 A3 .04 .05 08 07 08 09 09 L1000 .10 .10 11
b 01 .62 .02 .03 .03 .63 .03 03 L0303 .03 (D3 03 .03 03 .03
ds 4 LO00 -.00 -,01 -.01 -.02 -,02 -.02 -.03 -.03 -.03 -.03 -.03 -, 03 «,03 -,03 -,03
£ L0000 «,01 -.01 -.02 -,02 -,02 -,02 -.03 -.03 -.03 -.03 =03 -.03 -.03 -.03
b [ 1INV B+ A ) | .01 .61 L,01 .81 b1 .01 01 .01 .01 .01 .01 .0}
J & - A0 w30 .33 w26 -.34 -,23 -,24 -,20 - 20 -,20 -.22 -.1% -.22 -.23 -.20 -.20
g a -.40 ~.36 ~.33 ~,27 -.24 =33 -2 =20 - 20 .20 -.22 -.19 -.22 -.23 -.21 -.20
b 01 .er 2 02 020 .02 .02 0z .03 .03 .03 .03 ,03 .03 .03 .03
TR h O -.01 -.83 -.04 .06 -.07 -.07 -.08 -.08 -,0% ~.08 ~.09 -,09 =09 «. 10 «. 10 «.10
LA -0l -,83 -0 -, 06 =06 -,07 -.07 -.08 -.08 -.08 -,08 -,00 -,09 -.09 -.09 -,10
b A I 3 B 1 S ¥4 020 .02 02 .62 .02 .0z o2 .02 .02 .0z .02 .02
RS: Bill rate (percentage points)
C i) .08 .10 .12 .13 13 .14 14 14 14,13 .13 .13 L2012 .12 12
2 a 08 .10 .1z .13 A3 .13 ,14 .14 A3 013 13 L3 20012 12 .12
b 02,0z 0z o2 .02 .03 .03 .03 \03 .03 .03 .03 .03 .03 .03 .03
dl 0 L0z .03 .05 .06 L0708 05 .05 A0 .10 .10 L0 09 .09 10 .10
5 4 .02 .03 .08 .08 .07 .08 ,09 .09 L0810 .10 L0 .09 .09 10 .10
b L1 .01 .01 .02 .02 .6z .02 .02 L0200 .02 .02 .02 02,02 .02 .02
d2 u] 06 -.00 .00 .00 .00 .00 ,01 .01 0b 0,08 -.00 -,01 -.03 -.04 -.04 -.04
B 2 -.00 -,00 .00 .00 .00 .01 ,01 ,01 .01 .01 .00 -.0% -.03 -.04 -.04 -.04
b L0806 .01 .01 .01 .01 .01 .02 .02 .02 .02 .02 .03 .03 .03 .03
d3 Q 01,01 .03 .04 .06 .06 .07 .08 08 .08 .09 .09 .09 .09 .09 .10
B 4 .01 .0l 03 .04 05 .06 .07 07 .08 .08 .02 .09 .09 .09 .09 .10
b .01 .02 .01 .01 01 .01 .01 .02 .02 .02 .02 .02 .02 .02 .02 .02
d4 g .03 .06 .08 .10 L2 .13 14 L35 L5 .16 .16 .16 Jde Lie Li7L17
E o4 .03 .06 .08 .10 12 .13 .14 .18 A5 .16 .16 L8 Li6 Lle (BT .17
b 0> .02 .0z 02 03 .03 .03 .03 03 .04 .04 (03 .03 .03 .03 .03
ds b -.00 -.01 -.01 -.00 «,00 00 00 .01 01 .01 .01 .0l .02 .02 .02 .02
& a -.{00 -.01 -.01 -.00 .00 00 0O .01 .01 .01 .01 .02 B2 .02 .02 .02
b 00 .00 01 01 01 .01 .01 .01 01 .01 .01 .2 .04 .02 .02 .02
J G 13018 .21 .22 .24 .25 .26 2P L2600 .26 .26 .25 W26 260,26 .26
£ a 213 .17 .20 .22 .23 .24 .25 25 260 .28 .26 .24 .25 .25 .25 .25
b 03 .04 .04 05 .05 .06 .06 .06 .06 .07 .06 .06 .06 .07 .07 .07
TRgh g Q1 .02 .04 .05 05 .06 .07 07 .08 .08 .08 .09 .08 .08 .09 18
a W01 .02 .04 .04 W05 .06 .06 .07 .07 .08 .08 .08 .08 .09 .09 .09
L] .01 .01 .02 .02 .02 .03 .03 .04 .04 .04 .04 .04

.03 .03

.04

.04

{continued)
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TABLE 5-1

{continued)

Policy

: 1977 1978 1979 1980
variable £
changed I i1 III 1V I 11 Ti1tv I 1 I1I IV Io1r 1 W
Ml: Money supply
c 0 -.13 .10 -.06 -.04 ,02 -.01 -.00 00 -,01 -.0} -.01 -,02 -.02 -.03 -.02 -.03
LI -.13 .10 -.07 -.05 .03 -.02 -.02 -.01  -.03 -.03 -.03 -.04 -.05 -.05 -.05 -.05
b .04 .08 .12 .16 L9 21 .24 .26 .28 .29 .30 .31 .32 .32 .3% .33
d, 0 -.03 -,05 -,07 ~,08 -.08 -.09 -,10 -,12 -.14 -,16 -,17 -,20 -.22 -,22 -.22 -.25
£ a -.0% -.05 -,07 -,08 -.09 -.10 -.11 -,12 -,14 -,15 -,18 -,20 -.22 -.2Z -.22 -.25
) ,61 ,03 .05 .07 09 .12 .14 L 1s .18 .20 ,21 .22 .24 .24 .26 .27
d,, 0 .10 -,18 -,28 -, 38 - 47 -,55 -,87 -,76 ~.80 -,95-1,05-1.20 -1.33-1.43-1.50-1.68
£ g _.10 ~.18 -.28 -.40 -.48 -,57 -.6% -.78 -,92 - ,08-1.08-1.24 -1.38-1.48-1.55-1.7
b ,03 .05 07 .18 .12 .15 17 .20 L2325 .27 .30 L33 .36 37 .42
dy, O —.65 -.56 -.48 -.40 -.36 -.32 -.20 ~,26 .25 -.23 -.23 -.25 -.24 -.24 -.21 -.23
£ a ~.B5 .56 .49 -, 40  -.%7 -.32 -,50 ~,26° -,25 -.23 -.23 -.22 -.24 -.25 -,21 -.23
b .03 .03 .07 .09 W11 W13 .15 .16 L18 .19 Lo .2 L2200 .22 .23 .24
Ay, O - 1% ~.23 -3} -.35 .40 ~.43 ..46 -.49  -.33 -,57 -.89 -.62 .64 -.66 -.68 -.71
L .13 -.24 -.32 -.3%7  -.42 -.45 -,48 ~,52  -,55 -.59 -.61 -.64 -,66 -,68 -.70 -.73
b .03 .06 .09 L1 .14 .17 .80 22 L25 .27 .28 .31 32 .33 .35 .37
de 0 .04 -, 08 ~,11 =13 -.15 -.17 «,19 .21  -.22 -,24 -,26 -.27 -2 -.30 -.32 -.34
£ 4 S04 .08 .10 .18 .15 <17 »,19 ~,21  -,23 -,25 -,26 -.28 -,20 -.31 - 33 -.35
b .41 .02 .0z L83 G4 .04 .05 .06 .07 .08 .08 0% .10 .10 11 .12
J 0 .04 =04 «,06 ~ 11 -.15 -,22 .38 .35 ~.44 -,49 -.55 -.60 ~.64 .68 -.71 -.72
E 3 -.04 -,05 -,07 -,12 -,17 -.24 -.32 -,38 -.47 -.51 -.58 -.64 -.68 -.72 -.75 -,77
b 07 .14 2 .77 L33 .38 .43 .48 .53 .57 .60 .63 .65 .67 70 .71
Ry, 0 -.0L +.01 ~,0} -.00 .01 .02 .03 .04 L0405 .06 .06 .67 .87 .p8 .09
a -.01 -.0L ~.0} -.00 .00 .01 .02 .03 .03 .04 .05 D4 .05 .05 .06 06
b .01 .02 .03 .05 06 .08 .10 .11 ,13 .15 ,16 .17 .18 .19 .20 .21
Notes: Estimated effects €rom deterministic simulations,

[ =
Honou

Estimated effects from stochastic simulations.
Estimated standard errors of the a-vow values,

. Sum of the changes (at guarterly rates) over the

dollars.
+ Sge discussion in text for an explanation of the

numbers are estimated standard errors of &/, /5% ,

16 quarters, in billions of 1972

upits of the varisbles.

where Sﬂk isdefined in (9.2)

and the y# values are the actual values. The formulas are

©6  am=i% i
. "= > T,
R — A
{4 (ij:k ~ \2
07 == (2%-5s
1k Jj:] y%,k itk

The b-row numbers are the square roots of §3Z. Because of the nonlinearities
involved, 3% does not equal 3,/Pf, and thus the latter would not be

appropriate to use for the b-row values.

The changes for the other policy variables in Table 9-1 were made to be
comparable to the change in C, with respect to the initial injection of funds
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into the system. Consider, for example, the change in d,,. The aim is to
change d,, so that the change in personal income taxes in real terms is equal to
the change in C,. From Eq. 47 in Table A-3, the variable for personal income
taxes, T, is equal to [d,, + (y, YT)/POPIYT, where YT is taxable income.
Let AC, denote the change in C for a given quarter. The aim is to change 4|,
in such a way that the change in T, is equal to P,AC,, where P, is the price
deflator for C,. The change in d,, for the given quarter is thus (P,AC,)/YT.
The values that were used for P, and Y7 for these calculations are the actual
values, not the predicted values. The predicted values are, of course, affected
by the change in d,,. All this procedure does is to change d,, by an amount
that would lead personal income taxes to change by P,AC, if nothing else
happened. :

The changes in the other policy variables are similarly done. For d,, the
relevant tax variable is 7, corporate profit taxes, and the relevant equation in
Table A-5 is 49, The other matchings are as follows: dy, to /BT, and Eq. 51, d,
to ST, and Eq. 53, ds 10 57, and Eq. 55, J, to W,J,H, (no separate equation),
and T, to itself (no separate equation).

In order to understand some of the properties of the model, it is necessary to
present results for other than just the five endogenous variables in Table 9-1.
Results for eighteen other variables for the C, experiment are presented in
Table 9-2. The results are in percentage terms (like the results for real GNP in
Table 9-1) except for RB, §,, and §,. The units for S, and S, are billions of
current dollars. The units for RB are the same as those for RS in Table 9-1.

The results in Table 9-1 are based on 6,400 solutions of the model
(6,400 = 50 trials X 8 experiments X 16 quarters). As discussed in Section
7.5.1, each solution of the model takes about .2 seconds on the IBM 4341 and
about 1.5 seconds on the VAX. The total time for the 6,400 solutions was thus
about 21 minutes on the IBM 4341 and 2.7 hours on the VAX.

The rest of this section consists of a discussion of the results in Tables 9-1
and 9-2. Each experiment will be discussed first without regard to the
estimated standard errors, and then the standard errors will be discussed.

The C, Experiment

The increase in government purchases of goods led to an increase in real
GNP, the GNP detlator, and the bill rate and to a decrease in the unemploy-
ment rate and the money supply (Table 9-1). The reasons for the increase in
output were discussed in Section 9.4.1, and they will not be repeated here. The
GNP deflator rose because of the effects of the increase in real GNP on the
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demand pressure variable. The Fed responded (through Eq. 30, the interest
rate reaction function) to the output and inflation increase by raising the bill
rate, and this is the reason for the higher values of the bill rate. The money
supply fell because of the rise in the interest rate. An increase in output and
prices has a positive effect on the demand for money, but this positive effect
was outweighed by the negative interest rate effect. In general, the changes in
the money supply were quite small.

More detailed results from this experiment are presented in Table 9-2.
Either immediately or after a few quarters, two of the three consumption
variables and housing investment become lower. This change is due to the
increase in the interest rates: the negative effects from the interest rates are
larger than the positive effects from the labor constraint variable. The de-
crease in consumption and housing investment is the main reason that real
GNP rose by less than the change in C, after 8 quarters (Table 9-1).

The wage rate (W) rose less than the GNP deflator, and a decrease in the
real wage has a negative effect on consumption and housing investment. It
also has a negative effect on the two labor force variables .2 and L 3. This
negative effect on L2 and L 3 was, however, more than offset by the positive
effect from the labor constraint vanable: .2 and L3 both rose.

Plant and equipment investment was higher because of the higher output,
as was the number of jobs. The percentage increase in the number of jobs was
less than the percentage increase in real output, as expected from the discus-
sion in Section 9.4.1, The demand for money of the firm sector fell as a result
of the bill rate increase. The demand for money of the household sector fell for
the first three quarters and rose thereafter. The bond rate (RB) rose; this
occurred because of the bill rate increase. This is the term structure equation
23 in operation. Although 1t is not shown in Table 9-2, the mortgage rate
(RAM) also rose, for similar reasons. The demand for imports rose because of
the increase in output and because of the increase in the domestic price level
relative to the price of imports.

The last four variables in Table 9-2 are determined by identities. They are
interesting summary variables to consider. The level of profits rose because of
the expansion and because of the fall in the real wage. The savings of the
foreign sector (S,), which is the negative of the balance of payments on current
account, rose because of the increase in the demand for imports. By the end of
. the period, however, the change in S, was essentially zero. S, is negatively
affected by the increase in the price of exports that results from the expansion,
and by the end of the period this negative effect roughly offset the positive
effect from the increase in imports. The level of savings of the federal



TABLE 9-2, Estimated policy effects for the US model for

eighteen variables

and one experiment

1977

1978

4 ii 111 v I

III

1y

iv

Consumption of sexvices
-.04 -,07 =-_.11 -,15 -.19
.02 .04 .05 .07 .08

Consumption of nondurablies
.04 .12 .19 .23 .25
04 07 100 12 .13

Consumption of durables
.10 .16 12 -.04 -, 20
.08 .19 .27 W32 .38

Housing investmenrt

000 -,10 -.3% -.B6 -1.37 -1.85

L0 100 L2300 LY .49

Labor force of males 25-54
.06 .60 .80 L0 .40

B .00 .o .00 .00
Labor force of females 25-54

.03 .07 .12 .16 .19

.01 .03 .04 .06 .07

Labor force of aii others it and

08 .17 .26 L34 3
02 .03 .05 .06 .07

Demand for money, h
.18 -.311 «,04 01 .06
.05 L11 .16 W20 .24

Plant and equipment investment
l1.46 2,00 2.58 3.01 3,12
225 .34 8T .38 A2

Number of jobs in the fiym sector

.34 68 BB .87 1.41
.86 LG8 .09 .10 W11

Wage Tate
.0l 07 14 .20 .26
.01 .03 05 .08 .10

Demand for money, f
.10 -,13 -.17 -.23 .29
.05 .11 W17 .21 .26

Bond rate (percentage points)
Q020 .03 04 06 .07
.01 0L 0% .08 .01

Imports
.42 6% ,8%F 1.0 1,02
2100 Ji8 25 30 .34

Profits
7,98 8,33 7.2% 6,11 5.37
.89 .58 L7L L8] .91

Savings of the foreign sector (billioms of current dellars)

.05 .07 .08 0% .09
.01 02 .03 .04 .04

Savings of the federal government (billions of current dollars)
-.89 -.8 ~-.8% -.%2 -1.01 .1,07 ~1.16 -1,21

.03 .03 .03 .04 04

Savings rate

5.29 7.i0 7.3 8,35 8.51 10,74 15.75 11.43

L83 92 1.08 1.31 1.41

~.43
.16

.24
.16

=1.27

.51

-3.74

1.10

-.01
.01

.30
L1l

.45
.09

.22
.35

1.87
.43

.88
14

.48
18

~-.76
.48

W11
.02

.82
.56

3.67
1.28

.03
14

-1.43

.09

11.08 11.01 12.07

2.54

.46

.18

.24
.18

-1.37

.53

-3.94
1.18

-.01

.Ql
.30
s

43
.09

.24
.41

1.72

.44

.85
14

.50
.18

-.83

.52

2
02

.77
.58

W07
11

-1.51

.09

14.48
3.17

-.49

.19

.25
.16

-1.44 -1.66

.54

-4.21
1.28

-.02

.01

.30
12

.41
.10

.26
.42

1.54

.43

83
.14

.52
.20

- .88

.54

12
.02

-.56
.23

.28
Y

~1.58
.55

-5.03 -4,38
1.39

-.02
.02

.31
.13

.33
.11

.32
.44

1.21
.42

.78
.14

.56
.23

-1.04
63

.13
.03

-.01
.14

-1.88
PRUS

13.52
3.406

Notes:

a =Estimated effects from stochastic simulation.
b =Estimated standard errors of the a-row values.

+ This experiment is the Cg experiment in Table 9-1.

+ Unless otherwise noted, the changes are in percentage points.

See discussion in text.
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government fell, primarily as a result of the increase in C,. The deficits are
smaller than they otherwise would be because taxes increased as a result of the
expansion. The savings rate was higher in all quarters. The increase in the
interest rate is the primary reason for the higher savings rate.

The Other Experiments

Given an understanding of the C, experiment, the other experiments in Table
9-1 are fairly easy to follow. A useful way of comparing the expansionary
effects across experiments is to compute the sums of the rcal GNP changes
over the 16 quarters of the prediction period. This has been done in the last
column in Table 9-1. The sums are in billions of 1972 dollars rather than in
percentage terms.

All the experiments led to an increase in real GNP, The main channels are
the following.

1. The decrease in d,, the personal income tax parameter, increases
after-tax nonlabor income (Eq. 88). It also decreases the marginal personal
income tax rate (Eq. 90), which in turn increases the after-tax wage rate (Eq.
126) and the after-tax interest rates (Egs. 127 and 128). The increase in
after-tax nonlabor income and the after-tax wage rate has a positive effect on
consumption and housing investment, and the increase in the after-tax
interest rates has a negative effect. The net effect is positive, and therefore the
experiment is expansionary. It is initially less expansionary than the C,
experiment, but by the end of the period it becomes more so. The unemploy-
ment rate is higher for this experiment even though output is higher. The
decrease in 4, raises the after-tax wage rate (#4), which has a positive effect
on the labor force variables 1.2 and I 3 and thus on the unemployment rate.
This effect was large enough to offset the negative effect on the unemployment
rate from the increase in employment.

2. The decrease in d.,,, the profit tax rate, increases after-tax profits, which
increases dividends, which increases nonlabor income of the household
sector, which in turn increases consumption and housing investment.

3. The decrease in d,, the indirect business tax rate, decreases the price
deflators for consumption (Eqgs. 35, 36, and 37), which has a positive effect on
consumption. The GNP deflator is lower in this case because indirect business
~ tax rates are included in it. The unemployment rate is essentially unchanged
even though output is higher because there was a positive labor force response
to the increase in the real wage.

4. The decrease in d,,, the employee social security tax rate, is similar to the
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decrease in d,, in that it increases after-tax nonlabor income, the after-tax
wage rate, and the after-tax interest rates. The unemployment rate also is
higher in this case because of the increase in the after-tax wage rate.

5. The decrease in ds,, the employer social security tax rate, lowers the cost
of labor in the firm sector, which has a negative effect on the price level (Eq.
10). This leads to a rise in the real wage, which stimulates consumption and
housing investment. Also, the lower tax rate means that profits are higher (Eq.
67}, which leads to an increase in dividends and thus in nonlabor income of
the household sector, which stimulates consumption and housing invest-
ment.

6. The increase in J,, the number of jobs of the government, lessens the
labor constraint on the household sector and thus leads to an increase in
consumption.

7. The increase in TRy, the level of transfer payments to the household
sector, increases nonlabor income, which stimulates consumption and hous-
ing investment. The increase in TR, has a negative effect on the labor force
vanable L1 and thus on the unemployment rate. The unemployment rate
thus fell more than it otherwise would have as a result of the increase in
transfer payments. This is contrary to the case of the decrease in d, ,, where the
unemployment rate actually rose.

To summarize the results for the eight experiments, although all are
expansionary with respect 1o real output changes, they differ regarding the
effects on variables like the GNP deflator and the unemployment rate. The
GNP deflator is lower for the 3, and d;, experiments, and the unemployment
rate is higher for the d, and 4, experiments. There is essentially no change in
the unemployment rate for the dy, experiment, where the various effects on it
roughly cancel each other out. These results thus reinforce the conclusion
stated earlier that the relationships between real output and the unemploy-
ment rate and between real output and the inflation rate are not likely to be
stable.

The Estimated Standard Errors

The estimated standard errors in Tables 9-1 and 9-2 in general seem fairly
small. This conclusion is consistent with the results in Table 8-2, which show
. that the contribution of the uncertainty of the coefficient estimates to the total
uncertainty of the forecast is in general relatively small. If the only concern is
with uncertainty from the coeflicient estimates, which is true for the standard
errors of the multipliers, a fairly high degree of confidence can be placed on
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the results. Consider, for example, the eight-quarter-ahead prediction of the
five variables in Table 9-1 for the C, experiment. The estimated means and
standard errors for the five variables are as follows: .93 and .13 for real GNP,
.54 and .11 for the GNP deflator, —.09 and .01 for the unemployment rate,
.14 and .03 for the bill rate, and — .01 and .26 for the money supply. Only for
the money supply are the results not precise. In the more detailed resulis in
Table 9-2, the only main imprecise results are for the two demand-for-money
variables (M}, and M). The results for the last four summary variables in the
table are even fairly good.

The results are thus encouraging regarding the accuracy of the properties of
the model, provided the model is correctly specified. The assumption of
correct specification is the key restriction in the present exercise. It was seen in
Section 8.3, for example, that misspecification contributes substantially to the
total variance of the forecast error for the US model, and therefore it should
be taken into account in the estimation of the standard errors of multipliers. It
is an open question as to how this can be done, and until itis done, the present
estimates of the standard errors must be interpreted as merely lower bounds.

9.4.3 Estimated Effects of a Change in Import Prices

One of the significant economic events of the 1970s was the large change in
import prices that occurred for most countries. It is thus of interest to
examine the effects of import prices on the endogenous variables. The
relevant exogenous variable in the model is PIM, the price deflator for
imports. For the results in Table 9-3, PIAM was increased by 10 percent in the
first guarter of the period (19771). For the other quarters of the prediction
perind it was not changed from its historical values. The same stochastic
simulation procedure was followed here as was followed for the results in
Table 9-1. The number of trials was 50.

The results in Table 9-3 show that the increase in import prices is contrac-
tionary with respect to real output and inflationary with respect to the GNP
deflator. PIM is an explanatory variable in the price equation, and this is the
reason for the increase in domestic prices. The real wage fell as a result of the
increase in prices, and this led to a fall in consumption and housing invest-
ment. The fall in the real wage also had a negative effect on the labor force,
and this 1s the main reason the unemployment rate fell in the first quarter and
rose very little in the other quarters even though output fell. The Fed
responded to the initial change in prices by increasing the bill rate, which is
another reason for the fall in consurmption and housing investment. After
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TABLE 9-3. FEstimated effects of a change in the import price defiator (PIM) for the DS model

a
b

a
b

186-

a
b

RS:
a
b

a

1977 1978 1979 1580 o
I Ir 111 1v 1 iFOIII IV H IT Il Iv 1 T Sum
GNPR: Real GNP
-.95 .78 «,65 .54 -.44 -,34 -,28 -.22 =17 .13 -,10 -.08 -.06 -.05 -.04 -.04 ~4.3
.20 .2z ,18 17 Jde 0014 12 18 L0009 08 07 07 .07 07 .07 1.l
GNPDY GNP deflator
1.76 .94 .83 .75 68,61 .56 .51 .47 .43 .41 37 L340 .32 31 .29
A7 .14 .12 .11 .09 .08 .08 .08 W07 .07 .07 .07 L0707 .06 06
UR: Unemployment rate (percentage points)
-.01 .83 .03 .03 820,02 .81 .01 .01 .01 .01 061 L0000 00 .08
020 .92 .02 02 W82 .41 681 LG) .1 .01 .01 .41 01 .01 .01 Lal
Bill rate {pevcentage points)
A4 .04 07 -,06 -.05 -.05 -,05 -.04 -.04 -, 04 -, 03 ~.03 -.03 -.02 -.02 -.02
.23 ,08 .03 .02 .02 .02 .02 L02 .01 .01 .01 .01 W01 01 .m0 gl
Money supply
3.07 ».28 =16 -,06 -.00 .05 .09 .12 2150 .16 .18 .19 A8 18 20 19
A0 290,22 18 L6 W14 W14 L13 150 .13 .12 L2 P A O R VS 1

b

Notes: a =bstimated effects from & stochastic simulation.

b =Estimated standard errors of the a-row values.

¢ =5um of the changes (at quarterly rates) over the 16 guarters, in billions of 1872
doliars.

« PIM was increased by 10 percent for 1977 I. For the other quarters it was kept
unchanged from its historical values,

+ The changes for GNPR, GNPD, and Ml are in percentage points.

three quarters, however, the bill rate was lower. The lower values are due
primarily to the lower values of real output. (The change in real output is an
explanatory variable in the interest rate reaction function.)

This experiment is the best example in the model of a situation in which
real GNP and the rate of inflation are negatively correlated. The estimated
standard errors are again fairly small except for those for the money supply.

9.4.4 Sensitivity of Fiscal Policy Effects to Assumptions
about Monetary Policy

The various assumptions that one can make about monetary policy have
been discussed in Section 4.1.10, and the reader should review this material
before reading this section. The results in Table 9-4 are for the C, experiment
in Table 9-1 under five assumptions about monetary policy. The row |
experiment is the same as that in Table 9-1. In this case the Fed is assumed to

“behave according to the interest rate reaction function. Note that the values of

— A, are positive in row | in Table 9-4: the Fed issued securities in response to
the increase in purchases of goods of the government. (— 4, will be called the
“*amount of government securities outstanding.”)
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TABLE 9-4. Estimated poelicy effects for the US model under alternative assumptions
about monetary policy

1977 1978 1979 1980
1 I il Iv i I IIT 3V I il i1l v i I1 111 IV Sur
GNPR: Real GNP
1 1.10 1.31 1.32 1.28 1.29 .10 1.03 .93 .86 L 80 .75 L7 .69 N4 .64 .64 13.4
2 1.34 1.42 1.52 1,58 1.59 1,57 1.36 1.33 1.52 1.50 1.47 1.45 1.43 1,41 1,37 1.34 21.1
3 1.i5 1.38 1.38 1.32 1.21 1.i0 1,00 .91 .34 .78 .74 it .69 67 K13 .66 13.6
4 1.15 1.42 1.48 1.48 1.41 1.31 1.22 1.13 I.05 .98 .92 .88 .84 .81 7 vy 15.8
5 1.69 2.64 3.15 3.28 3.18 2.97 2.79 2.62 2,82 2.48 2,43 2.41 2.39 240 2.8 2127 .4
GNPB: GNP deflator
1 .04 .18 .27 L33 .40 40 L5457 W61 63 .67 .71 17 .B) .80 .85
2 .04 .18 .28 .36 .44 .54 .66 .72 .80 .87 .97 1.02 1.12 1.20 1.24 1.32
3 .04 18 .28 .33 .42 .48 .50 .58 .62 L64 .68 .72 17 .B1 .81 .86
4 .04 .18 .29 36 44,52 .61 .65 W71 .74 .78 83 .88 .94 .93 .89
5 02,21 .44 .66 .83 1,06 1,25 1,36 1,48 1,58 1,71 1.80 1.3 2.04 2,12 2.21
RS: Bill rate {percentage points)
1 L0810 .12 .13 130014 .14 L4 L4 0130 L1313 12,12 12 12
2 Q 0 o 0 0 Q 0 ] 0 0 3 Q & 0 0 ]
3 -.02 .12 .14 .15 15,15 .14 L 14 .13 W13 12 .12 .12 .12 .i2 .12
4 -.02 85 .07 .09 .10 11 12 L1l W11 W11 .11 .11 10 .10 .10 .10
3 ~1,08 -,74 .30 .05 .00 .81 ~.06 -,08 -6 -,19 -,18 -.21 -8 -17 -.16 .16
Mi: Money supply
1 -.1%3 -,10 -,06 -.04  -.,02 -.61 -.0¢ .08 -.01 -,01 -,01 -,02 -.02 .03 -.02 -.03
2 -.03 .13 .28 .46 .01 .76 .88 1.01 1.1z 1,20 1,29 1,36 1.42 1.47 1.53 1.53
3 & [¢] 0 4] 0 Q a a 0 0 b4 4] 0 0 Q 0
4 -.04 .11 .18 25 .29 .32 .34 .35 .35 .36 .36 .35 .35 .35 .35 L35
5 1.36 2.35 2,76 2,72 2,75 2,81 2,95 3.05 3,20 3.46 3.64 3.83 3.97 4.04 4.17 4.21
CUR: Currency (billions of current dollars)
1 oo .p2 .04 06 W07 .08 .09 .10 Jdo0 01 W11 1l W11 A1 1l 11
Z .02 .08 L1116 .20 .26 .31 .35 AL 44 .45 52 .56 .60 .63 .67
3 .03 .04 00 BV [ L5 < T ¥ B X .10 L1 At 11 .11 .12 .12 .12
4 03 .06 09 12 14 .16 .18 19 - () S U S X 23 .24 L2625
5. W28 .46 W61 .66 W74 B0 .88 .95 1.04 1,14 1.23 1.30 1.39 1.47 1.54 1.61
BR-BD: Nonborrowed reserves {billions of curvent dollars)
1 ~.03 «, 03 «,05 «,04 -.04 ~.04 -.04 .04 -.05 -.04 -,04 -.05 -.05 -.05 -.05 -.0§8
2 -.08 .01 .02 .04 05 .07 L0810 W1 .12 L13 .14 .15 .17 W16 .16
3 w00 -.03 ~.03 -.04 -~ 04 w04 .04 -.05 -.04 -.04 -.04 -.04 -.05 -.05 -.04 -.04
4 o] 0 o b & o ] o o o 0 0 0 4 0 7
5 L34 .38 .31 .27 .27 .28 L300 .34 .39 .40 .42 .47 A48 .54 W51 .49
§ 1 Savings of the federal government (biilions of current dollars}
5 -.88 -.85 -.88 ~.82 -1.06~1,06-1,15-1,2% -1.28 -1.33 -1.43 -1.%0 -1.6% -1.71 -1.75 -1.87
2 ~.,86 ~.80 -,7% -,77 -.80'-.80 -,82 .81 -,83 -.82 -.85%5 -.88 -8 -.94 -.91 -.57
3 -.86 .82 -.85 -,90C -.5%-1.06~-1.35+1,21 ~1,29 ~1,33 1,42 -1.50 1,62 -1.70 -1.73% -1.86
4, -.86 -.80 -.82 -.83 -,pl -.96-1,04-1.08 ~1,16 -1,20 ~1.29 -1.36 «].4B -1.56 -1.59 -1.71
5 ~.59 -,25 -,08 -,01 -.08 ~.07 »,1} w»,if w13 -,1)} -.12 -.12 -.11 -.12 -.p4 -.05
~A 1 Amount of federal government securities outstanding (billions of current dollars)
1 W91 1.74 2,60 3.51 4,50 5,56 6.70 7.91 - 9.20 10.52 11.9% 13.45 15.48 16.79 18,53 20.40
2 .85 1.59 2.31 3.01  3.7h 4,48 5.28 5,98 6,78 7.52 &.32 9.13 10.02 18.91 11.80 12.74
3 L83 1.67 2.51 3.41 4.3% 5.45 6.59 7.80 9.08 10.41 11,83 13.32 14.94 16.64 18,36 20.22
4 .83 1.60 2.38 5,19 4,08 5.01 6.03 7.10 8.25 9,44 10.72 12,08 13.55 15,11 16.6% 18.39
5 0 0 i3 o 0 0 3} o 0 | o o Q 0 Q Q
Notes:

. Sum of the changes (at quarterly rates) over the 16 quarters, in billions of 1972 doilars.
. Interest rate reaction function,

. Bill rate exogenous.

. Maney supply exogencus.

. Nonborrowed reserves exogenous.

. Ag EXOEenous .

= The changes for GNPR, GNPD, and MI are in percentage points,
« This experiment is the Cg experiment in Table 9-1, The values are estimated effects from

deterministic sinulations,
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In examining the results in Table 9-4 it will be useful to keep in mind the
government budget constraint, Eg. 77 in Table A-5;

77. 0=S,— Ad, — AM, + ACUR + A(BR — BO) — AQ — DI,

This equation states that any decrease in S, that results from the increase in C,
must result in a change in at least one of the other RHS variables. Since M, Q,
and DIS, are exogenous, the other variables are 4., currency (CUR), and
nonborrowed reserves (BR — B(O). Subject to rounding error, the values
presented in Table 9-4 meet this identity. For exampile, the first-quarter values
for the row | ¢xperiment are — .88 for Sg» .91 for —Ad,, .00 for ACUR, and
—.03 for A(BR — BO), which sum to zero. The second-quarter values are
—.85 for §,, 1.74 — 91 = .83 for —A4,, .02 — .00 = .02 for ACUR, and
—.03 — (.03) = .00 for A/fBR — BO), which also sum to zero.

For the other four experiments in Table 9-4 the interest rate reaction
function was dropped. For the row 2 experiment the bill rate was kept
unchanged from its historical values. This experiment is considerably more
expansionary than the first, since the bill rate does not rise to choke off some
of the increase in demand. The increase in the GNP deflator is larger because
of the larger increase in output. The sum of the GNP changes across the 16
quartersis 21.1 in this case versus 3.4 in the first case. The money supply rose
rather than fell because there was no negative effect from a higher interest
rate. The increase in the amount of government securities outstanding was
less, since less was needed to meet the lower bill rate target.

There is an unusual, but not important, feature of the results for the second
experiment that needs to be explained before going further. The question is
why the money supply falls in the first quarter for the second experiment (the
change in M1 is —.03). In the first quarter real GNP and the GNP deflator are
higher and the bill rate is unchanged, so there appears to be no reason for the
money supply to fall. The reason is that the price deflator P, that is used in the
demand-for-money equation of the household sector (Eq. 9) actually falls in
the first quarter, which then results in a fall in the demand for money. P, isa
weighted price deflator, and it falls because of a change in weights caused by
the change in C. Tt can be seen from Eq. 34 in Table A-5 that P, is a function
of another deflator (P} and the average indirect business tax rate. When C,
increases, the average tax rate falls, and this is the reason for the initial fall in
P,.. This feature of the results is not of any quantitative importance.

For the row 3 experiment the money supply, M 1, was kept unchanged
from its historical values. This experiment is slightly more expansionary than
the first experiment because in that experiment the money supply fell. The
money supply fell in the first experiment because the bill rate rose (the rise in
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RS in the first quarter was .08). In the third experiment the bill rate needs to
rise less because the money supply is unchanged. The bill rate actually fell in
the first quarter for the third experiment (the change in RS was — .02}, which
is due to the feature of the results discussed in the previous paragraph: with
the bill rate unchanged the money supply initially falls, and thus the bill rate
must fall to prevent the fall in the money supply. Were it not for this feature,
the bill rate would have increased in the first quarter for the third experiment,
but by less than the increase for the first experiment. The third experiment is
not as expansionary as the second experiment, where the bill rate did not
change, because some increase in the bill rate (after the first quarter) was
needed to choke off the increase in the demand for money that would
otherwise have occurred as a result of the increase in income and prices.

For the row 4 experiment the level of nonborrowed reserves, BR — B0, was
kept unchanged from its historical values. This experiment is more expan-
sionary than the first experiment. In the first experiment nonborrowed
reserves decreased, which was caused by both an increase in borrowing
(because of the higher bill rate} and a decrease in reserves (because of a lower
level of demand deposits). The increase in the bill rate thus choked off all of
the increase in nonborrowed reserves that would otherwise have taken place
as a result of the expansion and then some. For the fourth experiment, where
the increase in nonborrowed reserves is constrained to be zero, the “and then
some’’ does not take place. The increase in the bill rate is thus smaller in the
fourth experiment because less 1s choked off. The fourth experiment is, on the
other hand, less expansionary than the second experiment, because some
increase in the bill rate was needed. The fourth experiment is more expan-
sionary than the third experiment because less of an increase in the bill rate
was needed to choke off nonborrowed reserves than was needed to choke off
the money supply. The increase in the bill rate in the fourth experiment has
two effects, one in decreasing the demand for money and thus bank reserves
and the other in increasing borrowing. Both of these result in a drop in
nonborrowed reserves. The effect on bank borrowing is not relevant for the
third experiment, and therefore the interest rate increase in the third experi-
ment must be larger.

In the row 5 experiment the amount of government securities outstanding,
—A,, was kept unchanged from its historical values. This means that the
. entire deficit of the government is financed by changes in currency and
nonborrowed reserves. This requires a large change in the money supply,
which requires a large initial fall in the bill rate. This experiiment is thus quite
expansionary, since. it corresponds to both an increase in government pur-
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TABLE 9-5. Estimated effects of an exogenous change in the bill rate

1977 1978 187e 1980 c
1 i1 111 1V 1 1I Il v 1 II III I I il I Iv Sum

GNPR: Real GNP

a  w.12 ».31 «,531 «.7l] «.89 «1,02 ~1.15 «1,24 -1.33 -1.41 ~1.44 -1,48 -1.50 -1.54 -1.54 -1.51 -64.6

b 03 .06 08 12 (15 18 W20 .22 .25 .28 .30 W32 .35 L38 .41 .43 13.2
GNPD: GNP deflator

a .01 -,00 -.03 -,08 -,11 -,19 -,26 -,33 -,40 -,4% ~.80 ~.62 -.70 -.78 -.87 -.92

b .06 .00 .01 .02 .05 L0506 0B 10 .12 .14 .16 18 L2000 .23 .25
100+-UR: Unemployment rate (percentage points)

a .02 .08 14 .21 .28 L34 .38 420 Jde 48 .50 .51 .52 .52 .51 51

b .01 .02 .03 .04 .06 .07 .08 R ] 12 A2 130 .14 15 .15 .1e
Mi: Money supply

a  -.32 -.61 -,89 -1,14 1,38 -1.62 -1,85 -2,05 -2,26 -2,42 -2,60 -2.76 -2.90 -3.01 -3.16 -3.26

b 060 L11 W15 19 .22 .26 .29 .32 .35 .38 .41 .44 .47 50 .54 .58
Notes: a =Estimated effects from a stochastic simulation.

b =Estimated standard errors of the a-row values.

c. Sum of the changes (at quarterly rates) over the 16 quarters, in billions of 1972 dellars.

= The change in the bill rate was 1.0 percentage points for each guarter.
« The changes for GNPR, GNFD, and Ml are in percentage points.

chases of goods and an initial decrease in the bill rate. The change in real GNP
over the 16 quarters was 37.4, which is almost double the next largest change.
The change in the GNP deflator by the end of the period is also almost double
the next largest change. After the first quarter the government deficit (—S,) is
small, which is primarily a result of the increased tax collections caused by the
More eXpansionary economy.

It is clear from the resulis in Table 9-4 that fiscal policy effects are quite
sensitive to what is assumed about monetary policy. Monetary policy, in
other words, is very important. To give one more example of this, an
experiment was run in which the bill rate was raised by one pereentage point
for all quarters. {The interest rate reaction function is dropped for this
experiment.) The results are presented in Table 9-5. This sustained rise in the
bill rate of one percentage point led by the end of the period to a decrease in
real GNP of 1.51 percent and an increase in the unemployment rate of .51
percentage points. The money supply was 3.26 percent lower, and the GNP
deflator was .92 percent lower, This experiment clearly shows the importance
of the bill rate in the model.

One last feature of the results in this section that should be emphasized is
that the policy of keeping the money supply unchanged is almost the same as
the policy implied by the use of the interest rate reaction function. In other
words, for all practical purposes the first and third experiments in Table 9-4
are 1dentical,
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TABLE 4-6,

Estimared policy effects for the US model under alternative sets
of coefficient estimates

1977 1978 1979 1980 a
I II IIT 1y T 1 {17 ¥ I 11 ITT TV I IT IiI IV Sun

GNPR: Real GNP

25LS 1,10 1,31 1.32 1.28 1,20 1.10 1.01 .93 .86 .80 .75 .71 .69 .66 .64 .64 13.41

38L35 E.12 1,32 1,32 1,28 1.1% 1,8% 1,00 .83 .85 .81 .76 .73 .70 .67 .65 .64 13.49

FIML 1.87 1.58 1.42 1,30 1.15 1,06 .99 ,54 .90 .87 .85 .83 .81 .74 .75 .75 15.08

Z5LAD g =05 1.4 1,37 1.38 1.35 1.27 1,17 1.08 1.00 .51 .84 .78 .73 .68 .66 .64 .63 13,98

JLS .11 1.35 1.38 1.34 1.25 1.15 1,05 .96 .88 .81 .76 .72 .68 .67 .65 .63 13.76
GNPD: GNP deflator (percent)

25LS L0418 .27 33 .40 .46 .54 57 .8l .83 .67 .71 .77 .80 .&0 85

35LS .04 018 L300 37 44,52 60,63 .65 .71 .76 .B0 .86 .90 .90 .95

FIML L2600 .25 .34 .38 .47 .51 .58 60 ,6% .86 .70 .74 .80 .84 .83 .89

28LAD @ =0.5 .05 .17 .26 .32 .39 .45 .53 ,55 ,60 .62 .66 .70 .75 .79 .78 .83

aLs £05 .17 .27 .33 .40 47 .55 .57 62 .63 .67 .71 .76 .80 .79 .85

Notes: a, Sum of the changes (at quarterly rates) over the 16 guarters, in billians of 1972

dellars.
= This experiment is the Cg experinent in Table 9-1. The values are estimated effects

from deterministic simulations,
* The changes are in percentage points,

9.4.5 Sensitivity of Policy Effects to Alternative Sets
of Coefficient Estimates

The last issue examined in this chapter regarding the US model is the
sensitivity of policy effects to the different sets of coefficient estimates. The C,
expeniment was run for five sets of estimates; the results are presented in Table
9-6. The five estimators are 2SLS, 3SLS, FIML, 2SLAD for g = 0.5, and OLS.
The 2815 results are the same as those in Table 9-1. The procedure followed
for the results for the other estimators is the same as that followed for the 25818
results,

The main difference in the results in Table 9-6 concerns the FIML estima-
tor: the initial increases in real GNP and the GNP deflator are larger for FIML
than they are for the other estimators. This is again due to the fact that the
FIML estimates of the lagged dependent vanable coefficients are in general
smaller than the estimates for the other estimators. In other words, the lagged
adjustment behavior of the model that is due to the presence of the lagged
endogenous variables is less pronounced for the FIML estimates because the
coefficients of the lagged endogenous variables are generally smaller.,

Aside from this difference for the FIML estimator, the results in Table 9-6
are very close to each other. The properties of the model are clearly not very
sensitive to the choice of estimator, including the QLS estimator. This
conclusion complements the conclusion in Section 8.5.5 that the overall fit of
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the model is not very sensitive to the choice of estimator. It is of interest for
future research to see if this conclusion holds for other models and for later
versions of the US model.

9.5 Properties of the MC Model
8.5.1 General Remarks

As was the case for the US model, it is possible to get some idea of the
properties of the MC model without performing simulation experiments. In
the following discussion, a variable is said to have a “direct” effect on another
variable if it appears on the RHS of the equation (either a stochastic equation
or a definition) explaining the other variable. Most endogenous variables have
at least an indirect effect on the other endogenous variables —either contem-
poraneously or with a lag of one quarter. As a result, it is difficult to explain
the properties of the model in a very systematic way. This discussion is
designed to try to give a general idea of the properties without going into every
possible indirect effect. It should also be kept in mind that not all of the effects
operate for all countries. All interest rates referred to are short-term rates
unless otherwise noted.

Summary of the Stochastic Equations of the Model

For reference purposes it will be useful to provide a summary of the stochastic
equations per country. The signs in parentheses in the following list are the
expected signs of the coefficient estimates,

Equation Dependent

number variable Explanatory variables
l Merchandise Short-term or long-term interest eate (—), GNP defla-
imports - tor {+), import price index (—), real GNP (1), lagged
net foreign assets (+), lagged dependent variabie (1)
2 Consumption Short-term or long-term interest rate {~), real GNP
{4}, lagged net foreign assets (+), lagged dependent
variable (+) :
3 Change in Changes in real GNP —current, lagged once, lagged
investment twice, lagged three times—(+), lagged level of in-
vestment {~)
4 Real GNP Final sales (+), lagged stock of inventories (—), lagged
dependent variable (+)

5 GNP deflator Import price index (+), demand pressure variable (—),
lagged dependent variable {-+)
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& Nominal money Short-term interest rate (—), nominal GNP (1), lagged
supply dependent variable (+)

7a,7b  Short-term Lagged rate of inflation (+), lagged rate of growth of the

interest money supply (+), demand pressure variable (—),

raie change in net foreign assets (—), lagged rate of change

in the import price index — four countries only —
{(+), exchange rate—three countries only-—(+),
lagged dependent variable (+)

8 Long-term Shaort-term interest rates—current, lagged once,
interest lagged twice — {(-+ or —), lagged dependent variable
rate (++)

9b  Exchange rate GNP deflator (+), short-term interest rate (—), demand
pressure variable (—), lagged change in net foreign
assets (—)-—all relative to the respective U.S. vari-
ables—lagged dependent variable (+)

10b  Forward rate Exchange rate (+), short-term interest rate relative to
the U.S, short-term interest rate (+)
11 Export price GNP deflator (+), world price index (+), exchange rate
index (+)

Trade Effects among Countries

There is a standard trade multiplier effect in the model. An autonomous
increase in GNP in country / increases the demand for imports, which
increases the exports of other countries and thus their GNP and demand for
imports, which then increases the exports of country { and thus its GNP, In
short, exports affect imports and vice versa.

FPrice Effects among Countries

There is also a price multiplier effect in the model. An autonomous increase
in country {’s domestic price level increases its export prices, which increases
the import prices of other countries, which increases their domestic prices,
including their export prices, which then increases country s import prices
and thus its domestic and export prices. In short, export prices affect import
prices and vice versa.

Direct Interest Rate Effects among Countries

The U.S. short-term interest rate appears as an explanatory vanable in the
intergst rate reaction functions of a number of countries. The U.S, rate is
more important in the fixed exchange rate period than it is in the flexible rate
period, but even in the flexible rate period it has an effect on some countries.
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This means that an increase in the U.S, interest rate directly increases other
countries’ rates. The German interest rate appears as an explanatory variable
in the interest rate reaction functions of a few other European countries, and
thus an increase in the German interest rate also directly increases other
countries’ rates,

Direct Exchange Rate Effects armong Countries

The German exchange rate appears as an explanatory variable in the ex-
change rate equations of the other European countries. The German ex-
change rate thus directly affects other exchange rates. All exchange rates are
relative to the U.S. dollar, and therefore each explanatory variable in the
exchange rate equations {other than the lagged dependent variable and the
German exchange rate) is the particular variable of the country relative to the
same variable for the United States. This means that the following U.S.
variables appear as explanatory variables in the exchange rate equations: the
GNP deflator, the short-term interest rate, the demand pressure variable, and
the change in net foreign assets,

Direct Effects within a Country

The short-term interest rate directly affects the long-term rate in the term
structure equation (Eq. 8). The short-term or long-term rate has a direct
negative effect on imports and consumption (Eqs. 1 and 2). The short-term
rate has a direct negative effect on the demand for money and the exchange
rate (Egs. 6 and 9b). (The reader should remember that an increase in the
exchange rate is a depreciation of the country’s currency.)

The asset variable, which is the sum of past values of the balance of
payments and a measure of the net asset position of the country vis-i-vis the
rest of the world, has a direct positive effect on imports and consumption
(Eqs. | and 2) and a direct negative effect on the short-term interest rate and
the exchange rate {Eqs. 7b and 9b).

The exchange rate has a direct positive effect on the local currency price of
exports (Eq. 11) and on the local currency price of imports (the equations in
Table B-4 involved in linking export and import prices). It also has a direct
negative effect on the dollar price of exports {because the coeflicient estimate
of the exchange rate in Eq. 11, which is in log form, is less than one). It has a
direct positive effect on the short-term interest rate for nine countries {Eq.
7b).

The price of imports has a direct negative effect on imports (Eq. 1), a direct
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positive effect on the GNP deflator (Eq. 5), a direct negative effect on the asset
variable (Egs. 17 and 18), and a direct positive effect on the short-term interest
rate (Eq. 7b). The price of exports has a direct positive effect on the asset
variable (Eqs. 17 and 18). The GNP deflator has direct positive effects on
imports, the demand for money, the short-term interest rate, the exchange
rate, and the price of exports (Egs. 1, 6, 7a, 7b, 9b, and 11).

The level of imports has a direct negative effect on final sales and the asset
variable, and the level of exports has a direct positive effect on these two
variables (Egs. 16, 17, and 18). The level of final sales has a direct positive
effect on GNP (Eq. 4). Any deviation of GNP from final sales in a period is
absorbed by a change in inventories (Eq. 12). The stock of inventories has a
direct negative effect on GNP (Eq. 4). GNP has a direct positive effect on
imports, consumption, investment, the GNP deflator, the demand for
money, the short-term interest rate, and the exchange rate.

The money variable M 1.* does not play a very important role in the model.
It is only a potential explanatory variable in the two interest rate reaction
functions, Eqs. 7a and 7b. It appears in 3 of the 23 estimates of Eq. 7a (Table
4-7) and in 4 of the 20 estimates of Eq. 7b {Table 4-8). This means that other
than in these few cases, the equation that determines M 1*, Eq. 6, plays no
role in the model. The properties of the model would not be affected if Eq. 6
were dropped for all countries for which M 1 * is omitted from Eqs. 7a and 7b.

Some Indirect Effects within a Country

It should be clear that there are very few unambiguous indirect effects in the
model with respect to sign. The signs depend on the relative sizes of the
coefficient estimates. It is useful, however, to consider the likely signs of some
indirect effects, even though these signs are not necessarily logical conse-
quences of the model.

Consider first the indirect effect of the exchange rate on GNP, The main
direct effect of the exchange rate is on the price of imports, at least in the short
run. The price of imports has a direct negative effect on imports, and the level
of imports has a direct positive effect on GNP. In other words, an increase in
the price of imports causes substitution from imports to domestically pro-
duced goods, which raises GNP. The exchange rate thus has an indirect

. positive effect on GNP through this channel (that is, depreciation increases
GNP).
Depreciation also lowers the dollar price of the country’s exports, which
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through the trade-share equations has a positive effect on the other countries’
demand for the given country’s exports. Therefore, depreciation also in-
creases GNP through this channel.

For some countries the exchange rate is an explanatory variable in the
interest rate reaction function, which means that for these countries depre-
ciation leads to an increase in the short-term interest rate. The short-term rate
has a negative effect on GNP, and therefore depreciation has a negative effect
on GNP through this channel.

Depreciation is likely to have a negative indirect effect on GNP through a
fourth channel. The likely initial effect of a depreciation on the balance of
payments is negative. Depreciation raises the local currency price of imports
more than it does the local currency price of exports, which, other things
being equal, has a negative effect on the balance of payments. Depreciation
also lowers imports and raises exports, which has a positive effect on the
balance of pavments. This latter effect is, however, likely to be smaller
initially than the price effect, and thus the initial net effect is likely to be
negative, (This is the “J-curve” effect.) A decrease in the balance of payments
decreases net foreign assets, which directly decreases imports and consump-
tion and directly increases the short-term interest rate. Although the decrease
in imports raises GNP, the decrease in consumption and the increase in the
interest rate lowers GNP, and the net effect is likely to be negative. Deprecia-
tion is thus likely to have an initial indirect negative effect on GNP through
this asset effect channel.

Depreciation has two main indirect effects on the GNP deflator, one
positive and one ambiguous. The positive effect is through the price of
imports, which has a direct positive effect on the GNP deflator. The second
effect is through GNP. If the net effect of depreciation on GNP is positive, this
will have a positive effect on the GNP deflator through the direct positive
effect of demand pressure on the GNP deflator. If the net effect of depreciation
on GNP is negative, the indirect effect on the GNP deflator is negative.

There are three main effects of the short-term interest rate on GNP, cne
negative, one ambiguous, and one positive. The negative effect is through
consumption: an increase in the short-term rate increases the long-term rate;
an increase in the short-term rate or the long-term rate decreases consump-
tion, which lowers GNP. The ambiguous effect is through the exchange rate:
an increase in the short-term rate has a negative effect on the exchange rate
(an appreciation), which has an ambiguous effect on GNP. The positive effect
is through imports: an increase in the short-term or the long-term rate lowers
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imports, which, other things being equal, raises GNP. The consumption
effect is likely to be the dominant one, and thus the net effect of the short-term
rate on GNP is likely to be negative.

Arn increase in the short-term interest rate has two main effects on the GNP
deflator, both negative. The first is the likely negative indirect effect of the
short-term rate on GNP and thus on demand. The second is the effect on the
exchange rate: the exchange rate appreciates, which lowers the price of
imports, which lowers the GNP deflator.

8.5.2 Results for Eleven Experiments: The Construction of Tables 9-7
through 9-17

The results of eleven experiments are reported in this section. The first
experiment 1s for the fixed exchange rate period 197011 - 19721, and the others
are for the flexible rate period 19761 - 19771V, The experiments are as follows.

. An increase in U.S. government spending (fixed exchange rate period)
. An increase in U.S. government spending {flexible exchange rate period)
. An increase in the U.S. short-term interest rate

. An increase in German government spending

. An increase in the German interest rate

. A depreciation of the German exchange rate

. An increase in UK., government spending

. A depreciation of the U K. exchange rate

. An increase in Japanese government spending

. A depreciation of the Japanese exchange rate

. An increase in the price of exports of the oil-exporting countries

—_ = )
—_ O D G0~ N B L N e

The results are presented in Tables 9-7 through 9-17. Stochastic simulation
is too expensive to perform for the MC model, and thus all of the results in
these tables are from deterministic simulations. For all the simulations the
estimated residuals were added to the stochastic equations and treated as
exogenous. The base path for the experiments is thus the perfect tracking
solution, The complete MC model was used for all the experiments except 1,
where trade shares were taken to be exogenous. The special treatment for
experiment 11 is discussed later in this section.

Results for 15 countries and 13 variables per country are presented in the
tables for the two-quarter-ahead and six-quarter-ahead predictions. Except
for the numbers for the balance of payments and the two interest rates, each
number in the tables is the percentage change in the variable (in percentage
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TABLE 9-7. Percentage change in the variable after two and six quarters induced by a sustained
1 percent autonomous increase in US real GNP (initial chamge in 1570 I)
Shert-term
GNP interest Exchange Import Money

Real GNP deflator rate rate price supply Imports
Country 2 [ 2 & z [ 2 6 2 ) 2 5
us 1,31 .05 W10 .34 39 453 .00 00 .02 .15 -.08 .03 1.07 1.34
Canada W12 .18 .01 .17 35 .52 .00 -.09 .07 .24 -.69 -2.11 .10 .24
Japan W05 (15 <80 03 -.03 -.01 00 .00 .04 .20 040 12 02 .10
Austria -.0L -,05 -0 -.00 44 W10 .00 00 .02 12 -.00 -.00 -.04 -8
Belgium 02 .05 00 .82 .28 .65 00 .00 03 .15 - 14 .99 02 -, 13
Denmark .04 07 .00 .82 [ B .00 L00 .03 15 -.20 -,56 .01 -.06
France .00 .DB .00 .01 22 .54 00 .00 .03 .13 -.03 -.26 00 -1l
Germany .01 .02 .00 .01 .28 .62 00 a0 Q03 .16 -.44 -1.35 -.06 -.57
Ttaiy .02 .00 .0x .03 .04 14 .00 .00 02 .13 -.05 -.29 62 -.05
Netherlands .01 -2 .00 -,00 .34 .80 .00 .00 83 1S -.75 -1.75 01 -.17
Norway .00 ~.04 .00 .02 .00 .00 00 20 .02 .15 .00 -.81 .01 -.03
Sweden .02 .05 .00 .03 3000 .22 Red oo B3 16 .0z 09 -.00 -.08
Switzerland .00 ~.03 00 .01 .08 .13 06 .e0 03 14 -.02 -.13 -.02 -,29
tnited Kingdom .03 .03 -.00 .02 Jg2000,27 .00 .00 03 16 -.20 -.89 .04 .07
Finland 01 =01 .00 02 -.00 .00 L0000 L00 .02 13 .01 .03 02 -.00
US Alone 1,31 .07 W10 43 .40 .53 —_— s 4] Q -,08 .02 1.07 1.37

Long-term
interest Export Balance of

Corsumption Investment rare price Exports payments?
Country 2 4] 2 5 2 3] 2z 6 2 6 2 b
us 040 -1 1.92 2,95 120 .31 .08 .44 .00 -.189 -95.072 -130.478
Canada -.04 -,12 030 .10 W13 W30 JOE 19 .78 1.02 27,132 34.395
Japan .02 .08 W01 .15 00 .00 W01 .08 44 54 7.182 9,396
Austria ~.07 =17 .00 .00 000 .00 .02 .08 .05 .08 .019 043
gelgium .01 -.08 .00 .01 .07 .28 .02 Az .06 -.13 .043 -.031
Denmark .03 .07 La0 .02 .04 .15 -.04 .16 .14 .04 .002 .009
France -.01 -,10 00 -.01 060 L2 03 U13 05 -.13 .12 -.GB3
Germany .05 -,23 .00 Q1 .08 24 .02 .09 .12 10 045 165
Italy .01 00 SO R .01 il .03 .13 .11 -.07 2,032 . 500
Netherlands -.0¢ -.18 A0 -1 JB6 W24 .03 .14 84 -.21 004 -.003
Norway 00 =03 06 -.00 .08 L00 .12 .31 .03 .16 008 .009
Sweden .01 .04 L0008 02 08 ,a2 .13 08 -, 01 .006 .003
Switzerland -.04 -.17 00 -,01 L2 .,07 La1 o .08 .12 .01 006 .015
United Kingdom 02 .04 .01 .02 04 .12 .02 W12 .15 10 1.806 .046
Finland .01 =-,00 W00 0% 000 .00 .04 .18 W05 -.08 1,241 .006
Us Alone .04 «,10 1.2 2.98 W12 .30 .08 .41 0 8} -52,871 -92.480
Note: a. Change is absclute change, not percentage change, in umits of local currency.

points) divided by something. For the spending increases (Tables 9-7, 9-8,
9-10, 9-13, and 9-15), the divisor is the change in government spending as a
percentage of GNP (in percentage points). In other words, each number is
[P, = ¥ /v AG/Y,), where §, is the two- or six-quarter-ahead predicted
- value of y, after the change, AG, is the change in government spending in
quarter /, and Y, is the actual value of GNP in quarter 7. (Remember that all
changes are changes from the actual values, not changes from quarter to
quarter.) Each number is thus the percentage change in the variable induced
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TABLE 9-8, Percentage change in the variable after two and six quarters induced by a sustained
1 percent autonomous increase in US real GNP (initial change in 1976 I}
Short-term
GNP interest Exchange Import Money

Real GNP defiator rate rate price supply Imports
Country 2 & 2 5 2 2 6 2 & 2 6
us 1.31 1.07 .15 .64 .42 .59 —_ — .44 1,62 -.08 L0 .84 .81
tanada .11 7 .02 W26 .35 .59 .01 -.13 W32 1.20 -.40 »1.45 .08 LBY
Japan .05 .28 -.00 .10 w06 -,11 w34 -.20 401 1.0 .03 .23 B3 17
Austria -.01 .05 000,20 A1 L3 -, 68 -2.14 .22 1.10 -0 -.00 -.13 -.67
Belgium .03 .13 W01 .18 .04 10 ~.64 -1.89 .20 1,27 ~. 01 .00 .04 -4
Denmark -.05 -.14 ~-.01 .05 -.09 .09 -.86 -2.18 09 - .03 -.18 .03 .39
France -84 -.36 00 W01 -.01 .38 w7l 2,87 02 -.87 -.02 -.1% -.03 -.40
Germany -4 =23 -.01 07 .13 e -.75 -2.24 .05 .55 -.15 -.48 -.09 .56
Italy -0 -.17 .01 02 =07 -.d5 -.55 -2.34 .16 .30 .04 .30 -.00 -.05
Netherlands ~-.02 ~-.14 -.00 L0 .05 .10 ~.68 -2.09 B2 .59 -.07 -.20 -.01 -.33
Norway -.00 .00 02 .15 .03 .04 -.41 -1.44 .27 1,48 .00 .08 -.02 -,46
Sweden W09 .04 04 385 .07 L2 .05 -1.23 .87 1.84 a1 .47 .07 -.45
Switzeriand -02 ~.24 .01 -.03 .08 .10 -.88 ~2.81 ~-.01 .50 -.04 - 16 -.13 =72
United Kingdom .01 -.21 .01 -~.18 -.01 -.10 .79 -5.90 .13 -1.40 01 .10 01 -.09
Finland -.04 -.43 .04 .30 ~.00 -.04 -.22 -1.,02 W53 02,20 -.00 -.10 -.04 -,63
US Alone 1.31 1.09 A3 48 .40 .53 e _ Q ] -, 10 ~.01 .87 1.28

Long-term
interest Export Balance of

Consumption Investment rate price Exports paymentsa
Country 2 6 2 & 2 <l 6 2 6 ? &
us 02 -.19 2.07 2.92 L1300 L33 .20 .59 451 ~294.394 -443.698
Canada .05 ~,15 02 .08 L 13 .33 L241.,07 W74 .88 56,762 63,979
Japan .03 .18 .0l .23 WGe 00 W17 i W27 .93 22.569 30.165
Austria w09 -, 22 Ry GO Rt L0 -.01 .25 -.00 -.%0 ~,083 w284
Belgium .02 08 L0083 .0 .05 .02 .46 -0 =027 -,647 -3.132
Denmark -85 -.13 -0 .04 -0 82 .07 .50 -1z -.m2 .012 -.046
France =01 -.13 00 -, 07 -0 -.11 .43 1.68 «.21 -1.58 264 .868
Germany -.05 -,22 Lon - 11 04 .07 .26 1.02 -.12 -.70 214 . 285
Izaly 01 -.00 .00 -.04 -02 -.17 .40 1.51 -.05 -.81 17.477 82,510
Netherlands -.01 -.14 L00 .05 .01 .03 - 01 .35 -.05 -.44 -, 018 -.110
Norway -.01 -.01 00 .00 .01 .02 .35 1,55 -.03 -.58 003 -.058
Sweden .02 .04 W00 .24 .01 .07 .45 1.81 .22 -,57 -.048 -.053
Switzerland -.06 «.28 00 -.22 .04 .07 .20 .76 -.07 -.84 .034 .042
United Kingdom 01,05 .01 -.1l -.00 -.04 W36 1,23 .00 .99 47,549 249.548
Finland -,01 -.23 00 -.12 .00 .00 67 2,66 -.19 -1.,86 -.777 «57.673
US Alone W03 -,08 2,07 2,95 200031 L0740 Q 0 -230,193 -290.720
Nete: a, Change is absolute change, not percentage change, in units of local cuxrency.

by a one-percent autonomous increase in GNP of the country in which the
policy change was made.

For the interest rate increases (Tables 9-9 and 9-11), the divisor is the
change in the interest rate (in percentage points). The actual change in the
interest rate for the experiments was 2.0 percentage points, so the divisor was
2.0. Each number in these tables is thus the percentage change in the variable
induced by a 1.0 percentage point increase in the interest rate. For the
exchange rate increases (Tables 9-12, 9-14, and 9-16), the percentage change
in the exchange rate was 10.0 percent and the divisor was 1.0. Each number in
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TABLE 9-9, Percentage change in the variable after two and six quarters induced by a sustained
} percentage point increase in the US short-term interest rate {imitial change in 1976 1)
Short.term
GNP interest Exchange Import Money

Real GNP deflator rate rate price supply Itports
Countyy 2 6 P 2] 2 2 6 2 6 2 [}
5 .34 -1.13 -4 -40 L0180 — — .87 -1,77 - 87 -1.82 -.29 -2.04
Canada -.10 -.62 -0l -.33 95 1,05 08 .09 -.21 1,07 1,22 -3,50 -.2: -1,38
Japan -.04 -.35 L4017 A7 .81 1.30 3.03 95 1.92 -.07 -.51 -.14 -1.12
Austria -.08 -.24 -.03 -.28 W28 .38 1.00 1,98 -.21 -,5% -0 -.00 -.26 -84
Belgium -.18 -.58 -.02 -.26 300 U39 T 1,82 -.26 -1.12 -,11 -.70 -.00 -.39
Denmark -.06 -.40 =02 -7 09 -4 .83 1.85 ~.46 ~1.16 05 -.34 .04 ..04
France -.04 -.28 -.01 -,05 .26 .72 .71 Z.20 -.22 -.35 ~-.04 -.36 02 -,24
Germany -.08 -.31 -.01 -.14 500 .83 W91 1.93 -.02 -.52 -.58 -1.50 -.23 -1,33
Italy =03 -.17 -.04 -.21 07 L38 .56 1.68 ~. 32 -,65 ~.06 -.50 -3 .50
Netherlands -.06 «.49 .00 - 10 .20 .28 .83 1.80 -.04 .58 -.26 -,70 -,04 -.47
Norway -4 -16 -.04 -.24 19 .38 .81 1.49 ~.50 ~1.70 -.04 .26 -.04 -,52
Sweden 14 .00 .04 .24 W21 .68 1.85 3.45 .90 .64 .05 .30 18 -.8%
Switzerland .05 -.24 .02 .02 .30 .53 1.62 3.05 .54 .13 -.14 -.52 -.46 ~1.74
United Kingdem w03 -, 26 w03 w15 .04 .01 34 2,19 ~.54 - 2% .02 -.12 -.03 -.48
Finland w02 w12 w03 -, 26 .00 ~.03 i.00 :.63 -.37 -1.58 -.03 -.%2 -.05 -.50
Us Alone -.34 ~1.10 -.01 .23 .00 1,00 —_ — ] o «,62 -1,63 w36 ~2.53

Long-term
interest Export Balance of

Consumption Investment rate price Exports payments?
Country 2 6 6 2 [ 2 & 2 [ 2 ]
s ~.41 ~1,32 -.50 -2.30 ) .64 -.20 «.78 -,12 .81 463,175 1907.530
Canada ~.20 -,71 -,02 .23 .34 .64 -.30 -1.07 -, 26 -1.53 -11.47%F -102,456
Japan ~,06 -,51 «,00 ~,25 L0000 .00 =17 -.43 ~, 12 -.86 -128.978 -275.178
hustria ~.26  -.56 .o .00 .50 A0 B4 =051 -.13 -.81 .447 1.278
Belgium ~-.06 .48 .00 ~-.12 .08 20 ~.08 ~.57 -.11 -.78 .767 2,242
Denmark w33 -,34 w00 «,07 ~.02 -,09 W27 -.B8 -.13 -.8% .045 -. 054
France -.02 .23 L0 -,08 .07 .28 -.5% -1.58 -3 .76 -.839 -3.617
Germany -.17 -.62 G0 «,18 L1400 .34 35 -1.03 ~.09 -.04 -, 408 -, 1860
Italy =01 -.135 L0000 -,06 L2 .15 .54 -1.48 .13 -.77 -50.535 =~278.212
Netherlakds -.03 -.46 0% =015 L4 010 .05 -.51 -.13 -.87 -.052 ~, 165
Norway -6 =025 00 -,08 030 .13 W22 -1.32 - 10 -75 \124 326
Sweden -0 -.13 08 08 0822 .52 -1,37 -.09 -.71 -.673 -.962
Switzerland w21 =, 75 - 03 .24 Jd5 0 .32 W25 -.71 -.33 -, 79 -.131 -.047
United Kingdoem -0 -.28 .00 .13 w, 0L ~.00 .51 -1.36 -.12 =79 «3,675 ~328.702
Finland -0 -l L0 -, 04 .00 .00 B8 -2.39 -0 -.70 75,568 ~115.221
Us Alene ~.43 -3.20 -.50 -2,24 .31 B4 .0 -.18 0 0 212,551 1708.347
Note: a. Change is absolute change, not percentage change, in units of locai currency.

these tables is thus the percentage change in the variable induced by a 10.0
percent increase in the exchange rate. Finally, for the increase in the export
prices (Table 9-17), the percentage change in the prices was 50.0 percent and
the divisor was 1.0. Each number in this table is thus the percentage change in
the variable induced by a 50.0 percent increase in the export prices.
" The numbers for the balance of payments are not in percentage terms and
have not been divided by anything; they are merely the actual changes in the
balance of payments corresponding to whatever policy change was made. The
balance-of-payments variables are in units of nominal local currency, and
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TABLE 9-10. Percentage change in the variable after two and six quarters induced by a sustained
1 percent autoncmcus increase in German real GNP [initial change in 1876 I}
Short-term
GKRP interest Exchange Import Money
Real GNP deflator rate rate price supply Ieports
Country Z <] 2 6 2 6 2 6 2 6 2 6 2 6
us .01 .04 -.01 -.04 -.00 -.01 — — -.13 -.48 -.01 -.83 .02 16
Canada .01 .04 -.00 -.01 -.00 -.01 .00 .61 -,08 -,30 G0 02 L0 L1
Japan .01 .05 -,00 ~,01 w,01 .02 01 .04 -8 -.28 01 .03 W61 16
Austria .09 .17 .02 .11 w01 w00 .35 1.2% .03 .10 -.00 -.00 .11 .38
Belgium .22 .27 L2 K] .18 .58 L34 1.08 W03 .04 -.01 -.23 .28 .56
Denmark 08 .15 00 .03 .01 .04 .35 1.15 ol SN 060 .13 07 .18
France .07 06 -, 00 .02 .28 1.07 .30 1.16 .02 .18 0f -.17 .06 .08
Germany 1.21 1.67 .20 .18 .57 1.65 .40 1.30 .14 .34 .45 .62 .52 2.07
Italy .07 .14 .01 210 .02 W22 .26 1.09 -.00 19 .02 -.02 .10 .19
Netherlands .28 .44 .02 .16 .32 1.05 W36 1.20 .11 .32 -.i6 -.6% .26 .63
Novway .08 41 -.00 -.03 W21 .70 .22 .74 -.04 -.21 W01 .07 .02 -.56
Swaden .05 12 ~-.00 ~.06 .05 .26 .15 .45 -.14 ~-.55 .05 .09 .06 .19
Switzerland .08 .19 .01 .09 .02 .08 .39 1.34 .07 .25 .01 .01 .13 .23
United Kingdom .05 13 -1 ~,03 ~.01 .04 .12 .71 -.11 -.12 01 -.01 07 .18
Finland .05 .13 -.01 -,03 .00 .02 W22 .74 -.08 -.29 .03 .08 a7 .17
Long-ternm
interest Export Balance of
Consumption Investment rate price Exports payments®

Country 2 6 2 6 2 6 2 6 2 6 2 6

us .00 .03 .02 .08 -.08 -.00 -.05 -.18 s .25 60,253 164,235
Canada .00 02 W00 .02 -.00 -.08 -.08 -.28 .08 .22 5.823 18,569
Japan .01 .03 .00 .05 00 00 -.06 -.23 .08 .19 4,285 7,662
Austriz .07 .16 .00 .00 .00 .00 .08 .24 .48 .73 .148 L1740
Belgium L1500 .24 L0011 W04 23 07 .2 S0 .72 875 1.294
Denmark .06 .15 -.00 .06 .00 .02 0@ -.02 .30 .45 021 -5
France .01 -.07 00 .03 .07 .39 ~.14 -.51 38 .56 067 -.382
Germany 55 .77 .00 1.96 .16 .6l -0 .12 400 .22 -.865 -1.194
Ttaly 02 .07 .00 .09 .00 .08 -.12 -4 .40 .58 9.776  -40.812
Netherlands .16 .38 000 .34 .05 .29 A1 L35 .65 .91 L1083 080
Norway .03 .15 .00 .08 .03 .20 -.04 -.20 .25 .38 .026 .148
Sweden W02 i N .18 .01 .08 -4 -.54 .23 .31 G35 .37
Switzerland 03,09 L0300 .28 01 .04 -.06 -.19 .34 51 004 -.033
United Kingdom .03 DB .02 .07 -.00 .02 «.13 =-,45 19 .34 5.684 -29.138
Finland 020,09 .00 ,09 .00 ,00 -22 -,81 .21 37 -1.367 -26.829

Nete: a, {hange is absolute change, not percentage change, in units of local currency.

thus it is not readily apparent from the tables how one country’s balance of
payments changed relative to another’s. For the most part it is unnecessary to
know this to understand the rest of the results; when it is necessary, the
relative change will be mentioned in the text. The main interest in the
balance-of-payments results for a country is the sign of the changes.

For the two interest rates, the changes are absolute changes (in percentage
points) rather than percentage changes. The divisors are the same as they are
for the other variables.

The exchange rate experiments, 6, 8, and 10, require that the exchange rate
reaction function be dropped for the particular country in question. The
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TABLE $-11. Percentage change in the variable after two and six guarters induced by a sustained
1 percentage peint increase in the German short-term interest rate (initial change in 1976 1)
Short-term
GNP interest Exchange Import Money
Real GNP deflator rate rate price supply Imports
Country 2 6 2 6 2 6 2 6 2 o 2 6 Z &
us -.02 ~,08 03 .13 .0l .03 — — .48 1,32 .03 .10 -.06 -.49
Canada -.01 -.0% .01 .08 .01 .05 -, 00 -,03 .29 .84 -.02 -.10 o2 -.27
Japan -.01 -.06 01 .08 .01 .05 .01 .02 .33 .80 ~.00 -,03 -.04 -.25
Austria -.03 ~.08 L0l .04 B L0700 1,28 -2,80 L0600 .52 -,00 -.00 05 -6
Belgium =10 -7 01 -.02 050 -84 w1014 -2.27 -.00 48 -.05 -.11 100 -.58
Denmark -.04 -.09 00 .83 .02 M 1018 -2.38 020 .39 -.02 -1 -0z =028
France -.04 -.18 LU - 00 .41 L2000 -1.01 ~2.56 .02 -.01 -.07 -.21 -.04 -.23
Germany =11 -6 .03 -.15 1.00 1.00 ~1.35 -2.68 -.43 -.31  -1,20 -1.77 ~.66 -1.50
Italy -.03 -,12 .01 ~-,01 210 ~.48 ~.83 -2,25 .15 .09 .05 .34 -.03 .07
Netherlands .15 -.46 00 -.14 A4 44 1,23 -2.52 -.28 -.19 -.62 -.B8 -.06 -.58
Norway .01 c3 L0008 Y —i -.599 -1.96 050 L7 -.03 .13 -.22 .97
Sweden -0z -,12 .01 .05 L1303 -.50 -2,30 L1800 32 -.00 -.07 -.07 -.11
Switzerland -.03 -.14 01 =08 030 -012 0 -1.27 -2.66 -.09 .16 .01 .04 -.02 -.0%
United Kingdom -.02 -.10 .02 .18 .03 -.02 -.40 «1,57 .48 .65 -.02 .01 -.03 ~-.14
Finland -.03 -.15 .05 22 .00 -,01 -.75 ~1.59 .45 1.42 .01 .07 -.02 -.03
Long~term
interest Export Balance of
Consumption Investment rate price Exports payments?
Country 2 [ 2 ] 2 ) 2z & 2 6 2
us -.02 -.10 -.02 -.17 .00 L0l L1700 051 -.06 .30 -234,466 -585,770
Canada -.00 -.04 -.00 -.03 .00 L02 W30 .83 -.07 .50 ~-15.238  -85.059
Japan -.00 -.05 -.00 -.04 .00 ,00 24,66 -.06 -.32 -11.523  -33.452
Austria =03 -.13 .00 ,00 00,00 -.21 -.18 -.21 W57 -.408 -.947
Belgium -.06 -.19 00 -.07 .02 -.00 -.18 007 -.22 -.61 -7.265 -5,240
Denmark =03 .09 -.00 -.03 -.00 .02 .04 47 -.15 -.46 -.028 -, 013
France =03 17 00 -.06 A2 L4 540 1.45 .16 -.44 L815 2.914
Germany -.39 -.60 .00 -,18 L300 L45 .28 .78 ~-.D4 .27 1.727 3,142
Italy .00 .01 00 -,05 -.03 -,18 .50 1,28 -,18 -.51 43.274 196,395
Netherlands -.08 -.55 00«25 .08 17 .31 -,32 -.28 -.74 -.136 -.164
Norway -.05 .13 00,04 07 18 03,56 -.11 .32 .007 .087
Sweden -.00 -.01 00 =10 L0300 .03 .53 1,43 -.12 -.47 .153 . 418
Switzerland 00 .01 =00 -,17 -.01 -,067 .25 .65 -.15 .46 .063 071
United Kingdom -.01 -.05 -.00 -.06 .01 -.00 .48 1,32 -.08  -.36 -7.329  127.243
Finland -.01 ~.07 L0 .08 .00 .00 .85 2.30 -.11 .37 42.714 66.408

Note:

a, Change 1s absclute change, not percentdge change, in units of local currency.

exchange rate is instead taken to be exogenous and then changed by the
specified amount. This procedure 15 somewhat artificial in that the interest
rate reaction function for the particular country 1s not also changed. Presum-
ably exchange rate and interest rate decisions are coordinated, so changing
one but not the other 1s not necessarily realistic. These experiments, however,
were performed solely with the aim of trying to understand the properties of
the model; they are not meant to be realistic descriptions of actual policy-
making decisions. Similar considerations apply to the German interest rate
experiment, experiment 5,

The following discussion of the results is somewhat loose. Reference is
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TABLE 9-12. Percentage change in the vaviable after two and six quarters induced by a sustained

10 pexcent increase in the German exchange rate {depreciation} (initial change in 1876 I)

Short-term
GNP interest Exchange Inport Money
Real GNP deflator rate rate price supply imports
Countyy 2 & 4 & Z 6 Z & 2 & 4 6 2 G
us .09 .28 -.21 .57 -.10 -.09 o — -3.24 -4.24 -.20 -.35 56 2,06
Canada .05 W31 -.09 -,44 -.11 -.14 .03 12 -2.00 -2.80 .13 .38 24 1.10
Japan .41 .08 -1 -.38 -.07 «,13 .07 «,17  -2.19 =3.02 01 =01 .31 88
Austria -.90 -,3% .04 -,47 -0 =027 9.65 9.68 -.34 -1.71 -.00 -.00 .10 .64
Belgium -.81 -.68 L6 -,.28 1,20 1.43 8.35 8.35 -.03 -1.64 -.30 -1.51 -.08 -.25
Denmark B8 -.28 L5 -.09 .32 -.87 8.86 8,86 .24 -1,07 -,18 -.19 -.21 .05
France =03 -.37 - G35 .18 1.03 2,21 4,37 10.56 .81 1.04 - 10 .72 w. 10 ~.76
Germany -.10 -.38 .09 .12 L4 1,840 10.00 10,00 2.99 1,19 -.56 -1.65 -.23 -1.73
Italy -.02 -.60 -.10 .03 1.40 2.2% 6,96 9,19 -, 11 .63 -.65 -2.33 -.20 -1.50
Netherlands .28 -.15 .28 .26 .68 4% 9.36 9.43 2.37 .85 -.54 -.46 -.538 -.47
Narway A1 -.04 -.04 -.42 58 LT2 6.77 6.80 -.64 -2.61 -.05 -.36 -.11 ~-.66
Sweden -.18 -1 -.22 -.53 .02 .78 6.07 7.33 -1.64 =2.04 -.26 ~.77 .26 -.90
Switzerland A2 .07 L6 .07 27 .48 9.64 9.81 75 =72 - 11 .41 ~.50 -1.52
United XKingdom 01 .14 - 26 -.82 -.28 04 3.46 7.08 -2.58 -,70 .18 -, 34 02 .53
Finland L3 .15 =25 .93 -.02 -.01 5.75 5.87  -2.70 -4.30 ~, 186 .72 «.12 «1,01
Long-term
interest Export Balznce of
Consumption Investment rate price Exports paymentsa

Country 2 & 2 & 2 6 2 & 2 6 2

us W14 .41 .13 .57 =03 -.00 -1.,18 -1.79 08 .28 617,978 510.500
Canada .03 .17 .00 W12 -.44 -.08 -1.99 -2.74 AT 173 50,361 127.088
Japan L0300 .13 =00 07 00,00 -1.87 -2,21 2% .68 28,042 28.925
Austria .06 -.08 00 .00 000 00 1.62 .76 -.08 .73 1.029 1.092
Belgium 02 -.a7 00 -.15 .31 .58 1.52 .48 ~.14 -.80 6,357 7.846
Denmark .04 -.23 -.00 .02 .08 -.02 L13 -1.16 .03 ~.60 .007 - 093
France -.04 -.52 .00 -.05 W27 .92 -3.45% -4,44 -.08 -.68 -4.,050 ~-6.039
Germany .23 1,02 W00 -,23 A7 L43 «1,96 -2,63 -.04 -.22 -3.607 -2.307
ITtaly =.11 «.48 Lo -, 03 W27 1,06 -3,22 43,89 -,.04 -.41 -287.036 -453.613
Netheriands 140 -,.81 0 .14 .11 .21 2.67 1.56 -.11 -.90 .184 .122
Norway -.07 =027 W00 W02 D08 27 0 -1,88 02 -.51 .164 . 360
Sweden -.04 -,28 08 -.26 .01 .23 ~3.53 -4.60 -.06  -.41 -.534 -.570
Switzerland -.16 -.81 -.02 .01 13 .38 -1.63 -2,06 -.01 -.42 ~.264 -.115
United £ingdom L1 -.40 L0 -, 06 -0 01 -5.17 -4.06 .03 -.10 © ~56,048 -378,834
Finland LBG -.01 .00 08 L0600 00 =5.46 -7.01 0F .47 -176.527 -~132,821

Note: a. Change is absolute change, not percentage change, in units of local currency.

sometimes made to a change in one endogenous variable “leading to™ or
“resulting in” a change in another endogenous variable. This is not, strictly
speaking, correct because the model is simultaneous, but it does help to give a
general idea of the model’s properties. Not all results in the tables are
explained, and not every possible indirect effect is noted. Emphasis is placed
on the main results and effects and, as the discussion progresses, on the results
in a table that are different from the results in previous tables. In what follows,
the terms “GNP” and “income™ are used interchangeably, interest rates are
always short-term rates unless otherwise noted, and import and export prices
are local currency prices unless otherwise noted.



Evaluating Static and Dynamic Properties 337

TABLE 9-13, Percentage change in the variable after two and six quarters induced by a sustained
1 pexrcent autcnomous increase in United Xingdom real GNP (initial change in 1976 1)
Short-tern
GNP interest Exchange Isport Money
Real GNP deflator rate rate price supply Imports
Countyy 2 <] 2 6 2 6 2 6 2 [ 2 6 2 G
us .01 .03 .00 -.02 -.00 -.08 — e -.05 -.28 -, 00 .02 .01 .10
Canada .02 .04 .00 01 -.01 -,01 o0 .02 - 03 ~.17 .01 .03 .03 .13
Japan L0 .04 .00 -.00 =81 -.02 LBl 04 02 .12 il .03 .01 .06
Austria L0504 010 -.02 .00 -.01 .01 R - 05 -,25 -.6e -.00 .05 .18
Belgiunm .07 06 00 -.01 02 02 01 .08 -, 08 ., 38 .01 .02 W13 .35
Denmark, 14 .08 00 -,04 A1 -4 B3, 09 -, 08 -,45 e .21 L1300 .49
France .04 .06 .00 -.03 .01 04 0 .07 ~-.06 .32 .02 02 .04 .17
Germany .04 W11 .00 .04 .01 W06 01 .10 - 06 ~,28 .02 06 .05 .16
Italy .03 .06 00 -.01 =81 -,01 01 08 -.05 .24 Q1 .05 .04 -15
Netherlands Wil .15 N} .04 03 87 .01 08 - 06 .33 .04 .0E .2 .35
Norway »21 .20 .00 -.05 ~.01 L01 01 06 -.08 -.41 08 08 .23 .56
Sweden .08 W18 00 -.03 «, 01 -,03 .03 12 -.08 -.43 L8 W17 .08 W41
Switzerland .05 .07 01 -.00 .0l 01 .02 .11 -.08 -.48 00 .01 .08 .25
United Kingdom 1.41 1.,1% B0 V38 L2700 L4 .52 2,56 AT 2,39 I S ¥ 2.0 1.76
Finland .08 .15 B0 ~.05 .01 .43 .40 .04 -, 18 «,53 .07 10 .13 .37
Long-term
interest Export Balance of
Congumption Investment rate price Exports paymentsd
Country 2 @ Z 6 e 6 Z & 2 [ 2 L]
1) 00 .02 .02 .06 i 00 -.01 -.08 .13 24 51.383 120.412
Canada L0003 L0002 -.00 .00 -2 -.12 Jd4 00021 13,286 18,358
Japan ] .03 .00 .04 .00 .00 -.02 -.10 07 .16 3.468 5.957
Austria .02 .05 L .00 00 00 -.02 -.13 .17 . 26 068 .104
Relgium .05 .47 .00 .04 Q1 .01 -.04 ~.19 W20 .35 L3587 .827
Penmark .10 .13 -.00 Niy) 000 -.06 -.04 -.27 .52 .53 {59 .038
France a1 .03 00,03 000 .01 -.05 -, 27 21 .30 125 .142
Germany .02 .08 .00 .09 W00 .02 -.03 -.10 .18 .31 ac 195
Italy .01 .04 L00 .04 -.00 -.01 -.04 =23 1o 26 4.655 11.272
Nethexrlands N .18 00 .13 .4l .02 =04 .22 27 .36 045 B42
Norway 16,18 L0018 ~-.00 -.00 -.07 -.38 .75 .85 051 B35
Sweden .03 .12 00 .28 -.00 -.01 «, 04 -,26 .36 .48 L6 070
Switzerland .02 06 .01 .14 .00 .01 -.02 -.12 .18 .28 .017 .046
United Kingdon .81 .56 .88 .74 .09 .20 -.02 -.06 07 23 -194.756 -422.517
Finland .04 12 000 L6 00,00 -.47 -.38 40 .49 18.327 24.275

Nete:

a, Change is absolute change, not percentage change, in units of local currency,

United States Spending Increase: Fixed Exchange Rate Period (Table 9-7)

The increase in U.S, government spending increased U.S. income, which In
turn increased U.S. imports. This increased other countries’ exports, which in
turn increased their income and imports. This is the trade multiplier effect.
The increase in U.S. income also led to an increase in the 11.S. price level,
which increased other countries’ import prices. This led to an increase in
other countries’ export prices, which resulted in further increases in other
countries’ import prices. This is the price multiplier effect.

The other important effect in this case is the interest rate effect. The



338 Macroeconometric Models

TABLE 9-14. Percentage change in the variable after two and six quarters induced by a sustained 10 percent
increase in the United Kingdom exchange rate (depreciation) (initial change in 1976 I)
Short-term
GNP interest Exchange Import Money
Real GNP deflator rate rate price supply Imports
Lountry 2 3] 2 6 2 2 2 <) 2 5 2 &
us .03 45 -.05 -.11 -.03 -.01 — — «, 73 w7 -.05 -.06 AT .41
Canada 01 .04 =03 -.11 -.45 -.03 020,03 .51 =.55 06 .10 090,24
Japan .01 .03 02 .08 -~ 82 -.02 -.01 .01 - 42 -.48 .01 .02 a7 .20
Austria 03 -.06 -.12 -3¢ -.03 -.05 .03 .12 -.80 -.82 -.00 -.00 .18 .19
Belgium -~ 21 -.23 .13 «.37 ~, 30 -.10 .03 .11 ~1,19 ~1.20 -.04 -.15 .32 W17
Denmark ~.15 -.44 -.11 -.38 -.61 -.38 .0l .05 ~-1,54 -1.56 34 -.34 .47 .49
France -.03 -.08 -.05 -.20 =16 -.08 .04 -.02 -.56 -1,11 -.03 -.15 W20 .22
Germany 04 .04 -.02 -.08 -.01 -.02 .04 213 -.81 -.91 .03 .02 .05 W13
Italy 01 -.00 =11 -.28 -, 08 -.08 ~,02 -.08 -.85 -,97 a1 =06 07 .12
Netheriands -.06 -,16 -.04 -.16 -.20 -.10 0% W12 -89 -1,11 140 -011 L2l .14
Norway .14 -.46 -.13 -.30 -,11 00 .04 .09 -1,325 -1,28 -.08 -.38 L29 -2
Sweden -,05 =~,23 -.13 -,42 -.19 .26 .15 .16 «1.40 -1.47 -.14 .75 .20 .40
Switzeriand -,03 ~.15 .08 -.35 -.04 .07 02 =30 -1.4% -1.86 .00 -.006 .26 .38
United Kingdom -, 05 -,82 .73 2,98 1.62 «1,16  10.00 10.00 9.46 9.4%5  -1.10 .76 »,35 «2.80
Finland 01 -, 10 -.17 ~.41 -.02 -.02 02 .08 -1.50 -1.63 -.12 ~.46 .05 .03
Long-term
interest Export Balance of
{ensumption Investment rage price Exports payments®

Country z 6 2 £ 2 2 6 2 6

us 04 .08 04 W12 -0 - -,21 ~,28 A7 .02 166,899 71.836
Canada LBl 05 .00 02 -.02 -,02 »,35 -.45 .14 L34 32.238 22.644
Japan .01 .04 08 .04 D0 Rl w,27 =34 .10 .14 9.478 4,238
Austria -.01 -0 .00 .o .00 .00 -,44 -.53 08 .01 .214 L1530
Belgium -.14 ~.13 .00 -.07 -.06 -,07 -.5% -.69 .12 -.08 1.832 1.447
Denmark -.06 -.34 -.00 -.14 -.1% -, 24 -, 77 -.89 .06 -.34 112 043
France ~,01 ~.03 .00 -.03 -.02 ~-.04 -.67 -.81 .09 -.07 180 .080
Germany .03 .08 .00 .07 -.00 ~-,01 -.43 -.51 L1500 .02 376 207
Italy .01 .03 .00 W01 ~02 -.05 -.61 -.77 L1l .02 35,143 11.846
Netheriands -.03 -.08 .00 -.08 -.03 -.04 -.70 -.78 .10 -,08 L0651 066
Norway -.07 «.37 00 -.16 -.02 ~.01 -1.05 -1,19 01 -.92 L0453 .003
Sweden -,01 ~.05 00 -.22 -.04 -,09 -.05 -.87 .12 =021 J157 .041
Switzerland A1 =01 .61 -.18 -.32 .04 ~.33 -.52 .08 -.01 102 118
United Kingdom -.30 ~2.12 01 =38 A3 .27 L12001.24 .18 .25 -852,626 -713.595
Finland 01 -.03 D08 -0 B30 .00 w96 -1.14 .08 -.28 47.621 36.331

Note:

a. Change is-abselute change, not percentage change, in units of local curremey,

increase in U.S. income and prices led to an increase in the U.S, interest rate
through the reaction function of the Federal Reserve. This offset some of the
increase in U.S. income that would otherwise have occurred and also led to an
increase in other countries’ interest rates. The interest rates for all countries
except Japan were higher after two quarters. This worldwide increase in
interest rates offset some of the increase in world income that would otherwise
have occurred. For a number of countries the interest rate effect was large
enough to lead to a net negative effect on GNP by the sixth quarter. In other
words, the U.S. expansion caused GNP for some countries to fall because of
the interest rate increase that resulted from the expansion.
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TABLE 9-15. Percentage change in the varisble after two and six guarters induced by a sustained
1 percent autonomous increase in Japanese Real GNP (initial change in 1976 I}
Shert-term
GNP interest Exchange Taport Money
Real GNP deflator rate rate price supply Iieports
Country 4 & 2 6 2 6 2 & ) 2 6 2 6
us 01,02 -.01 -,02 -.00 -.00 — —— -.09 -.20 ~.01 -,02 .01 .09
Canada .01 .03 -.00 ~,00 -.00 ~,01 .00 .01 -.03 -.08 .09 Rtrd .01 .08
éJapan 1,29 2.29 10 65 A0 .38 4% 1.38 .47 1.32 31 1.08 .36 .85
-Austria -.00 .00 -.00 -.02 =00 -.00 00 .02 -.04 -,10 -.00 -.00 .01 .03
Belgium -.00 -,01 -.00 -,02 -.01 -.00 L0 .02 ~.05 -,11 ~.00 «,01 01 .04
Denmark L8 .00 -.00 -.02 -0l - .00 .02 -5 .12 .01 -.,01 .01 .04
France LG .00 -.80 .01 -, 00 .01 .01 .04 -.03 ~.08 ~-.00 -.00 01 .03
Germany L0002 -0 -8 PRt | 00 .02 -5 -.12 a0 .00 .00 .02
ltaly 000 L0l -.00 -,02 -.00 .00 00,02 =04 .09 -.00 -.01 .00 .02
Netherlands -.00 .00 «.00 -,01 -.00 .00 000 .02 =04 - 10 80 -.00 .01 .03
Norway -.00  -.00 «.01 -,03 -.00 «,00 000 .02 -.08 -,18 -.80 -.01 01 94
Sweden 00 .01 «.00 -,02 -.00 -,00 .01 .03 =05 <.11 -.00 -.01 .al 03
Switzerland 00,01 -0 -.0% ~.00 .00 .00 .03 -.05 -.11 .00 ~,08 .01 .05
United Kingdom .00 .02 -.00 -,02 -.00 -.00 .00 .00 -.05 ~-,13 .00 .01 .01 .03
Finland .00 .0l -.06 w,02 -.00 .00 - 00 .01 -.05 -,13 -.00 -.901 .00 .01
Long-tern
interest Export Balance of
Consumption Investment rate price Exports payments®

Country 2 5] 2 & 2 & 2 6

us 00 .02 01 .05 =00 -,00 .02 .05 Qa5 .15 35,366 87.069
Canada L8 01 Rut LBl -.00 -.00 w02 -.06 .04 U186 5,176 14.273
Japan .30 .82 .58 3,05 W06 .00 .07 .53 .01 .07 -36.872 -78.847
Austria -.00 .00 LGO .60 Rl .00 .03 .08 .01 .04 L0068 025
Beligium -.90 ~,0% L0000 -.60 -8 ~.00 .04 10 01 .04 .000 021
Denmark .00 -.00 -, 00 .80 -8 -,01 .06 .14 .0z .06 .001 001
France .00 .G0 LG40 -Ga -.00 00 .05 13 .01 .04 -.qal12 -.038
Germany 00 .01 00,01 .00 .00 .03 -.08 .01 .05 .018 .048
Ttaly .00 L0n .00 .00 =00 .00 040 2011 .01 .05 L2209 -.990
Netherlands «.00 -.00 .00 .00 .00 -.00 .05 W12 .01 .04 -, 004 -.006
Norway 00 .00 W00 .00 -.00 -.00 .08 -.19 01 .05 004 .009
Sweden D0 .00 .00 i -.00 -.00 .05 .12 .01 .05 002 .00z
Switzerland i) 01 .00 .02 .00 .00 .02 .06 .02 .06 003 .007
United Kingdom .00 .02 .00 .01 =00 -.00 .04 W11 .01 .06 1,266 4,245
Finland 08,01 L0808 .06 .00 07 -.18 .01 .04 -.653 -, 684

Note ;

a. Change is absolute change, not percentage change, in umits of

local currency,

‘The U.S. increase had a negative effect on the U.S. balance of payments and
a positive effect on the other countries’ balance of pavments. Imports declined
for some countries even though GNP rose; this is due in part to the effects of
higher interest rates and in part to the fact that import prices increased more
initially than did domestic prices. An increase in import prices relative to
domestic prices leads to a substitution away from imported goods. Note
finally that the money supply decreased for many countries. Although in-
come was higher, interest rates were also higher, and in many cases the
negative interest rate effect dominated.

This completes the discussion of the first experiment. An interesting
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TABLE 9-16. Percentage change in the variable after two and six quarters induced by a sustained
10 percent increass in the Japanese exchange rate (depreciation) (initial change in 1976 1)
Short~term
GNP interest Exchange Import Money
Real GNP deflator rate rate price supply Inports
Coumtry 2 6 2 6 Z 2 6 2 6 2 6 2 5]
us .06 .12 -3 -.31 -.08 -,05 R e -1.83 -2.10 - 13 -.18 .38 1,10
Canada .02 .09 -.04 -.16 -.10 -.09 03 .12 - 76 .82 .12 .29 LEL .44
Japan -.14 -,83 48 1,28 1.57 1,78 i0.00 10.00 9,51 9,30 -.63 -1.61 ~1.,73 «5.56
Austria «,03 .03 -.08 -,34 w03 w07 .07 .40 -.85 -1.05 -.00 -,00 .17 .28
Belgium -.17 «,15 «,i0 «,33 w,23 ~.06 .07 W35 -1.00 -1.18 -.03 -.10 .27 .32
Denmark -.06 -,12 -, 06 -,27 w22 .00 .05 L33 -1.10 -1.25 L1000 -.36 22 .19
France -.0z -,02 -.03 -,15 -.05 .07 .18 .80 -.71 -,78 -.02 -.11 1521
Germany .04 .09 -, 02 «,07 ~,03 ~.01 .08 .42 -1,06 -1.20 .04 .03 .05 .21
italy .01 .06 -.09 -.25 .00 W08 .08 .38 .78 -.87 -.03 ~.18 04 .06
Netherlands -.05 -.09 -.03 -,14 -.15 -.06 .07 .39 -.88 -.98 11 -,08 W17 .21
Norway -0 =12 -.16 -.38 -.11 -0z .06 .28 -1.76 -1.89 -.08 .27 .29 23
Sweden -.02 -,05 -.08 -.34 08 -.07 .08 .32 -1.07 -1.28 -,08 -.46 .18 .29
Switzerland -.01 -.06 -.04 -,23 -.04 -,04 L1200 .42 -1.01 -1.15 01 -.02 15 .28
United Kingdom .03 .08 -, 08 « 37 -.11 .01 .05 .14 -1,00 ~1,37 06 -.01 .04 W17
Finland .03 .09 -, 11 -,32 -.01 .01 .01 .22 -1.12 -1.38 -, 07 -, 22 Q10 -.0d
Long-term
interest Export Balance of
Consumption Investment rate price Exports payments®

Country 2 6 2 6 2 6 2 & 5

us 10 .24 .09 .27 -.02 -.04 -3 -.62 -.10 «.38 456,514 177.409
Canada L0219 -0 ,04 «, 04 «,06 -.54 .76 .18 .48 44,177 39.737
Japan “,63 «1,88 -.03 «.,56 a0 .00 W21 .78 L2 .55 -437.133 -204.277
Austria -,00 .04 L0000 .00 .00 .00 -84 - T7 .08 .18 .124 179
Belgium -2 w12 P ) -.05 -.06 -.88 -1,02 L13 .23 -.103 L 224
Denmark -.03 -.15 -6 -.05 -, 05 .04 -1.18 -1.38 .08 W13 -, 020 -.011
France ~.01 -.01 00 -1 -.01 02 ~1.03 -1.33 .09 .18 -.351 -.663
Germany 030 .11 00 .08 -.01 -,01 -.68 -.87 130,20 278 202
Italy .00 .02 000 .02 00 .03 -.92 -1.23 L1000 .25 -1.880 -31.729
Netherlands ~.04 -.14 00 -.006 -.02 -,03 -1.08 -1,19 .12 .24 -.053 - .65
Norvay -.00 -.10 000 -1 -.01 -.01 -1.64 -1.92 080 .21 L058 .0B6
Sweden -.01 -.02 00 -.07 -.02 -,03 -.97 -1.35 .12 .18 .015 -.0628
Switzerland .01 .01 .00 -,09 ~.02 -.03 -.48 ~.70 06 09 .036 020
United Kingdom .02 .09 .01 .05 -.03 -.01 -.87 -1.26 a1 22 17.649 17,244
Finland a1 .05 .00 .06 .00 .00 ~-1.48 -1.,92 10 .18 15,600  -16.606

Note:

a, Change is absolute change, not percentage change, in

units

local currency.

question is how the properties of the model compare to those of other models.
It is difficult to make these comparisons because experiments across models
generally differ, but some multiplier results for other multicountry economet-
ric models are presented in Fair (1979b, tables | and 2) that provide a rough
basis of comparison for the results in Table 9-7. In general, the present
income muttipliers are smaller and the price multipliers are larger than those
of the other models. This result is as expected, because the other models are
primarily trade multiplier models and thus have weak or nonexistent price
multiplier and interest rate effects.
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TABLE 9.17. Percentage change in the variable after two and six quarters by a sustained 50 percent increase
in the price of exports of the oil-ewxporting countries (initial change in 1576 1)
Short-term
GNP interest Exchange Import Money
Heal GNP defiator rate rate nrice supply Imports
Geuntry 2 6 2 6 2 ] 2 6 2 ] z & 2 6
us -.46 -1,10 66 1,80 .38 .16 — —_— iB.22 12.54 74 .95 -1.92 6,80
Canada w25 -1.38 20 42 .80 .71 -.25 ~1.03 3.69 3.77 -1.02 -2.77 «. 89 -4.43
Japan - 23 .55 L7700 1,96 1.75 1,28 -1.18 -2,74  15.21 14.26 -.68 -1.17  -2.60 -7.48
Austria .05 .06 .33 .98 .23 .37 -, 39 -2.,43 2.4% 2.89 -.00 -.00 -.65 -1.57
Belgiwm G020 -.02 .13 W51 2B .82 -.35 ~2.06 1.78 3.13 -0l -.03 ~.76 -1.72
Benmark .03 .30 .13 .66 .81 1,28 -.27 -1,83 1.8 4.08 -.67 -.56 -.74 -2.58
France .11 -,01 .21 1.41 .63 .13 -.90 -2.94 4,73 3,91 .12 -46 -.93 -1.32
Germany =22 -.62 .08 W17 .24 .15 -.41 -2.45 4,41 3.89 -.28 -.76 -.27 -1.51
Italy ~.05 .18 .92 2,79 1.45 1.98 -.01 .55 7.83 9.95 -.65 -.60 -.82 -2,48
Netherlands .27 .57 .17 .74 1.07 .05 -.36 2,27 5.87 5,18 -.83 .02 -1.10 -2.44
Norway .08 .48 .26 .81 .38 .14 -.26 ~1,09 3.39 3.79 a5 .60 -.73 -2.,51
Sweden «,0F -.20 W17 .74 W42 .52 -.63 «3,53 3.19 2,40 .13 .68 -.65 -1.73
Switzerliand -.153 -.20 .02 .14 08 -,01 -.65 =3.30 1.26 1,24 -,05 -.08 -.46 -1.06
United Kingdom -.21 -,68 .5k 2,32 i.06 .38 -.16 -.27 6.74 7,46 -.75 .52 -.45 -2.41
Finland =11 -.28 .18 .70 .01 -,0% w04 -1.33 2.20 3.79 .08 L30 -.20 -1.04
Long-term
interest Export Balance of
Consumption Investment Tate price Exports payments®
Country Z & 4 6 2 6 2 [ 2 [ ]
us -.60 -1.46 - B8 -2.35 .12 .16 W7 2.11 -.68 »1.21 -3291.746 -2506.534
Canadsa .23 -1.06 =03 -.54 .29 .47 .44 1.35 «1.88 ~£.58 -544.729 -654,937
Japan -.73 -1.,75 w04 -, 77 L0 .00 .86 2,50 -.71 «1.18 -722.171 -372.842
Austria -.1i -.29 .00 0D .00 .00 36,79 -.43 -1.05 -1.187 -1.106
Belgium ~.00 -,26 .00 -,03 W00 .06 .38 97 -.74 -1.,43 -5.57% -8.369
Denmark -.05 -.,0% -.00 .05 .23 .64 .61 1.82 -.68 -1.85 -, 266 -.360
Erance 04 -.07 00 .05 L34 15 .65 2.56 -.56 -1.20 -3.475 -1.254
Germany -.18 -,85 .00 -.49 060 .10 .42 1,50 4 - 71 -1.11 -3.098 -1.618
Italy -.17 .40 00 .00 .40 1,08 .96 3,31 -.57  -,386 -716.023 -558.857
Netherlands 04 -1,75 08 1 17118 A7 1.09 +.50 -1,35 -1.634 -I.116
Norway -0 27 B0, 13 060,11 .83 2.40 -.60 -2,26 -.520 -.308
Sweden -2 -.26 00 -,07 08 21 65 2.51 -.63 -1.76 -.630 -.002
Switzerland -.11 -.29 -.05  ~.45 .04 W01 - .28 1.1z =63 -.85 -.111 .044
United Kingdem - 50 «1.87 -84 - .50 L35 -,21 .78 3.18 ~.59  «.62 -596.329 -339.250
Finland -.04 -,26 L0 .21 Rl 00 .85 3,62 -.52 -1.27 -116.597 -67.358

Note: a. Change is absolute change, not percentage change, in units of local currency.

United States Spending Increase: Flexible Exchange Rate Period (Table 9-8)

The results in Table 9-8 are for the flexible exchange rate period. One key
difference between the fixed and flexible rate periods is that in the latter the
U.S. interest rate has smaller direct effects on other countries’ interest rates.
The changes in the other countries’ interest rates after two quarters are
generally smaller in Table 9-8 than in Table 9-7. This means that there is less
initial offset to the trade multiplier effect from higher interest rates in the
flexible rate period.
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There are four main effects of the U.S. spending increase on the exchange
rates, three negative and one positive. The spending increase raised U.S.
output and prices relative to those of the other countries, both of which have a
negative effect on other countries’ exchange rates {an appreciation). The U.S,
balance of payments fell relative to those of the other countries (the balance of
payments of other countries generally rose), and this also has a negative effect
on exchange rates. The positive effect 1s the interest rate effect. The U.S.
short-term interest rate rose relative to other countries’ rates, and this has a
positive effect on exchange rates (a depreciation). As can be seen in Table 9-8,
the net effect is usually negative. Only for the two-guarter-ahead results for
Canada and Sweden is the net effect positive (the interest rate effect dominat-
ing).

The price of exports of most countries increased. This is the price multiplier
effect from the initial increase in U8, prices. Exports for some countries
increased and for other countries decreased. Whether exports for a particular
country increase or decrease depends on the relative change in the country’s
export price (the trade share equations). The balance of payments for a
number of countries fell. This may at first glance seem puzzling. since the
J-curve effect that was discussed earlier implies that an appreciation should
initially increase the balance of payments. What should be remembered,
however, is that although almost all currencies appreciated relative to the
dollar, they obviously did not all appreciate relative to each other. If a
country’s currency appreciated relative to the dollar but depreciated relative
to most of its other trading partners, then its currency has effectively depre-
ciated rather than appreciated, which will have an initial negative effect on the
balance of payments.

The price of imports of most countries increased because of the general
increase in export prices, For two countries, however, France and the United
Kingdom, the change in import prices was negative after six quarters. After
six guarters, the United Kingdom’s currency had appreciated relative to all
others and France’s currency had appreciated relative to all others except the
United Kingdom’s. Appreciation has, other things being equal, a negative
effect on the price of imports, and in these two cases it was large enough to
dominate the positive effect from the general increase in export prices.

GNP for some countries was lower after two and/or six guarters. The three
main things that can cause this are (1) an increase in the interest rates RS and
RBin the country, (2) a decrease in exports, and (3) a decrease in the balance
of payments. (A decrease in the balance of payments has a negative effect on
GNP through the wealth effects.) One or more of these effects are operating
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for countries that experienced a fall in GNP, With respect to the GNP
deflator, there are two main effects operating on it, one through the price of
imports and one through GNP. Given that the effects on these last two
variables are not the same across countries, one would not expect the effect on
the GNP deflator to be the same across countries, and it is in fact not: for some
countries the GNP deflator is higher and for some it is lower.

The results at the bottom of Table 9-8 are for the US model alone. In this
case the rest of the world is exogenous— in particular, exports and the price of
imports are exogenous. One of the main differences in the results is that the
increase in the GNP deflator is less for the US model alone, In the complete
model the U.S. price of imports rose because of the depreciation of the dollar
and the general increase in export prices, which had a positive effect on the
GNP deflator. This effect is absent for the US model alone. Another main
difference is that the fall in the balance of payments after six quarters is less for
the US model alone. This is again due primarily to the fact that the price of
imports rose in the complete model. The properties of the US model regard-
ing the change in GNP are not sensitive to the treatment of the rest of the
world: the GNP changes are almost identical in the two cases.

United States Interest Rate Increase (Table 9-9)

For this experiment, the U.S, interest rate reaction function is dropped and
the U.S. interest rate is taken to be exogenous. The results of an increase in the
U.S, interest rate are presented in Table 9-9. This increase lowered U.S.
income and imports and led to a general contraction in world income and
exports {trade multiplicr effect).

The interest rate increase also led to a depreciation of the other countries’
exchange rates. The depreciation of the German exchange rate after six
quarters, for example, was 1.93 percent. For some countries, such as Japan
and Sweden, the depreciation was large enough to lead to an increase in their
import prices and then to their GNP deflators. The U.S, interest rate increase
thus led for some countries to an increase in their inflation rates through the
depreciation of their exchange rates.

The balance of payments of some countries (other than the United States)
increased. In these cases the change in export revenue (export price times
exports) was greater than the change in import costs {import price times
imports). Exports fell for all countries, and except for the two-quarter-ahead
results for Austria, export prices also fell. In almost all cases imports fell, and
in most cases import prices fell.
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The results at the bottom of Table 9-9 are for the US model alone. The fall
in the U.8. GNP deflator is less in this case because there is no negative effect
from a fall in import prices. The differences in the effects on GNP are again
quite small.

German Spending Increase (Table 9-10)

This experiment corresponds to an increase in German government spending
on German goods, It led to a worldwide increase in exports and income. The
increase in German income led to an increase in the German GNP deflator.
This increase and the increase in income led to a fairly large increase in the
interest rate through the reaction function (1.65 percentage points after six
quarters). This increase had a negative effect on the exchange rate, but it was
more than offset by the positive price, output, and balance of payments
effects: the German exchange rate depreciated. The German exchange rate
has a positive effect on the exchange rates of the other European countries,
and this resulted in a depreciation of the other European rates.

The Canadian and Japanese exchange rates, which arc not tied to the
German rate, changed very littie. This means that these two rates, along with
the U S. exchange rate, appreciated relative to the European rates. Thisled to
a fall in the import prices of Canada, Japan, and the United States, which led
to a fall in their GNP deflators. The German expansion thus led to a fall in
prices for some countries because of the exchange rate effect on prices.

German Interest Rate Increase (Table 9-11)

For this experiment, the German interest rate reaction function was dropped
and the German interest rate was taken to be exogenous. The results of an
increase in the German rate are presented in Table 9-11. This increase
lowered German income and imports and led to a general contraction in
world exports and income,

The relative increase in the German interest rate and balance of payments
led to an appreciation of the mark, which in turn led to an appreciation of the
other European currencies. The GNP deflator for Germany was Jower be-
cause of the appreciation and the fall in income. Contrary 1o the case for the
other countries, GNP for Norway rose. The Norwegian currency appreciated
relative to the dollar but depreciated relative to the most European currencies,
which resulted in an increase in Norway’s price of imports. This led to a
substitution away from imported goods that was large enough to lead 1o a net
increase in GNP,
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German Exchange Raie Increase (Table 9-12)

For this experiment, the German exchange rate reaction function was
dropped and the German exchange rate was taken to be exogenous. The
results in Table 9-12 are for an increase in the exchange rate of 10 percent (a
depreciation),

It was argued earlier that the initial effect of a depreciation on the balance of
payments is likely to be negative, and this is the case for Germany in Table
9-12, even after six quarters. The depreciation led to a decrease in German
GNP. Asalready noted, the effect of a depreciation on GNP can go either way.
In this case the negative effects from the increase in the interest rates and the
fall in the balance of payments more than offset the positive effects from the
rise in the price of imports and the relative fall in the price of exports. German
exports actuallv decreased slightly in response to the depreciation, which
seems unusual. There are two main reasons for this. The first is that the
German depreciation is not large relative to the other European countries
because the other countries’ exchange rates are fairly closely tied to the
German rate. This means that the German price of exports does not fall very
much relative to the others, and in fact for some countries the price of exports
fell more than it did for Germany. As a result, the German gain in trade shares
through the trade share equations is not very large. The second reason is the
general contraction in world exports that resulted from the German deprecia-
tion. Even though Germany gained some trade share, the total size of the
export base was less. The increase in share was small enough and the decrease
in the export base large enough to lead to a slight fall in German exports.

The depreciation of the German exchange rate led to a decrease in the 1.S.
GNP deflator. This is due to the fall in the U.S, price of imports, which in turn
is due to the general appreciation of the dollar. The Canadian and Japanese
GNP deflators fell for similar reasons. This experiment also resulted in an
increase in GNP for the United States, Canada, and Japan, primarily because
of the decreases in the short-term interest rates in the three countries. For the
United States the main reason for the decrease in the interest rate was the
decrease in the GNP deflator. For Canada and Japan the main reason was
the increase in the balance of payments. The main reason for the increase
in the balance of payments of the two countries (as well as of the United

“States) was the fall in the price of imports that resulted from the general
appreciation of the currencies. The exports of the three countries increased,
primarily as a result of the fact that all three countries expanded and all three
trade considerably with each other.
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United Kingdom Spending Increase (Table 9-13)

This experiment corresponds to an increase in U K. government spending on
U.K. goods. Asin the German case in Table 9-10, the increase in spending in
Table 9-13 led to a worldwide increase in exports and income. The UK,
exchange rate depreciated, as did the German exchange rate in Table 9-10.
The other European exchange rates appreciated relative to the dollar, al-
though only slightly; this is due primarily to the balance-of-payments effect
on the exchange rate. The European countries benefited more from the UK.
expansion than did the United States with respect to the increase in exports,
and thus their balance of payments improved more. The increase in UK.
income led to an increase in U.K. imports, and the depreciation of the UJ.K,
exchange rate led to an increase in the UK. price of imports. Both of these
factors contributed to the decrease in the UK. balance of payments.

United Kingdom Exchange Rate Increase (Table 9-14)

For this experiment, the U.K. exchange rate reaction function was dropped
and the UK. exchange rate was taken to be exogenous. The results in Table
9-14 are for an increase in the exchange rate of 10 percent (a depreciation).

As in the German case in Table 9-12, the depreciation led to a decrease in
the balance of payments and a decrease in GNP. In contrast to the German
case, the effects on the other European exchange rates were stight. The
depreciation led, as in the German case, to a decrease in the GNP deflator and
an increase in GNP for the United States, Canada, and Japan, although the
effects in the UK. case are smaller.

Japanese Spending Increase (Table 9-15)

This experiment corresponds 10 an increase in Japanese government spend-
ing on Japanese goods. As in the German and UK. cases, the exchange rate
depreciated in response to the expansion and the balance of payments
decreased. The increase in imports of Japan in Table 9-15 is less than the
increase in imports of Germany in Table 9-10 and of the United Kingdom in
Table 9-13, which resulted in smailer effects on the rest of the world in Table
9-15.

Japanese Exchange Rate Increase (Tabie 9-16)

For this experiment, the Japanese exchange rate reaction function was
dropped and the Japanese exchange rate was taken to be exogenous. The
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results in Table 9-16 are for an increase in the exchange rate of 10 percent (a
depreciation).

In this case, as in the German and U.K, cases, the depreciation led to a
decrease in the balance of payments and a decrease in GNP. The European
exchange rates depreciated relative to the dollar, primarily because the U.S.
balance of payments benefited more from the Japanese depreciation than did
the European balance of payments. The United States benefited more be-
cause the price of imports fell more; the price of imports fell more because the
United States is a larger trading partner of Japan. U.S. GNP was higher and
the U.S. GNP deflator was lower as a result of the Japanese depreciation.

Increase in the Price of Exports of the Oil-Exporting Countries (Table 9-17)

The oil-exporting countries in the model are Algeria, Indonesia, Iran, Iraq,
Kuwait, Libya, Nigeria, Saudi Arabia, United Arab Emirates, and Venezuela.
The price of exports is exogenous for these countries. The experiment corre-
sponded to a 50-percent increase in the price of exports of all these countries.

This experiment approaches, if not exceeds, the aggregation limits of the
model. There is no specific treatment of oil in the model other than the fact
that almost all of the exports of the oil-exporting countries are oil. If the ability
of countries to substitute away from oil is less than it is for the other goods, the
model has not adequately captured the effects of oil price changes. In particu-
lar, the degree of substitution implicit in the trade-share equations may be too
high for oil. The trade share equations were thus not used for this experiment,
and the shares were taken to be exogenous. This may underestimate the
degree of substitution possible, but it is probably closer to the truth than is the
other case. At any rate, because of this problem, the results of this experiment
should be interpreted with considerable caution.

Different countries were affected quite differently in this experiment. The
exchange rates of all countries appreciated relative to the dollar. This is due in
large part to the generally larger decrease in the U.S, balance of payments
relative to the decreases for the other countries. The price of imports rose for
most countries, as expected, although part of the increase that would other-
wise have occurred was offset by the appreciation of the exchange rates. The
increase in import prices led to an increase in the GNP deflators, and thus

_ there was a general worldwide increase in inflation.

GNP fell for many countries. This is due in part to the increase in the
interest rate in many countries (because of the increase in inflation and the
decrease in the balance of payments) and in part to the decrease in net foreign
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assets (because of the decrease in the balance of payments). There was, in
other words, both a negative interest rate effect and a negative asset effect on
GNP. Imports fell for all countries because of the increase in the price of
imports relative to the GNP deflator. For some countries this substitution
effect was large enough to lead to an increase in GNP.

Although this is not shown in the table, the balance of payments of the
oil-exporting countries rose substantially, as expected. This increase in net
foreign assets then led to an increase in imports of the countries for which
there are import equations (Libya, Nigena, Saudi Arabia, and Venezuela). In
some cases these increases were quite large, The six-quarter-ahead increases
for Nigeria and Saudi Arabia, for example, were 20.6 and 57.2 percent,
respectively. These increases were not, of course, large enough to offset
completely the increases in the balance of payments of these countries (and
thus the decreases in the balance of payments of the oil-importing countries),

0.5.3 Estimates of the Exchange Rate Effect on Inflation (Table 9-18)

The MC model can be used to estimate what will be called the “exchange rate
effect” on inflation. One of the ways in which monetary and fiscal policies
may affect a country’s inflation rate is by first influencing its exchange rate,
which in turn influences import prices, which in turn influence domestic
prices. This is what is called the exchange rate effect on inflation. In order to
estimate the size of this effect, one needs a model linking monetary and fiscal
policies to exchange rates, exchange rates to import prices, and import prices
to domestic prices; the MC mode! provides these links.

Exchange rates have an effect on domestic inflation in the model through
their effects on import prices. The 10.0 percent depreciation of the mark in
Table 9-12 resulted in an increase in the German GNP deflator of .12 percent
after six quarters. For the U.K. results in Table 9-14 the increase was 2.98
percent, and for the Japanese results in Table 9-16 the increase was 1.28
percent.

The question considered in this section is how much of the change in
inflation that results from a monetary or fiscal policy change can be attributed
to the change in the exchange rate that results from the policy change.
Estimates of this exchange rate effect on inflation are presented in Table 9-18.
The results in the a rows are from the experiments discussed in Section 9.5.2.
For the results in the b rows, the same experiments were performed except
that all exchange rates were taken 1o be exogenous. Exchange rates, in other
words, were assumed to be fixed. The difference in the two rows for a given
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TABLE 9-18, Estimated effects of monetary and fiscal policies on inflation
through their effects on exchange rates {results are for
the country initiating the policy)

U5 spending  German spending UK spending Japanese spending

increase increase increase increase
(Table 5-8) {Table 9-10} {Tabile 9-13) (Table 9-15)
2 6 2 6 2 [ 2 [
GNP deflator:
a .15 64 .20 1,18 00 .38 .10 .65
1 W13 A48 W18 1,15 Bt .00 .08 .53
< .13 23 G5 .03 e 1.00 W20 .18
Price of imports:
a 44 1.62 .14 .34 A7 2,29 .47 1.32
b .01 .08 .01 .10 .00 .02 .00 ,03
Real GNP:
a 1.31 1.07 1.21 1,67 1.41 1.19 1.25 2,29
b 1.31 1.08 1.20 1,63 1.39 1.25 1.29 2,28
Exchange rate:
a .40 1.30 52 2.56 .49 1,38

US interest German interest
rate inerease  rate increase

{Table 8-9) (Table 9-11)
2 5 2 6

GNP deflator:

a w, 04 -.40 -.03 -, 15

b ~.00 -.22 -.00 -.05

c 1.00 W45 1.00 67
Price of imports:

@ -.67 <1.77 - 43 -, 31

b -.00  -.09 -,00 -.02
Real GNP:

a -.34 -1,13 ~.11 -.l6

b -.35 -1.17 -.11 -.18
Exchange rate:

a -1.35 -2.58

Notes: a -Exchange rates endogenous.
b =Exchange rates exogenous.
¢ =(row a-yow b)/row a,

quarter for the GNP deflator is an estimate of the exchange rate effect on
inflation for the quarter. These differences as a percentage of the a row values
are presented in the ¢ row.

The estimates in Table 9-18 vary considerably across countries and type of
experiment. Consider the c-row values for the six-quarter-ahead predictions
for the spending experiments. For the United States, 23 percent of the
increase in the GNP deflator that resuited from the U.S. spending increase is
attributed to the exchange rate effect. With the exchange rates endogenousthe
increase in the GNP deflator is .64 percent, and with the exchange rates
exogenous the increase is .49 percent. For Germany, only 3 percent of the
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increase in the GNP deflator is attributed to the exchange rate. This small
number is due to the fact that the other European exchange rates are closely
tied to the German rate, and therefore a depreciation of the German exchange
rate of, say, 10 percent is not much of a depreciation. For the United
Kingdom, all of the increase in the GNP deflator is attributed to the exchange
rate. The price equation for the United Kingdom (Eq. 5, Table 4-5) does not
include the demand pressure variable (it was of the wrong sign}, so the U.K.
GNP deflator is not directly affected by GNP changes. Therefore, the only
inflation that results from the U.K. spending increase is from the exchange
rate effect. Japan is similar to the United States: 18 percent of the increase in
the GNP deflator is attributed to the exchange rate effect.

With respect to the interest rate experiments, the estimates after six
quarters are 45 percent for the United States and 67 percent for Germany.
These estimates are higher than the corresponding estimates for the spending
experiments. This is as expected, since interest rate changes in general have
large effects on exchange rates.

9.54 Summary

It is difficult to summarize the MC results because they vary considerably
across countries. Theoretically there are few unambiguous effects, and the
empirical results show that there are few unambiguous empirical effects
either. Regarding the effects on other countries from a policy change in one
country, they depend considerably on relative positions, and thus it is com-
mon to find some countries affected one way and other countries affected the
other way for a given policy experiment.

A few of the unambiguous empirical effects are the following. (1) Spending
increases in a given country lead to a depreciation of the country’s exchange
rate. The interest rate effect, which works in favor of an appreciation, is
dominated by the other effects discussed above. (2) Spending increases in a
given country also lead to a decrease in its balance of payments. (3) Deprecia-
tion in a given country leads to an initial fall in its balance of payments and to
a fall in its GNP, (4) An increase in a country’s interest rate leads to an
appreciation of its currency and to a decrease in its GNP.

One obvious feature of the results is that price, interest rate, and exchange
rate linkages are quantitatively quite important. There are many channels; a
key one is exchange rates affecting import prices, import prices affecting
domestic prices and thus export prices, and export prices affecting other
countries’ import prices. Interest rates affect exchange rates directly, and they
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are in turn affected by many other variables. Another important effect in the
model is the wealth effect from changes in the balance of payments,

Another way of looking at the overall results is the observation that if the
MC model is at all a good approximation of the economic linkages among
countries, attempts to use very simple models {(with unambiguous effects) for
policy purposes are not likely to be very successful. Trade multiplier models,
for example, seem likely to be quite misleading in this regard. In short, the
world economy seems complicated, and insights gained from simple models
may be misleading.



