
9 Evaluating Static and Dynamic Properties 

9.1 Introduction 

A useful way of examining the properties of a model is to consider how the 
predicted values of the endogenous variables change when one or more 
exogenous variables are changed. This exercise is usually called multiplier 
analysis, although the use of the word “multiplier” is somewhat misleading. 
The output that one looks at from this exercise does not have to be the change 
in the endogenous variable divided by the change in the exogenous variable; it 
can merely be, for example, the change or percentage change in the endoge- 
now variable itself. Indeed, if more than one exogenous variable has been 
changed, there is no obvious thing to divide the change in the endogenous 
variable by. The form ofthe output that is examined depends on the nature of 
the problem, and thus the word “multiplier” should be interpreted in a very 
general way. 

The procedure that is usually used to compute multipliers is discussed in 
Section 9.2. It is based on the use ofdeterministic simulations. An alternative 
procedure, which is based on the use of stochastic simulations, is discussed in 
Section 9.3. The main advantage of using stochastic simulations is that it also 
allows standard errors of the multipliers to be estimated. Given the obvious 
importance ofknowing how much confidence to place in the results from any 
given policy experiment in a model, the ability to estimate standard errors is a 
significant advantage. Results for the US model are discussed in Section 9.4, 
and results for the MC model are discussed in Section 9.5. 

9.2 Use of Deterministic Simulations 

Let xg denote a “base” set of exogenous variable values for period 1, and let 
xf denote an alternative set. In most applications the base values are the 
actual values, although this is not always true. If, for example, the prediction 
period is beyond the end of the data, the base values must be guessed values. 
Assume that the prediction period begins in period I and is of length T. Given 
(1) the initial conditions as of the beginning of period t, (2) the coefficient 
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estimates, (3) a set of exogenous variable values for the entire period, and (4) 
values of the error terms for the entire period (usually zero), the predicted 
values of the endogenous variables can be computed using the Gauss-Seidel 
technique. Let g&denote the k-period-ahead predicted value of endogenous 
variable i from the simulation that uses A$+:,_, (k = 1, 2, , T) for the 
exogenous variable values, and let j,& denote the predicted value from the 
simulation that usesx~+,_, (k 7 I, 2, , T). The difference between the 
two predicted values. denoted S,,, is an estimate of the effect on the endoge- 
nous variable of changing the exogenous variables: 

If only one exogenous variable is changed, then &, is sometimes divided by 
this change when results are presented. If, say, the exogenous variable is a 
government spending variable and the change is 5 billion dollars, &would be 
divided by 5. This procedure is generally followed only if the particular 
endogenous variable is in the same units as the exogenous variable. For 
example, if the endogenous variable is GNP in billions of dollars and the 
exogenous variable is government spending in billions of dollars. then & 
divided by the change in government spending is an estimate of how much 
GNP changes for a one-billion-dollar change in government spending 

S,, is sometimes simply divided by &, which converts the change into a 
percentage change. This percentage change may then be divided by some- 
thing else. where the something else is problem-specific. Examples of this 
procedure are presented in Sections 9.4 and 9.5. 

The error terms are generally set equal to their expected values for the 
simulations, where the expected values are almost always zero. For linear 
models it makes no difference what values are used as long as the same values 
are used for both simulations. For nonlinear models the choice does make a 
difference, and in this case the choice of zero values has some problems 
associated with it. Consider, for example, a model in which inflation responds 
in a very nonlinearway to the difference between actual output and some high 
activity level of output: inflation accelerates as output approaches the high 
activity level. Consider now a period in which output is close to the high 
activity level, and consider an experiment in which government spending is 
increased. This experiment should be quite inflationary, but this will not 
necessarily be the case if the model is predicting a much lower level of output 
than actually existed. In other words, if the model is predicting that output is 
not close to the high activity level when in fact it is. the inflationary conse- 
quences of the policy change will not be predicted very well. 
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There is an easy answer to this problem if the simulation period is within 
the period for which data exist, which is simply to use the actual (historical) 
values of the error terms rather than the zero values. By “actual” in this case is 
meant the values of the estimated residuals that result from the estimation of 
the equations. If these values are used and if the actual values of the exoge- 
nous variables are used, the simulation will result in a perfect fit. As the 
Gauss-Seidel technique passes through the model, each stochastic equation 
results in a perfect fit. The identities also fit perfectly, and therefore one pass 
through the equations will simply give back the actual values. (This assumes 
that the actual values are used as starting values. If this is not the case, the 
technique will require more iterations to converge to the actual values.) This 
solution will be called the “perfect tracking” solution. Once the residuals are 
added to the equations, they are never changed. The same set ofvalues is used 
for all experiments. 

If the actual values of the error terms are used, the problem regarding the 
response of inflation to output does not exist. The model predicts the actual 
data before any policy change is made. Note that this procedure is also not 
inconsistent with the statistical assumptions of the model, since the error 
terms are assumed to be uncorrelated with the exogenous and lagged endoge- 
nous variables. This procedure cannot be followed if the simulation period is 
beyond the end of the data. In this case no historical residuals are available, 
and therefore other values, such as zero, must be used. 

The use of the actual values ofthe error terms has the advantage that only 
one simulation needs to be performed per policy experiment. 9~~ is simply the 
actual value of the variable, and thus a simulation is only needed to get P& 

9.3 Use of Stochastic Simulations 

For nonlinear models c$,, in (9.1) is not an unbiased estimate of the change 
because the predicted values are not equal to the expected values. This does 
not, however, seem to be an important problem in practice (see Section 7.3), 
and so if one were only interested in estimates of the changes, it seems 
unlikely that stochastic simulation would be needed. The m?in reason for 
using stochastic simulation is to compute standard errors of a,,,, that is, to 
estimate the uncertainty attached to the policy effects. The following is a 
discussion of a procedure that can be used to estimate standard errors of 
multipliers. 

Since multipliers for nonlinear models are a function ofthe error terms, the 
treatment of the error terms must be considered. From the discussion in 
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Section 9.2, the best possibility seems to be to use the actual values ofthe error 
terms for all the simulations, where the base run is then simply the perfect 
tracking solution. The other main possibility is to use zero values for the error 
terms. Both possibilities will be considered in the description of the proce- 
dure. 

There are two sources of uncertainty ofpolicy effects in models: one is from 
the coeficient estimates, and the other is from the possible misspecification of 
the model. Unlike the procedure in Chapter 8, the present procedure does not 
account for the possible misspecification of the model. The estimated stan- 
dard errors are based on the assumption that the model is correctly specified. 
This is a serious limitation, but the question of how to handle misspecifica- 
tion effects is still open. 

The uncertainty from the coefficient estimates is estimated by drawing 
alternative sets of coefficients from an estimated distribution. As in Chapter 7. 
let N(&, P) be the distribution of the coefficient estimates, and let 01* be a 
draw from this distribution. The steps of the procedure for the case in which 
the actual values of the error terms are used are the following. 

1. Draw OI*, and for this draw compute the values of the error terms in the 
stochastic equations over the prediction period. Let u* denote these 
values. 

2. Given 01*, u*, and the base set of exogenous variable values (x$-~, 
k = 1, 2, , T), solve the model. Let p$ denote the k-period-ahead 
predicted value of variable i from this solution. If the exogenous variable 
values are the actual values, this solution does not have to be performed 
because it is merely the perfect tracking solution. 

3. Given oL*, u*, and the alternative set of exogenous variable values 
(.~,h,~_, , k = I, 2, , T), solve the model. Let .$ be the k-period- 
ahead predicted value of variable i from this solution. 

4. Compute 

(9.2) & = Y$ - J$$. 

5. Repeat steps 1 through 4 Jtimes, whereJis thedesired$umheroftrials. 
6. Given the values from the J trials, compute the mean ( 6,,,) and variance 

(&:x) of &: 



Evaluating Static and Dynamic Propenies 305 

If zero values of the error terms are used instead of the actual values, step I 
merely consists of drawing (Y*. In this case the solution in step 2 must always 
be performed because there is no perfect tracking solution. Otherwise the 
steps are the same. 

It is important to understand the computation ofu* in step 1. These erron 
are computed using the actual values of all the variables in the stochastic 
equations. For &, the actual vector of coefficient estimates, these errors are 
simply the residuals from the estimated equations (assuming that the predic- 
tion period is within the estimation period). For o? they are the residuals that 
would exist if the coefficient estimates had been a* rather than &. It is 
necessary to compute new values of the error terms for each draw to have each 
base run be the perfect tracking solution. 

One final point should be made about this procedure. Consider first the 
case in which zero values of the error terms are used, where the zero values are 
the expected values. In this case, for linear models&in (9.2) is the difference 
between two expected values. For nonlinear models there is the usual prob- 
lem that the predicted values of the endogenous variables are not the expected 
values. The bias in the nonlinear case could be corrected by computing both 
J,$ and g8$ using stochastic simulation. In other words, two stochastic 
simulations could be performed for each pass through steps I -4, one in step 2 
and one in step 3. This procedure is expensive, because it means that two 
stochastic simulations are being performed within the overall stochastic 
simulation represented by steps l-4. Given that the bias in the nonlinear case 
seems small, these simulations are not likely to be necessary in most applica- 
tions. 

In the case in which u* is used, stochastic simulation in steps 2 and 3 could 
also be performed. The errors in u* would be treated as exogenous variables, 
and the errors that are drawn for the stochastic simulation would simply be 
added to the stochastic equations inclusive of the errors in u*. The predicted 
values computed by the stochastic simulation would be expected values 
conditional on u*. In step 2 the predicted values would not be equal to the 
actual values even if the actual values of the exogenous variables were used. 
and therefore the solution in step 2 would always have to be performed. 
Again, however, these stochastic simulations are not likely to be needed. 

9.4 Properties of the US Model 

The rest of this chapter consists of a discussion of the properties ofthe US and 
MC models. The US model is discussed in this section. and the MC model is 



306 Macroeconometric Models 

discussed in Section 9.5. This material provides both an example of the 
application of the deterministic and stochastic simulation techniques that 
were discussed in Sections 9.2 and 9.3 and a detailed description of the 
properties of the models. For purposes of understanding the US and MC 
models, this section and the next are the most important in the book. 

9.4.1 General Remarks about the Properties 

Because the theoretical model was used to guide the specification of the 
econometric model, the qualitative properties of the two models are similar. 
The properties of the theoretical model were examined by changing various 
variables from a position of equilibrium. Although this is an artificial starting 
point in the sense that the model never returns to equilibrium once it is 
shocked, it is useful for learning about the properties of the model. In 
particular, it is easy to see how disequilibrium can occur as a result of 
expectation erron and how multiplier reactions can take place. This artificial 
environment cannot be set up for the econometric model, and the experi- 
ments must be performed over an actual sample period. 

The first quarter of the prediction period that is used for the results below, 
19771, was not a high activity quarter. The unemployment rate was 7.5 
percent; the labor constraint variable Z was considerably below 0; and the 
demand pressure variable ZZ was considerably above 0. (Remember that 
slack times correspond to negative values of Z and positive values of ZZ: see 
Eqs. 97 and 98 in Table A-5.) This means that an expansionary policy action 
beginning in this quarter is likely to increase real output and employment. 
The main way in which this comes about is as follows (all equation numbers 
refer to Table A-5 in Appendix A). 

I, The level of sales of the firm sector (X) is increased, say by an increase in 
government purchases of goods. 

2. The firm sector responds by increasing production (u: Eq. Il. 
3. The increase in Y leads to an increase in plant and equipment investment 

(IK,), jobs (J,), and hours per job (H,): Eqs. 12, 13, and 14. 
4. The increase in J,and H/leads to an increase in JJand JJ* and then to an 

increase in the labor constraint variable Z: Eqs. 95, 96. and 97. 
5. The increase in Z leads to an increase in consumption: Eqs. 1,2. and 3. 
6. The increase in plant and equipment investment and consumption in- 

creases sales (Eq. 60). which leads to a further increase in production, and 
so on. 
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If the labor constraint variable is close to 0 and thus not very binding, the 
expansionary effects in step 5 do not take place since Z will be changed very 
little. Also, considerable inflation will result from any attempt at expansion 
because the demand pressure variable will be small. (Values of the labor 
constraint variable close to zero almost always correspond to small values of 
the demand pressure variable.) In this situation the price level responds faster 
initially than does the wage rate, and thus the real wage falls. The fall in the 
real wage then has a negative effect on consumption and housing investment. 

One of the key variables in the econometric model, as in the theoretical 
model, is the short-term interest rate. The interest rate has important effects 
on consumption and housing investment, which in turn have important 
effects on production, plant and equipment investment, and employment as 
outlined in the steps above. Ifthe interest rate reaction function is part ofthe 
model, the interest rate will rise as an expansion takes place (the Fed “leans 
against the wind”), which means that the expansion will not be as strong as it 
would be if, say, the interest rate remained unchanged. 

Four ofthe most important equations in the model are the three consump- 
tion equations and the housing investment equation. If these are affected by a 
policy change, this will affect sales, which then affects the economy in the 
manner outlined above. The explanatory variables in these four equations 
have been discussed extensively in Chapter 4: they include the price level, the 
after-tax wage rate, the after-tax interest rate (either short-term or long-term), 
nonlabor income, the initial value of wealth, and the labor constraint vari- 
&le:~Smlabor income and the initial value of wealth are the variables 
through which transfer payments and dividends affect the economy. If, say, 
transfer payments are increased, this increases nonlabor income, which 
increases demand. An increase in nonlabor income also increases wealth to 
the extent that not all of the income is spent in the current quarter. The 
increase in wealth then has a positive effect on demand in the next quarter. 

The link between output and the unemployment rate is not very tight in the 
model. When output increases by a certain percentage, the number of jobs 
increases by less than this percentage (Eq. 13). How much the number ofjobs 
increases depends in part on the amount of excess labor on hand, which varies 
considerably over time. When the number ofjobs increases, the number of 
people holding two jobs increases (Eq. 8), which means that the number of 
new people employed increases by less than the number of new jobs (E!q. 85). 
How much the number of people holding two jobs increases depends in part 
on the value of the labor constraint variable, which also varies considerably 
over time. Finally, when the number ofjobs increases, the number of people 
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in the labor force increases (Eqs. 6 and 7), which means that the unemploy- 
ment rate falls less than it otherwise would for the given increase in the 
number of new people employed (Eqs. 86 and 87). How much the number of 
people in the labor force increases also depends on the value of the labor 
constraint variable. Because of these three leakages, the unemployment rate 
will drop less than the percentage change in output. Because the various 
responses vary depending on factors such as the amount of excess labor on 
hand and the value of the labor constraint variable, it seems quite unlikely 
that the relationship between output and the unemployment rate will be 
stable over time. The model thus does not obey Okun’s law. 

There are a number of variables other than the demand pressure variable 
that affect the price level (Eq. IO), and thus one would also not expect a stable 
relationship between, say, the rate of inflation and the demand pressure 
variable when they are simply plotted together on a graph. A stable relation- 
ship is even less likely to exist between the rate of inflation and the unemploy- 
ment rate because of the many factors that affect the labor force variables and 
thus the unemployment rate. An important variable in the price equation is 
the price of imports, which has a positive effect on prices. 

Productivity defined as output per paid-for worker hour (Y/J,H,) is procy- 
clical. When Y changes by a certain percentage, J,H, changes by less than 
this percentage in the immediate quarter. The buffer for this is the amount of 
excess labor held: as output falls, excess labor builds up, and vice versa. Other 
things being equal, excess labor is gradually eliminated because it has a 
negative effect on the demand for employment and hours. Similar considera- 
tions apply to the amount of excess capital held. Excess capital is gradually 
eliminated because it has a negative effect on investment. 

9.4.2 Estimated Effects for Eight Policy Actions 

Conslruaion of Tables 9-1 and 9-2 

The procedure in Section 9.3 was used to estimate the uncertainty of eight 
policy actions for the US model. The 2SLS estimates were used for these 
results. The period for the policy actions was 19771- 198OIV (16 quarters). 
The eight policy variables that were changed (one at a time) are (1) C,, 
government purchases ofgoods, (2) d,,, the personal income tax rate, (3) da, 
the profit tax rate, (4) d,,, the indirect business tax rate, (5) d4,, the employee 
social security tax rate, (6) d5_ the employer social security tax rate, (7) J,, the 
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employment ofthe government, and (8) TR,,, the level oftransferpayments 
from the government to the household sector. All these variables are federal 
government variables. 

The change in C, from its actual value for each quarter was taken to be .25 
percent of real GNP, GNPR. (GNPR is at an annual rate, whereas C, is at a 
quarterly rate, and therefore the amount by which C, was changed each 
period is .000625 Gh’PR.) C’ was changed for each of the 16 quarters, not 
just the first, and the amount by which it was changed varied because GNPR 
varied. Remember that the change is from the actual value for the quarter; it is 
not the change from quarter to quarter. The results for this experiment are 
presented first in Table 9-1 for each endogenous variable. The effects on five 
endogenous variables are presented in the table: real GNP, the GNP deflator, 
the unemployment rate, the bill rate, and the money supply. The values in the 
0 rows are the estimated effects from a deterministic simulation; the values in 
the a rows are the estimated effects from a stochastic simulation; and the 
values in the b rows are the estimated standard errors computed from the 
stochastic simulation. The actual values ofthe error terms were used for both 
simulations, and therefore the base run For both simulations was the perfect 
tracking solution. The number of trials for each experiment was 50. 

The units of the results in Table 9- 1 are as follows. For real GNP, the GYP 
deflator, and the money_supply, the numbers in the 0 rows are (1/.0025)(S,,J 
j$), where from (9. I) S,, = & - j&. The j& values are the actual values 
because the base run is the perfect tracking solution. These numbers are the 
percentage changes in the variables divided by .0025. Since C,was changed by 
.25 percent of real GNP, each number can be interpreted as the percentage 
change in the variable (in percentage points) that results from an exogenous 
change in real GNP of 1 .O percent. For the bill rate, which is in units of 
percentage points (1 .O percent = 1 .O), the numbers in the 0 rows are simply 
6,,. For the unemployment rate, which is in units of percent (1.0 per- 
cent = .Ol), the numbers are 100 . S,,,. 

The numbers in the a rows are (1/.0$25)(&,+~J for real GNP, the GNP 
deflator. and the money supply, where S,, is defined in (9.3) a,“d the .I$~ values 
are the actual values. For the bill rate theznumbers are S,,, and for the 
unemployment rate the numbers are 100 6,. The numbers in the b rows 
are ?;,& for the bill rate, where .YitTilk is the square root of .?&, which is defined in 
(9.4). For the unemployment rate the numbers are 100 . &. For real GNP. 
the GNP deflator, and the money supply, the b-row numbers are the esti- 
mated standard errors of the a-row numbers. In other words. the b-row 
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-.I, -24 -.32 -.38 
.33 .38 .43 .a* 

-21 -.24 -.*1 -.23 
-.*4 -.a -.21 -.ZJ 

.22 ,zz .*3 .24 

-.64 -.66 -.68 -.,I 
-.66 -.68 -.70 -.73 

.32 .33 .35 .37 

-.z9 -.30 -.32 -.34 
-.29 -21 -23 -..35 

.I0 .I” .11 .I2 

numbers are estimated standard errors of&/j$, where&is defined in (9.2) 
and the p$$ values are the actual values. The formulas are 

The b-row numbers are the square roots of F$. Because of the nonlinearities 
involved, F$ does not equal .Fi~ik/.&$r and thus the latter would not be 
appropriate to use for the b-row values. 

The changes for the other policy variables in Table 9-I were made to be 
comparable to the change in C, with respect to the initial injection of funds 
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into the system. Consider, for example. the change in d,,. The aim is to 
changed,, so that the change in personal income taxes in real terms is equal to 
the change in C,. From Eq. 47 in Table A-5, the variable for personal income 
taxes, Thg, is equal to [d,, + (y,YT)/POPJYT, where YT is taxable income. 
Let AC, denote the change in C, for a given quarter. The aim is to change d,, 
in such a way that the change in Thp is equal to PpAC,, where P, is the price 
deflator for C,. The change in d,, for the given quarter is thus (P,AC,)IYT. 
The values that were used for P, and YTfor these calculations are the actual 
values. not the predicted values. The predicted values are, of course. affected 
by the change in d,,. All this procedure does is to change d,, by an amount 
that would lead personal income taxes to change by PpAC, if nothing else 
happened. 

The changes in the other policy variables are similarly done. For da the 
relevant tax variable is Ti,, corporate profit taxes, and the relevant equation in 
Table A-5 is 49. The other matchings are as follows: d3# to IBT,and Eq. 5 1, d4, 
to SI,and Eq. 53, dsato Sl,,and Eq. 55, J,to WA*H,(no separate equation), 
and Tzh to itself (no separate equation). 

In order to understand some of the properties ofthe model, it is necessary to 
present results for other than just the five endogenous variables in Table 9-l. 
Results for eighteen other variables for the C, experiment are presented in 
Table 9-2. The results are in percentage terms (like the results for real GNP in 
Table 9-l) except for RB, S,, and S,. The units for .S, and S, are billions of 
current dollars. The units for RB are the same as those for RS in Table 9-I. 

The results in Table 9-l are based on 6,400 solutions of the model 
(6,400 = 50 trials X 8 experiments X 16 quarters). As discussed in Section 
7.5.1, each solution ofthe model takesabout .2 seconds on the IBM4341 and 
about 1.5 seconds on the VAX. The total time for the 6,400 solutions was thus 
about 2 1 minutes on the IBM 434 1 and 2.7 hours on the VAX. 

The rest of this section consists of a discussion of the results in Tables 9- 1 
and 9-2. Each experiment will be discussed first without regard to the 
estimated standard errors, and then the standard errors will be discussed. 

The C, Experiment 

The increase in government purchases of goods led to an increase in real 
GNP, the GNP deflator, and the bill rate and to a decrease in the unemploy- 
ment rate and the money supply (Table 9-l). The reasons for the increase in 
output were discussed in Section 9.4. I, and they will not be repeated here. The 
GNP deflator rose because of the effects of the increase in real GNP on the 
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demand pressure variable. The Fed responded (through Eq. 30, the interest 
rate reaction function) to the output and inflation increase by raising the bill 
rate, and this is the reason for the higher values of the bill rate. The money 
supply fell because of the rise in the interest rate. An increase in output and 
prices has a positive effect on the demand for money, but this positive effect 
was outweighed by the negative interest rate effect. In general, the changes in 
the money supply were quite small. 

More detailed results from this experiment are presented in Table 9-2. 
Either immediately or after a few quarters, two of the three consumption 
variables and housing investment become lower. This change is due to the 
increase in the interest rates: the negative effects from the interest rates are 
larger than the positive effects from the labor constraint variable. The de- 
crease in consumption and housing investment is the main reason that real 
GNP rose by less than the change in C, after 8 quarters (Table 9- 1). 

The wage rate cl+>) rose less than the GNP deflator, and a decrease in the 
real wage has a negative effect on consumption and housing investment. It 
also has a negative effect on the two labor force variables L2 and L3. This 
negative effect on L2 and L 3 was, however, more than offset by the positive 
effect from the labor constraint variable: L2 and L3 both rose. 

Plant and equipment investment was higher because of the higher output, 
as was the number ofjobs. The percentage increase in the number ofjobs was 
less than the percentage increase in real output, as expected from the discus- 
sion in Section 9.4. I. The demand for money of the firm sector fell as a result 
of the bill rate increase. The demand for money ofthe household sector fell for 
the first three quarters and rose thereafter. The bond rate (RE) rose; this 
occurred because of the bill rate increase. This is the term structure equation 
23 in operation. Although it is not shown in Table 9-2, the mortgage rate 
(RM) also rose, for similar reasons. The demand for imports rose because of 
the increase in output and because of the increase in the domestic price level 
relative to the price of imports. 

The last four variables in Table 9-2 are determined by identities. They are 
interesting summary variables to consider. The level ofprofits rose because of 
the expansion and because of the fall in the real wage. The savings of the 
foreign sector (SJ, which is the negative ofthe balance of payments on current 
account, rose because of the increase in the demand for imports. By the end of 
the period. however, the change in S, was essentially zero. S, is negatively 
affected by the increase in the price ofexports that results from the expansion, 
and by the end of the period this negative effect roughly offset the positive 
effect from the increase in imports. The level of savings of the federal 
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government fell, primarily as a result of the increase in C,. The deficits are 
smaller than they otherwise would be because taxes increased as a result of the 
expansion. The savings rate was higher in all quarters. The increase in the 
interest rate is the primary reason for the higher savings rate. 

The Other Experiments 

Given an understanding ofthe C,experiment, the other experiments in Table 
9- 1 are fairly easy to follow. A useful way of comparing the expansionary 
effects across experiments is to compute the sums of the real GNP changes 
over the 16 quarters of the prediction period. This has been done in the last 
column in Table 9-I. The sums are in billions of 1972 dollars rather than in 
percentage terms. 

All the experiments led to an increase in real GNP. The main channels are 
the following. 

1. The decrease in d,,, the personal income tax parameter, increases 
after-tax nonlabor income (Eq. 88). It also decreases the marginal personal 
income tax rate (Eq. 90), which in turn increases the after-tax wage rate (Eq. 
126) and the after-tax interest rates (Eqs. 127 and 128). The increase in 
after-tax nonlabor income and the after-tax wage rate has a positive effect on 
consumption and housing investment, and the increase in the after-tax 
interest rates has a negative effect. The net effect is positive, and therefore the 
experiment is expansionary. It is initially less expansionary than the C, 
experiment, but by the end ofthe period it becomes more so. The unemploy- 
ment rate is higher for this experiment even though output is higher. The 
decrease in d,, raises the after-tax wage rate (WA), which has a positive effect 
on the labor force variables L2 and L 3 and thus on the unemployment rate. 
This effect was large enough to offset the negative effect on the unemployment 
rate from the increase in employment. 

2. The decrease in dz,, the profit tax rate, increases after-tax profits, which 
increases dividends, which increases nonlabor income of the household 
sector, which in turn increases consumption and housing investment. 

3. The decrease in d3,, the indirect business tax rate, decreases the price 
deflators for consumption (Eqs. 35,36, and 37), which has a positive effect on 
consumption. The GNP deflator is lower in this case because indirect business 
tax rates are included in it. The unemployment rate is essentially unchanged 
even though output is higher because there was a positive labor force response 
to the increase in the real wage. 

4. The decrease in d+, the employee social security tax rate, is similar to the 
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decrease in d,, in that it increases after-tax nonlabor income, the after-tax 
wage rate. and the after-tax interest rates. The unemployment rate also is 
higher in this case because of the increase in the after-tax wage rate. 

5. The decrease in d,,, the employer social security tax rate, lowers the cost 
of labor in the firtn sector, which has a negative effect on the price level (Eq. 
10). This leads to a rise in the real wage, which stimulates consumption and 
housing investment. Also, the lower tax rate means that profits are higher (Eq. 
67) which leads to an increase in dividends and thus in nonlabor income of 
the household sector, which stimulates consumption and housing invest- 
ment. 

6. The increase in Jgr the number of jobs of the government, lessens the 
labor constraint on the household sector and thus leads to an increase in 
consumption. 

7. The increase in TR,,, the level of transfer payments to the household 
sector, increases nonlabor income, which stimulates consumption and hous- 
ing investment. The increase in TR,, has a negative effect on the labor force 
variable L 1 and thus on the unemployment rate. The unemployment rate 
thus fell more than it otherwise would have as a result of the increase in 
transfer payments. This is contrary to the case ofthe decrease in d,,, where the 
unemployment rate actually rose. 

To summarize the results for the eight experiments, although all are 
expansionary with respect to real output changes, they differ regarding the 
effects on variables like the GNP deflator and the unemployment rate. The 
GNP deflator is lower for the d,, and d,,experiments, and the unemployment 
rate is higher for the d,, and da, experiments. There is essentially no change in 
the unemployment rate for the d,,experiment, where the various effects on it 
roughly cancel each other out. These results thus reinforce the conclusion 
stated earlier that the relationships between real output and the unemploy- 
ment rate and between real output and the inflation rate are not likely to be 
stable. 

The Estimated Standard Errors 

The estimated standard errors in Tables 9-1 and 9-2 in general stem fairly 
small. This conclusion is consistent with the results in Table 8-2, which show 
that the contribution ofthe uncertainty ofthe coefficient estimates to the total 
uncertainty of the forecast is in general relatively small. If the only concern is 
with uncertainty from the coefficient estimates, which is true for the standard 
errors of the multipliers, a fairly high degree of confidence can be placed on 
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the results. Consider, for example, the eight-quarter-ahead prediction of the 
five variables in Table 9-1 for the C, experiment. The estimated means and 
standard errors for the five variables are as follows: .93 and .13 for real GNP, 
.54 and I 1 for the GNP deflator, - .09 and .Ol for the unemployment rate, 
.14 and .03 for the bill rate, and - .Ol and .26 for the money supply. Only for 
the money supply are the results not precise. In the more detailed results in 
Table 9-2, the only main imprecise results are for the two demand-for-money 
variables (M, and Mj. The results for the last four summary variables in the 
table are even fairly good. 

The results are thus encouraging regarding the accuracy ofthe properties of 
the model, provided the model is correctly specified. The assumption of 
correct specification is the key restriction in the present exercise. It was seen in 
Section 8.5, for example, that m&specification contributes substantially to the 
total variance of the forecast error for the US model, and therefore it should 
be taken into account in the estimation ofthe standard errors ofmultipliers. It 
is an open question as to how this can be done, and until it is done, the present 
estimates of the standard errors must be interpreted as merely lower bounds. 

9.4.3 Estimated Effects of a Change in Import Prices 

One of the significant economic events of the 1970s was the large change in 
import prices that occurred for most countries. It is thus of interest to 
examine the effects of import prices on the endogenous variables. The 
relevant exogenous variable in the model is PIM, the price deflator for 
imports. For the results in Table 9-3, PIMwas increased by 10 percent in the 
first quarter of the period (19771). For the other quarters of the prediction 
period it was not changed from its historical values. The same stochastic 
simulation procedure was followed here as was followed for the results in 
Table 9-l. The number of trials was 50. 

The results in Table 9-3 show that the increase in import prices iscontrac- 
tionary with respect to real output and inflationary with respect to the GNP 
deflator. PIit4 is an explanatory variable in the price equation, and this is the 
reason for the increase in domestic prices. The real wage fell as a result ofthe 
increase in prices, and this led to a fall in consumption and housing invest- 
ment. The fall in the real wage also had a negative effect on the labor force, 
and this is the main reason the unemployment rate fell in the first quarter and 
rose very little in the other quarters even though output fell. The Fed 
responded to the initial change in prices by increasing the bill rate, which is 
another reason for the fall in consumption and housing investment. After 
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three quarters, however, the bill rate was lower. The lower values are due 
primarily to the lower values of real output. (The change in real output is an 
explanatory variable in the interest rate reaction function.) 

This experiment is the best example in the model of a situation in which 
real GNP and the rate of inflation are negatively correlated. The estimated 
standard errors are again fairly small except for those for the money supply. 

9.4.4 Sensitivity of Fiscal Policy Effects to Assumptions 
about Monetary Policy 

The various assumptions that one can make about monetary policy have 
been discussed in Section 4. I. IO, and the reader should review this material 
before reading this section. The results in Table 9-4 are for the C,experiment 
in Table 9-l under live assumptions about monetary policy. The row I 
experiment is the same as that in Table 9- 1. In this case the Fed is assumed to 
behave according to the interest rate reaction function. Note that the values of 
--A,are positive in row I in Table 9-4: the Fed issued securities in response to 
the increase in purchases of goods of the government. (-A8 will be called the 
“amount of government securities outstanding.“) 
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In examining the results in Table 9-4 it will be useful to keep in mind the 
government budget constraint, Eq. 77 in Table A-5: 

77. 0 = S, - AA, - AM8 + ACUR + A(BR - BO) - AQ - DIS,. 

This equation states that any decrease in .S, that results from the increase in C, 
must result in a change in at least one ofthe other RHS variables. Since M,, Q, 
and D/S, are exogenous, the other variables are A,, currency (CUR), and 
nonborrowed reserves (BR - BOj. Subject to rounding error, the values 
presented in Table 9-4 meet this identity. For example, the first-quarter values 
for the row I experiment are - .88 for S,, .9 1 for -AA*, .OO for ACCJR, and 
- .03 for A(BR - BO), which sum to zero. The second-quarter values are 
-.85 for S,, 1.74- .91 = .83 for -AA=, .02 - .OO = .02 for ACUR, and 
- .03 - (.03) = .OO for A(BR - BU), which also sum to zero. 

For the other four experiments in Table 9-4 the interest rate reaction 
function was dropped. For the row 2 experiment the bill rate was kept 
unchanged from its historical values. This experiment is considerably more 
expansionary than the first, since the bill rate does not rise to choke off some 
of the increase in demand. The increase in the GNP deflator is larger because 
of the larger increase in output. The sum of the GNP changes across the 16 
quarters is 2 1.1 in this case versus 13.4 in the first case. The money supply rose 
rather than fell because there was no negative effect from a higher interest 
rate. The increase in the amount of government securities outstanding was 
less, since less was needed to meet the lower bill rate target. 

There is an unusual, but not important, feature ofthe results for the second 
experiment that needs to be explained before going further. The question is 
why the money supply falls in the first quarter for the second experiment (the 
change in M 1 is - .03). In the first quarter real GNP and the GNP deflator are 
higher and the bill rate is unchanged, so there appears to be no reason for the 
money supply to fall. The reason is that the price deflator Ph that is used in the 
demand-for-money equation of the household sector (Eq. 9) actually falls in 
the first quarter, which then results in a fall in the demand for money. Ph is a 
weighted price deflator, and it falls because of a change in weights caused by 
the change in C,. It can be seen from Eq. 34 in Table A-5 that Ph is a function 
ofanother deflator (PD] and the average indirect business tax rate. When C, 
increases, the average tax rate falls, and this is the reason for the initial fall in 
Ph. This feature of the results is not of any quantitative importance. 

For the row 3 experiment the money supply, M 1, was kept unchanged 
from its historical values. This experiment is slightly more expansionary than 
the first experiment because in that experiment the money supply fell. The 
money supply fell in the first experiment because the bill rate rose (the rise in 
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RS in the first quarter was .08). In the third experiment the bill rate needs to 
rise less because the money supply is unchanged. The bill rate actually fell in 
the first quarter for the third experiment (the change in RSwas - .02), which 
is due to the feature of the results discussed in the previous paragraph: with 
the bill rate unchanged the money supply initially falls, and thus the bill rate 
must fall to prevent the fall in the money supply. Were it not for this feature, 
the bill rate would have increased in the first quarter for the third experiment, 
but by less than the increase for the first experiment. The third experiment is 
not as expansionary as the second experiment, where the bill rate did not 
change. because some increase in the bill rate (after the first quarter) was 
needed to choke off the increase in the demand for money that would 
otherwise have occurred as a result of the increase in income and prices. 

For the row 4 experiment the level ofnonborrowed reserves, BR - BO. was 
kept unchanged from its historical values. This experiment is more expan- 
sionary than the first experiment. In the first experiment nonborrowed 
reserves decreased, which was caused by both an increase in borrowing 
(because of the higher bill rate) and a decrease in reserves (because of a lower 
level of demand deposits). The increase in the bill rate thus choked off all of 
the increase in nonborrowed reserves that would otherwise have taken place 
as a result of the expansion and then some. For the fourth experiment, where 
the increase in nonborrowed reserves is constrained to be zero, the “and then 
some” does not take place. The increase in the bill rate is thus smaller in the 
fourth experiment because less is choked off. The fourth experiment is, on the 
other hand. less expansionary than the second experiment, because some 
increase in the bill rate was needed. The fourth experiment is more expan- 
sionary than the third experiment because less of an increase in the bill rate 
was needed to choke off nonborrowed reserves than was needed to choke off 
the money supply. The increase in the bill rate in the fourth experiment has 
two effects, one in decreasing the demand for money and thus bank reserves 
and the other in increasing borrowing. Both of these result in a drop in 
nonborrowed reserves. The effect on bank borrowing is not relevant for the 
third experiment, and therefore the interest rate increase in the third experi- 
ment must be larger. 

In the row 5 experiment the amount ofgovernment securities outstanding. 
-A,, was kept unchanged from its historical values. This means that the 
entire deficit of the government is financed by changes in currency and 
nonborrowed reserves. This requires a large change in the money supply, 
which requires a large initial fall in the bill rate. This experiment is thus quite 
expansionary, since it corresponds to both an increase in government pur- 
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chases of goods and an initial decrease in the bill rate. The change in real GNP 
over the 16 quarters was 37.4, which is almost double the next largest change. 
The change in the GNP deflator by the end of the period is also almost double 
the next largest change. After the first quarter the government deficit C-S& is 
small, which is primarily a result of the increased tax collections caused by the 
more expansionary economy. 

It is clear from the results in Table 9-4 that fiscal policy effects are quite 
sensitive to what is assumed about monetary policy. Monetary policy, in 
other words, is very important. To give one more example of this, an 
experiment was run in which the bill rate was raised by one percentage point 
for all quarters. (The interest rate reaction function is dropped for this 
experiment.) The results are presented in Table 9-5. This sustained rise in the 
bill rate of one percentage point led by the end of the period to a decrease in 
real GNP of I.5 1 percent and an increase in the unemployment rate of .5 I 
percentage points. The money supply was 3.26 percent lower, and the GNP 
deflator was .92 percent lower. This experiment clearly shows the importance 
of the bill rate in the model. 

One last feature of the results in this section that should be emphasized is 
that the policy of keeping the money supply unchanged is almost the same as 
the policy implied by the use of the interest rate reaction function. In other 
words, for all practical purposes the first and third experiments in Table 9-4 
arc identical. 
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9.4.5 Sensitivity of Policy Effects to Alternative Sets 
of Coefficient Estimates 

The last issue examined in this chapter regarding the US model is the 
sensitivity ofpolicy effects to the different sets ofcoefficient estimates. The C, 
experiment was run for five sets ofestimates; the results are presented in Table 
9-6. The five estimators are 2SLS, 3SLS, FIML, 2SLAD for q = 0.5, and OLS. 
The 2SL.S results are the same as those in Table 9- 1. The procedure followed 
for the results for the other estimators is the same as that followed for the 2SLS 
results. 

The main difference in the results in Table 9-6 concerns the FIML estima- 
tor: the initial increases in real GNP and the GNP deflator are larger for FIML 
than they are for the other estimators. This is again due to the fact that the 
FIML estimates of the lagged dependent variable coefficients are in general 
smaller than the estimates for the other estimators. In other words, the lagged 
adjustment behavior of the model that is due to the presence of the lagged 
endogenous variables is less pronounced for the FIML estimates because the 
coefficients of the lagged endogenous variables are generally smaller. 

Aside from this difference for the FIML estimator, the results in Table 9-6 
are very close to each other. The properties of the model are clearly not very 
sensitive to the choice of estimator, including the OLS estimator. This 
conclusion complements the conclusion in Section 8.5.5 that the overall fit of 
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the model is not very sensitive to the choice of estimator. It is of interest for 
future research to see if this conclusion holds for other models and for later 
versions of the US model. 

9.5 Properties of the MC Model 

9.5.1 General Remarks 

As was the case for the US model, it is possible to get some idea of the 
properties of the MC model without performing simulation experiments. In 
the following discussion, a variable is said to have a “direct” effect on another 
variable if it appears on the RHS of the equation (either a stochastic equation 
or a definition) explaining the other variable. Most endogenous variables have 
at least an indirect effect on the other endogenous variables-either contem- 
poraneously or with a lag of one quarter. As a result, it is difficult to explain 
the properties of the model in a very systematic way. This discussion is 
designed to try to give a general idea of the properties without going into every 
possible indirect effect. It should also be kept in mind that not all ofthe effects 
operate for all countries. All interest rates referred to are short-term rates 
unless otherwise noted. 

S~~mmary of the Stochastic Equations of the Model 

For reference purposes it will be useful to provide a summary ofthe stochastic 
equations per country. The signs in parentheses in the following list are the 
expected signs of the coefficient estimates. 

Equation Dejwndent 
number variable 

I Merchandise 
imports 

2 CoaWlIpti0lI 

3 Change in 
investment 

4 Real GNP 

5 GNP deflator 

Short-term or long-term interest rate (-). GNP defla- 
tar (+), import price index (-), real GNP (+), lagged 
net foreign assets (+), lagged dependent variable (+) 

Short-term or long-term interest rate (-), real GNP 
(+). lagged net foreign assets (+), lagged dependent 
variable (+) 

Changes in real GNP-current. lagged once, lagged 
twice, lagged three times-_(+), lagged level of in- 
Yestment (-) 

Final sales (+). lagged stock of inventories (-), lagged 
dependent variable (+) 

Import price index (+), demand pressure variable (-), 
lagged dependent variable (+) 
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6 Nominal money Short-term interest rate (-), nominal GNP (+), lagged 
SUPPlY dependent variable (+) 

la,lb Shon-term Lagged rate of inflation (+), lagged rate ofgrowth ofthe 
interest money supply (+), demand pressure variable (-), 
rate change in net foreign assets (-), lagged rate ofchange 

in the import price index-four countries only- 
(+), exchange rate-three countries only-(+), 
lagged dependent variable (+) 

8 Long-term Short-term interest rates-current, lagged once, 
interest lagged twice-(+ or -), lagged dependent variable 
rate (+) 

9b Exchange rate GNP deflator (+), short-term interest rate (-), demand 
pressure variable (-), lagged change in net foreign 
assets (-)--all relative to the respective U.S. vari- 
able+lagged dependent variable (+) 

lob Forward rate Exchange rate (+), short-term interest rate relative to 
the U.S. short-term interest rate (+) 

11 Export price GNP deflator (+), world price index (+), exchange rate 
index (-t) 

There is a standard trade multiplier effect in the model. An autonomous 
increase in GNP in country i increases the demand for imports, which 
increases the exports of other countries and thus their GNP and demand for 
imports, which then increases the exports of country i and thus its GNP. In 
short, exports affect imports and vice versa. 

Price Effects among Countries 

There is also a price multiplier effect in the model. An autonomous increase 
in country i’s domestic price level increases its export prices, which increases 
the import prices of other countries, which increases their domestic prices, 
including their export prices, which then increases country i’s import prices 
and thus its domestic and export prices. In short, export prices affect import 
prices and vice versa. 

Direct Interest Rate Effects nmong Countries 

The U.S. short-term interest rate appears as an explanatory variable in the 
interest rate reaction functions of a number of countries. The U.S. rate is 
more important in the fixed exchange rate period than it is in the flexible rate 
period, but even in the flexible rate period it has an effect on some countries. 
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This means that an increase in the U.S. interest rate directly increases other 
countries’ rates. The German interest rate appears as an explanatory variable 
in the interest rate reaction functions of a few other European countries, and 
thus an increase in the German interest rate also directly increases other 
countries’ rates, 

Dim? Exchange Rate Effects among Countries 

The German exchange rate appears as an explanatory variable in the ex- 
change rate equations of the other European countries. The German ex- 
change rate thus directly affects other exchange rates. All exchange rates are 
relative to the U.S. dollar, and therefore each explanatory variable in the 
exchange rate equations (other than the lagged dependent variable and the 
German exchange rate) is the particular variable of the country relative to the 
same variable for the United States. This means that the following U.S. 
variables appear as explanatory variables in the exchange rate equations: the 
GNP deflator, the short-term interest rate, the demand pressure variable, and 
the change in net foreign assets. 

Direct Effkcts within a Country 

The short-term interest rate directly affects the long-term rate in the term 
structure equation (Eq. 8). The shon-term or long-term rate has a direct 
negative effect on imports and consumption (Eqs. 1 and 2). The short-term 
rate has a direct negative effect on the demand for money and the exchange 
rate (Eqs. 6 and 9b). (The reader should remember that an increase in the 
exchange rate is a depreciation of the country’s currency.) 

The asset variable. which is the sum of past values of the balance of 
payments and a measure of the net asset position of the country vis&vis the 
rest of the world, has a direct positive effect on imports and consumption 
(Eqs. 1 and 2) and a direct negative effect on the short-term interest rate and 
the exchange rate (Eqs. 7b and 9b). 

The exchange rate has a direct positive effect on the local currency price of 
exports (Eq. I I) and on the local currency price of imports (the equations in 
Table B-4 involved in linking export and import prices). It also has a direct 
negative effect on the dollar price ofexports (because the coefficient estimate 
of the exchange rate in Eq. I 1, which is in log form, is less than one). It has a 
direct positive effect on the short-term interest rate for nine countries (Eq. 
7b). 

The price of imports has a direct negative effect on imports (Eq. l), a direct 
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positive effect on the GNP deflator (Eq. S), a direct negative effect on the asset 
variable (Eqs. 17 and IQ, and a direct positive effect on the short-term interest 
rate (Eq. 7b). The price of exports has a direct positive effect on the asset 
variable (Eqs. 17 and 18). The GNP deflator has direct positive effects on 
imports, the demand for money, the short-term interest rate, the exchange 
rate, and the price of exports (Eqs. I, 6, 7a, 7b, 9b, and 11). 

The level of imports has a direct negative effect on final sales and the asset 
variable, and the level of exports has a direct positive effect on these two 
variables (Eqs. 16, 17, and 18). The level of final sales has a direct positive 
effect on GNP (Eq. 4). Any deviation of GNP from final sales in a period is 
absorbed by a change in inventories (Eq. 12). The stock of inventories has a 
direct negative effect on GNP (Eq. 4). GNP has a direct positive effect on 
imports, consumption, investment, the GNP deflator, the demand for 
money, the short-term interest rate, and the exchange rate. 

The money variable M 1: does not play a very important role in the model. 
It is only a potential explanatory variable in the two interest rate reaction 
functions, Eqs. 7a and 7b. It appears in 3 ofthe 23 estimates of Eq. 7a (Table 
4-7) and in 4 of the 20 estimates of Eq. 7b (Table 4-8). This means that other 
than in these few cases, the equation that determines M 1X Eq. 6, plays no 
role in the model. The properties of the model would not be affected if Eq. 6 
were dropped for all countries for which M 17 is omitted from Eqs. 7a and 7b. 

Some Indirect Efects within a Country 

It should be clear that there are very few unambiguous indirect effects in the 
model with respect to sign. The signs depend on the relative sizes of the 
coefficient estimates. It is useful, however, to consider the likely signs of some 
indirect effects, even though these signs are not necessarily logical conse- 
quences of the model. 

Consider first the indirect effect of the exchange rate on GNP. The main 
direct effect of the exchange rate is on the price of imports, at least in the short 
run. The price ofimports has a direct negative effect on imports, and the level 
of imports has a direct positive effect on GNP. In other words, an increase in 
the price of imports causes substitution from imports to domestically pro- 
duced goods, which raises GNP. The exchange rate thus has an indirect 
positive effect on GNP through this channel (that is, depreciation increases 
GNP). 

Depreciation also lowers the dollar price of the country’s exports, which 
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through the trade-share equations has a positive effect on the other countries’ 
demand for the given country’s exports. Therefore, depreciation also in- 
creases GNP through this channel. 

For some countries the exchange rate is an explanatory variable in the 
interest rate reaction function, which means that for these countries depre- 
ciation leads to an increase in the short-term interest rate. The short-term rate 
has a negative effect on GNP, and therefore depreciation has a negative effect 
on GNP through this channel. 

Depreciation is likely to have a negative indirect effect on GNP through a 
fourth channel. The likely initial effect of a depreciation on the balance of 
payments is negative. Depreciation raises the local currency price of imports 
more than it does the local currency price of exports, which, other things 
being equal, has a negative effect on the balance of payments. Depreciation 
also lowers imports and raises exports, which has a positive effect on the 
balance of payments. This latter effect is, however, likely to be smaller 
initially than the price effect, and thus the initial net effect is likely to be 
negative. (This is the “J-curve” effect.) A decrease in the balance ofpayments 
decreases net foreign assets, which directly decreases imports and consump- 
tion and directly increases the short-term interest rate. Although the decrease 
in imports raises GNP, the decrease in consumption and the increase in the 
interest rate lowers GNP, and the net effect is likely to be negative. Deprecia- 
tion is thus likely to have an initial indirect negative effect on GNP through 
this asset effect channel. 

Depreciation has two main indirect effects on the GNP deflator, one 
positive and one ambiguous. The positive effect is through the price of 
imports, which has a direct positive effect on the GNP deflator. The second 
effect is through GNP. If the net effect of depreciation on GNP is positive, this 
will have a positive effect on the GNP deflator through the direct positive 
effect of demand pressure on the GNP deflator. Ifthe net effect ofdepreciation 
on GNP is negative, the indirect effect on the GNP deflator is negative. 

There are three main effects of the short-term interest rate on GNP, one 
negative, one ambiguous, and one positive. The negative effect is through 
consumption: an increase in the short-term rate increases the long-term rate; 
an increase in the short-term rate or the long-term rate decreases consump- 
tion, which lowers GNP. The ambiguous effect is through the exchange rate: 
an increase in the short-term rate has a negative effect on the exchange rate 
(an appreciation), which has an ambiguous effect on GNP. The positive effect 
is through imports: an increase in the short-term or the long-term rate lowers 
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imports, which, other things being equal, raises GNP. The consumption 
effect is likely to be the dominant one, and thus the net effect ofthe short-term 
rate on GNP is likely to be negative. 

An increase in the short-term interest rate has two main effects on the GNP 
deflator, both negative. The first is the likely negative indirect effect of the 
short-term rate on GNP and thus on demand. The second is the effect on the 
exchange rate: the exchange rate appreciates, which lowers the price of 
imports, which lowers the GNP deflator. 

9.5.2 Results for Eleven Experiments: The Construction of Tables 9-7 
through 9-17 

The results of eleven experiments are reported in this section. The first 
experiment is for the fixed exchange rate period 197011- 19721, and the others 
are for the flexible rate period 1976l- 19771V. Theexperimentsare as follows. 

1. An increase in U.S. government spending (fixed exchange rate period) 
2. An increase in U.S. government spending (flexible exchange rate period) 
3. An increase in the U.S. short-term interest rate 
4. An increase in German government spending 
5. An increase in the German interest rate 
6. A depreciation of the German exchange rate 
7. An increase in U.K. government spending 
8. A depreciation of the U.K. exchange rate 
9. An increase in Japanese government spending 

10. A depreciation of the Japanese exchange rate 
1 I. An increase in the price of exports of the oil-exporting countries 

The results are presented in Tables 9-7 through 9-17. Stochastic simulation 
is too expensive to perform for the MC model, and thus all of the results in 
these tables are from deterministic simulations. For all the simulations the 
estimated residuals were added to the stochastic equations and treated as 
exogenous. The base path for the experiments is thus the perfect tracking 
solution. The complete MC model was used for all the experiments except 11, 
where trade shares were taken to be exogenous. The special treatment for 
experiment I 1 is discussed later in this section. 

Results for 15 countries and 13 variables per country are presented in the 
tables for the two-quarter-ahead and six-quarter-ahead predictions. Except 
for the numbers for the balance of payments and the two interest rates, each 
number in the tables is the percentage change in the variable (in percentage 
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Note: a. Change i5 abioluie change, not percentage change, in units Of local currency. 

points) divided by something. For the spending increases (Tables 9-7, 9-8, 
9-10,9-13, and 9-15), the divisor is the change in government spending as a 
percentage of GNP (in percentage points). In other words, each number is 
[li; - yj,)/~j,]/(AGi,/YiJ, where jj, is the two- or sixquarter-ahead predicted 
value of y,, after the change, AG, is the change in government spending in 
quarter t, and Y, is the actual value of GNP in quarter t. (Remember that all 
changes are changes from the actual values, not changes from quarter to 
quarter.) Each number is thus the percentage change in the variable induced 
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by a one-percent autonomous increase in GNP of the country in which the 
policy change was made. 

For the interest rate increases (Tables 9-9 and 9-1 l), the divisor is the 
change in the interest rate (in percentage points). The actual change in the 
interest rate for the experiments was 2.0 percentage points, so the divisor was 
2.0. Each number in these tables is thus the percentage change in the variable 
induced by a 1.0 percentage point increase in the interest rate. For the 
exchange rate increases (Tables 9-12,9-14, and 9-16), the percentage change 
in the exchange rate was 10.0 percent and the divisor was 1 .O. Each number in 
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lime: a 

these tables is thus the percentage change in the variable induced by a 10.0 
percent increase in the exchange rate. Finally, for the increase in the export 
prices (Table 9- 17), the percentage change in the prices was 50.0 percent and 
the divisor was 1 .O. Each number in this table is thus the percentage change in 
the variable induced by a 50.0 percent increase in the export prices. 

The numbers for the balance of payments are not in percentage terms and 
have not been divided by anything; they are merely the actual changes in the 
balance of payments corresponding to whatever policy change was made. The 
balance-of-payments variables are in units of nominal local currency, and 
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thus it is not readily apparent from the tables how one country’s balance of 
payments changed relative to another’s, For the most part it is unnecessary to 
know this to understand the rest of the results; when it is necessary, the 
relative change will be mentioned in the text. The main interest in the 
balance-of-payments results for a country is the sign of the changes. 

For the two interest rates, the changes are absolute changes (in percentage 
points) rather than percentage changes. The divisors are the same as they are 
for the other variables. 

The exchange rate experiments, 6,8, and 10, require that the exchange rate 
reaction function be dropped for the particular country in question. The 
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exchange rate is instead taken to be exogenous and then changed by the 
specified amount. This procedure is somewhat artificial in that the interest 
rate reaction function for the particular country is not also changed. Presum- 
ably exchange rate and interest rate decisions are coordinated, so changing 
one but not the other is not necessarily realistic. These experiments, however, 
were performed solely with the aim of trying to understand the properties of 
the model; they are not meant to be realistic descriptions of actual policy- 
making decisions. Similar considerations apply to the German interest rate 
experiment, experiment 5. 

The following discussion of the results is somewhat loose. Reference is 
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Nate: a. alange is absoiurc change, not percentage change, in units Of iocai currency. 

sometimes made to a change in one endogenous variable “leading to” or 
“resulting in” a change in another endogenous variable. This is not, strictly 
speaking, correct because the model is simultaneous, but it does help to give a 
general idea of the model’s properties. Not all results in the tables are 
explained, and not every possible indirect effect is noted. Emphasis is placed 
on the main results and effects and, as the discussion progresses, on the results 
in a table that are different from the results in previous tables. In what follows, 
the terms “GNP” and “income” are used interchangeably, interest rates are 
always short-term rates unless otherwise noted, and import and export prices 
are local currency prices unless otherwise noted. 
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United States Spending Increase: Fixed Exchange Rate Period (Table 9-7) 

The increase in U.S. government spending increased U.S. income, which in 
turn increased U.S. imports. This increased other countries’ exports, which in 
turn increased their income and imports. This is the trade multiplier effect. 
The increase in U.S. income also led to an increase in the U.S. price level, 
which increased other countries’ import prices. This led to an increase in 
other countries’ export prices, which resulted in further increases in other 
countries’ import prices. This is the price multiplier effect. 

The other important effect in this case is the interest rate effect. The 
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increase in U.S. income and prices led to an increase in the U.S. interest rate 
through the reaction function of the Federal Reserve. This offset some of the 
increase in U.S. income that would otherwise have occurred and also led to an 
increase in other countries’ interest rates. The interest rates for all countries 
except Japan were higher after two quarters. This worldwide increase in 
interest rates offset some ofthe increase in world income that would otherwise 
have occurred. For a number of countries the interest rate effect was large 
enough to lead to a net negative effect on GNP by the sixth quarter. In other 
words, the U.S. expansion caused GNP for some countries to fall because of 
the interest rate increase that resulted from the expansion. 
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The U.S. increase had a negative effect on the U.S. balance ofpayments and 
a positive effect on the other countries’ balance ofpayments. Imports declined 
for some countries even though GNP rose; this is due in part to the effects of 
higher interest rates and in part to the fact that import prices increased more 
initially than did domestic prices. An increase in import prices relative to 
domestic prices leads to a substitution away from imported goods. Note 
finally that the money supply decreased for many countries. Although in- 
come was higher, interest rates were also higher, and in many cases the 
negative interest rate effect dominated. 

This completes the discussion of the first experiment. An interesting 
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question is how the properties of the model compare to those of other models. 
It is difficult to make these comparisons because experiments across models 
generally differ, but some multiplier results for other multicountry economet- 
ric models are presented in Fair (1979b, tables I and 2) that provide a rough 
basis of comparison for the results in Table 9-7. In general, the present 
income multipliers are smaller and the price multipliers are larger than those 
of the other models. This result is as expected, because the other models are 
primarily trade multiplier models and thus have weak or nonexistent price 
multiplier and interest rate effects. 
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United States Spending Increase: Flexible Exchange Rate Period (Table 9-8) 

The results in Table 9-8 are for the flexible exchange rate period. One key 
difference between the fixed and flexible rate periods is that in the latter the 
U.S. interest rate has smaller direct effects on other countries’ interest rates. 
The changes in the other countries’ interest rates after two quarters are 
generally smaller in Table 9-8 than in Table 9-7. This means that there is less 
initial offset to the trade multiplier effect from higher interest rates in the 
flexible rate period. 
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There are four main effects of the U.S. spending increase on the exchange 
rates, three negative and one positive. The spending increase raised U.S. 
output and prices relative to those ofthe other countries, both ofwhich have a 
negative effect on other countries’ exchange rates (an appreciation). The U.S. 
balance of payments fell relative to those ofthe other countries (the balance of 
payments of other countries generally rose), and this also has a negative effect 
on exchange rates. The positive effect is the interest rate effect. The U.S. 
short-term interest rate rose relative to other countries’ rates, and this has a 
positive effect on exchange rates (a depreciation). As can be seen in Table 9-8, 
the net effect is usually negative. Only for the two-quarter-ahead results for 
Canada and Sweden is the net effect positive (the interest rate effect dominat- 
ing). 

The price ofexports ofmost countries increased. This is the price multiplier 
effect from the initial increase in LJS. prices. Exports for some countries 
increased and for other countries decreased. Whether exports for a particular 
country increase or decrease depends on the relative change in the country’s 
export price (the trade share equations). The balance of payments for a 
number of counties fell. This may at first glance seem puzzling, since the 
J-curve effect that was discussed earlier implies that an appreciation should 
initially increase the balance of payments. What should be remembered, 
however, is that although almost all currencies appreciated relative to the 
dollar, they obviously did not all appreciate relative to each other. If a 
country’s currency appreciated relative to the dollar but depreciated relative 
to most of its other trading partners, then its currency has effectively depre- 
ciated rather than appreciated, which will have an initial negative effect on the 
balance of payments. 

The price of imports of most countries increased because of the general 
increase in export prices. For two countries, however, France and the United 
Kingdom, the change in import prices was negative after six quarters. After 
six quarters, the United Kingdom’s currency had appreciated relative to all 
others and France’s currency had appreciated relative to all others except the 
United Kingdom’s Appreciation has, other things being equal. a negative 
effect on the price of imports, and in these two cases it was large enough to 
dominate the positive effect from the general increase in export prices. 

GNP for some countries was lower after two and/or six quarters. The three 
main things that can cause this are (1) an increase in the interest rates RSand 
RB in the country, (2) a decrease in exports, and (3) a decrease in the balance 
of payments. (A decrease in the balance ofpayments has a negative effect on 
GNP through the wealth effects.) One or more of these effects are operating 
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for countries that experienced a fall in GNP. With respect to the GNP 
deflator, there are two main effects operating on it, one through the price of 
imports and one through GNP. Given that the effects on these last two 
variables are not the same across countries, one would not expect the effect on 
the GNP deflator to be the same across countries, and it is in fact not: for some 
countries the GNP dektor is higher and for some it is lower. 

The results at the bottom ofTable 9-8 are for the US model alone. In this 
case the rest of the world is exogenous-in particular. exports and the price of 
imports are exogenous. One of the main differences in the results is that the 
increase in the GNP deflator is less for the US model alone. In the complete 
model the U.S. price of imports rose because of the depreciation of the dollar 
and the general increase in export prices, which had a positive effect on the 
GNP deflator. This effect is absent for the US model alone. Another main 
difference is that the fall in the balance of payments after six quarters is less for 
the US model alone. This is again due primarily to the fact that the price of 
imports rose in the complete model. The properties of the US model regard- 
ing the change in GNP are not sensitive to the treatment of the rest of the 
world: the GNP changes are almost identical in the two cases. 

United States Interest Rate Increase (Table 9-9) 

For this experiment, the U.S. interest rate reaction function is dropped and 
the U.S. interest rate is t&en to be exogenous. The results of an increase in the 
U.S. interest rate are presented in Table 9-9. This increase lowered U.S. 
income and imports and led to a general contraction in world income and 
exports (trade multiplier effect). 

The interest rate increase also led to a depreciation of the other countries’ 
exchange rates. The depreciation of the German exchange rate after six 
quarters, for example, was 1.93 percent. For some countries, such as Japan 
and Sweden, the depreciation was large enough to lead to an increase in their 
import prices and then to their GNP deflators. The U.S. interest rate increase 
thus led for some countries to an increase in their inflation rates through the 
depreciation of their exchange rates. 

The balance of payments of some countries (other than the United States) 
increased. In these cases the change in export revenue (export price times 
exports) was greater than the change in import costs (import price times 
imports). Exports fell for all countries, and except for the two-quarter-ahead 
results for Austria, export prices also fell. In almost all cases imports fell, and 
in most cases import prices fell. 
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The results at the bottom ofTable 9-9 are for the US model alone. The fall 
in the U.S. GNP deflator is less in this case because there is no negative effect 
from a fall in import prices. The differences in the effects on GNP are again 
quite small. 

German Spending Increase (Table S-IO) 

This experiment corresponds to an increase in German government spending 
on German goods. It led to a worldwide increase in exports and income. The 
increase in German income led to an increase in the German GNP deflator. 
This increase and the increase in income led to a fairly large increase in the 
interest rate through the reaction function (I .65 percentage points after six 
quarters). This increase had a negative effect on the exchange rate. but it was 
more than offset by the positive price, output, and balance of payments 
effects: the German exchange rate depreciated. The German exchange rate 
has a positive effect on the exchange rates of the other European countries, 
and this resulted in a depreciation of the other European rates. 

The Canadian and Japanese exchange rates, which are not tied to the 
German rate, changed very little. This means that these two rates, along with 
the U.S. exchange rate, appreciated relative to the European rates. This led to 
a fall in the import prices of Canada, Japan, and the United States, which led 
to a fall in their GNP deflators. The German expansion thus led to a fall in 
prices for some countries because of the exchange rate effect on prices. 

German Interest Rate Increase (Table 9-11) 

For this experiment, the German interest rate reaction function was dropped 
and the German interest rate was taken to be exogenous. The results of an 
increase in the German rate are presented in Table 9-l 1. This increase 
lowered German income and imports and led to a general contraction in 
world exports and income. 

The relative increase in the German interest rate and balance ofpayments 
led to an appreciation of the mark, which in turn led to an appreciation of the 
other European currencies. The GNP deflator for Germany was lower be- 
cause ofthe appreciation and the fall in income. Contrary to the case for the 
other countries, GNP for Norway rose. The Norwegian currency appreciated 
relative to the dollar but depreciated relative to the most European currencies. 
which resulted in an increase in Norway’s price of imports. This led to a 
substitution away from imported goods that was large enough to lead to a net 
increase in GNP. 
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For this experiment, the German exchange rate reaction function was 
dropped and the German exchange rate was taken to be exogenous. The 
results in Table 9-12 are for an increase in the exchange rate of 10 percent (a 
depreciation). 

It was argued earlier that the initial effect ofa depreciation on the balance of 
payments is likely to be negative, and this is the case for Germany in Table 
9-12. even after six quarters. The depreciation led to a decrease in German 
GNP. As already noted, the effect ofa depreciation on GNP can go either way. 
In this case the negative effects from the increase in the interest rates and the 
fall in the balance of payments more than offset the positive effects from the 
rise in the price of imports and the relative fall in the price ofexports. German 
exports actually decreased slightly in response to the depreciation. which 
seems unusual. There are two main reasons for this. The first is that the 
German depreciation is not large relative to the other European countries 
because the other countries’ exchange rates are fairly closely tied to the 
German rate. This means that the German price of exports does not fall very 
much relative to the others, and in fact for some countries the price of exports 
fell more than it did for Germany. As a result, the German gain in trade shares 
through the trade share equations is not very large. The second reason is the 
general contraction in world exports that resulted from the German deprecia- 
tion. Even though Germany gained some trade share, the total size of the 
export base was less. The increase in share was small enough and the decrease 
in the export base large enough to lead to a slight fall in German exports. 

The depreciation ofthe German exchange rate led to a decrease in the U.S. 
GNP deflator. This is due to the fall in the U.S. price of imports, which in turn 
is due to the general appreciation of the dollar. The Canadian and Japanese 
GNP deflators fell for similar reasons. This experiment also resulted in an 
increase in GNP for the United States, Canada, and Japan, primarily because 
of the decreases in the short-term interest rates in the three countries. For the 
United States the main reason for the decrease in the interest rate was the 
decrease in the GNP deflator. For Canada and Japan the main reason was 
the increase in the balance of payments. The main reason for the increase 
in the balance of payments of the two countries (as well as of the United 
States) was the fall in the price of imports that resulted from the general 
appreciation of the currencies. The exports of the three countries increased, 
primarily as a result of the fact that all three countries expanded and all three 
trade considerably with each other. 
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United Kingdom Spending Increase (Table 9-131 

This experiment corresponds to an increase in U.K. government spending on 
U.K. goods. As in the German case in Table 9-10, the increase in spending in 
Table 9-13 led to a worldwide increase in exports and income. The U.K. 
exchange rate depreciated, as did the German exchange rate in Table 9-10. 
The other European exchange rates appreciated relative to the dollar, al- 
though only slightly: this is due primarily to the balance-of-payments effect 
on the exchange rate. The European countries benefited more from the U.K. 
expansion than did the United States with respect to the increase in exports, 
and thus their balance of payments improved more. The increase in U.K. 
income led to an increase in U.K. imports, and the depreciation of the U.K. 
exchange rate led to an increase in the U.K. price of imports. Both of these 
factors contributed to the decrease in the U.K. balance of payments. 

United Kingdom Exchange Rate Increase (Table 9-14) 

For this experiment, the U.K. exchange rate reaction function was dropped 
and the U.K. exchange rate was taken to be exogenous. The results in Table 
9-14 are for an increase in the exchange rate of 10 percent (a depreciation). 

As in the German case in Table 9- 12, the depreciation led to a decrease in 
the balance of payments and a decrease in GNP. In contrast to the German 
case, the effects on the other European exchange rates were slight. The 
depreciation led, as in the German case, to a decrease in the GNP deflator and 
an increase in GNP for the United States, Canada, and Japan, although the 
effects in the U.K. case are smaller. 

Japanese Spending Increase (Table 9-15) 

This experiment corresponds to an increase in Japanese government spend- 
ing on Japanese goods. As in the German and U.K. cases, the exchange rate 
depreciated in response to the expansion and the balance of payments 
decreased. The increase in imports of Japan in Table 9-15 is less than the 
increase in imports of Germany in Table 9-10 and ofthe United Kingdom in 
Table 9- 13, which resulted in smaller effects on the rest of the world in Table 
9-15. 

Japanese Exchange Rate Increase (Table 9-16) 

For this experiment, the Japanese exchange rate reaction function was 
dropped and the Japanese exchange rate was taken to be exogenous. The 



Evaluating Static and Dynamic Properties 347 

results in Table 9-16 are for an increase in the exchange rate of 10 percent (a 
depreciation). 

In this case, as in the German and U.K. cases, the depreciation led to a 
decrease in the balance of payments and a decrease in GNP. The European 
exchange rates depreciated relative to the dollar, primarily because the U.S. 
balance ofpayments benefited more from the Japanese depreciation than did 
the European balance of payments. The United States benefited more be- 
cause the price of imports fell more; the price of imports fell more because the 
United States is a larger trading partner of Japan. U.S. GNP was higher and 
the U.S. GNP deflator was lower as a result of the Japanese depreciation. 

Increase in the Price ofExports of the Oil-Exporting Countries (Table 9-l 7) 

The oil-exporting countries in the model are Algeria, Indonesia, Iran, Iraq, 
Kuwait, Libya, Nigeria, Saudi Arabia, United Arab Emirates, and Venezuela. 
The price of exports is exogenous for these countries. The experiment corre- 
sponded to a 50-percent increase in the price of exports of all these countries. 

This experiment approaches, if not exceeds, the aggregation limits of the 
model. There is no specific treatment of oil in the model other than the fact 
that almost all ofthe exports of the oil-exporting countries arc oil. Ifthe ability 
ofcountries to substitute away from oil is less than it is for the other goods, the 
model has not adequately captured the effects of oil price changes. In particu- 
lar, the degree of substitution implicit in the trade-share equations may be too 
high for oil. The trade share equations were thus not used for this experiment, 
and the shares were taken to be exogenous. This may underestimate the 
degree ofsubstitution possible, but it is probably closer to the truth than is the 
other case. At any rate, because of this problem, the results ofthis experiment 
should be interpreted with considerable caution. 

Different countries were affected quite differently in this experiment. The 
exchange rates of all countries appreciated relative to the dollar. This is due in 
large part to the generally larger decrease in the U.S. balance of payments 
relative to the decreases for the other countries. The price of imports rose for 
most countries, as expected, although part of the increase that would other- 
wise have occurred was offset by the appreciation of the exchange rates. The 
increase in import prices led to an increase in the GNP deflators, and thus 
there was a general worldwide increase in inflation. 

GNP fell for many countries. This is due in part to the increase in the 
interest rate in many countries (because of the increase in inflation and the 
decrease in the balance of payments) and in part to the decrease in net foreign 
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assets (because of the decrease in the balance of payments). There was, in 
other words, both a negative interest rate effect and a negative asset effect on 
GNP. Imports fell for all countries because of the increase in the price of 
imports relative to the GNP deflator. For some countries this substitution 
effect was large enough to lead to an increase in GNP. 

Although this is not shown in the table, the balance of payments of the 
oil-exporting countries rose substantially. as expected. This increase in net 
foreign assets then led to an increase in imports of the countries for which 
there are import equations (Libya, Nigeria, Saudi Arabia, and Venezuela). In 
some cases these increases were quite large. The six-quarter-ahead increases 
for Nigeria and Saudi Arabia, for example, were 20.6 and 57.2 percent, 
respectively. These increases were not, of course, large enough to offset 
completely the increases in the balance of payments of these countries (and 
thus the decreases in the balance of payments of the oil-importing countries). 

9.5.3 Estimates olthe Exchange Rare E&t on Injation (Table Y-18) 

The MC model can be used to estimate what will be called the “exchange rate 
effect” on inflation. One of the ways in which monetary and fiscal policies 
may affect a country’s inflation rate is by first influencing its exchange rate, 
which in turn influences import prices, which in turn influence domestic 
prices. This is what is called the exchange rate effect on inflation. In order to 
estimate the size of this effect, one needs a model linking monetary and fiscal 
policies to exchange rates, exchange rates to import prices, and import prices 
to domestic prices; the MC model provides these links. 

Exchange rates have an effect on domestic inflation in the model through 
their effects on import prices. The 10.0 percent depreciation of the mark in 
Table 9- 12 resulted in an increase in the German GNP deflator of 12 percent 
after six quarters. For the U.K. results in Table 9-14 the increase was 2.98 
percent, and for the Japanese results in Table 9-16 the increase was 1.28 
percent. 

The question considered in this section is how much of the change in 
inflation that results from a monetary or fiscal policy change can be attributed 
to the change in the exchange rate that results from the policy change. 
Estimates ofthis exchange rate effect on inflation are presented in Table 9-18. 
The results in the a rows are from the experiments discussed in Section 9.5.2. 
For the results in the b rows, the same experiments were performed except 
that all exchange rates were taken to be exogenous. Exchange rates, in other 
words, were assumed to be fixed. The difference in the two rows for a given 
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quarter for the GNP deflator is an estimate of the exchange rate effect on 
inflation for the quarter. These differences as a percentage of the a row values 
are presented in the c row. 

The estimates in Table 9-18 vary considerably across countries and type of 
experiment. Consider the c-row values for the six-quarter-ahead predictions 
for the spending experiments. For the United States, 23 percent of the 
increase in the GNP deflator that resulted from the U.S. spending increase is 
attributed to the exchange rate effect. With the exchange rates endogenous the 
increase in the GNP deflator is .64 percent, and with the exchange rates 
exogenous the increase is .49 percent. For Germany. only 3 percent of the 
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increase in the GNP deflator is attributed to the exchange rate. This small 
number is due to the fact that the other European exchange rates are closely 
tied to the German rate, and therefore a depreciation ofthe German exchange 
rate of, say. 10 percent is not much of a depreciation. For the United 
Kingdom, all of the increase in the GNP deflator is attributed to the exchange 
rate. The price equation for the United Kingdom (Eq. 5, Table 4-5) does not 
include the demand pressure variable (it was of the wrong sign), so the U.K. 
GNP deflator is not directly affected by GNP changes. Therefore, the only 
inflation that results from the U.K. spending increase is from the exchange 
rate effect. Japan is similar to the United States: 18 percent of the increase in 
the GNP deflator is attributed to the exchange rate effect. 

With respect to the interest rate experiments, the estimates after six 
quarters are 45 percent for the United States and 67 percent for Germany. 
These estimates are higher than the corresponding estimates for the spending 
experiments. This is as expected, since interest rate changes in general have 
large effects on exchange rates. 

9.5.4 Summary 

It is difficult to summarize the MC results because they vary considerably 
across countries. Theoretically there are few unambiguous effects, and the 
empirical results show that there are few unambiguous empirical effects 
either. Regarding the effects on other countries from a policy change in one 
country, they depend considerably on relative positions, and thus it is com- 
mon to find some countries affected one way and other countries affected the 
other way for a given policy experiment. 

A few of the unambiguous empirical effects are the following. ( 1) Spending 
increases in a given country lead to a depreciation ofthe country’s exchange 
rate. The interest rate effect, which works in favor of an appreciation, is 
dominated by the other effects discussed above. (2) Spending increases in a 
given country also lead to a decrease in its balance of payments. (3) Deprecia- 
tion in a given country leads to an initial fall in its balance of payments and to 
a fall in its GNP. (4) An increase in a country’s interest rate leads to an 
appreciation of its currency and to a decrease in its GNP. 

One obvious feature of the results is that price, interest rate, and exchange 
rate linkages are quantitatively quite important. There are many channels; a 
key one is exchange rates affecting import prices, import prices affecting 
domestic prices and thus export prices, and export prices affecting other 
countries’ import prices. Interest rates affect exchange rates directly, and they 
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are in turn affected by many other variables. Another important effect in the 
model is the wealth effect from changes in the balance of payments. 

Another way of looking at the overall results is the observation that if the 
MC model is at all a good approximation of the economic linkages among 
countries, attempts to use very simple models (with unambiguous effects) for 
policy purposes are not likely to be very successful. Trade multiplier models, 
for example, seem likely to be quite misleading in this regard. In short, the 
world economy seems complicated, and insights gained from simple models 
may be misleading. 


