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The information contained in one model’s forecast compared to that in another 
can be assessed from a regression of actual values on predicted values from the 
hvo models. We do this for forecasts of real GNP growth rates for different pairs 
of models. The models include a structural model (the Fair (1976) model), uariour 
versions of the vector autoregressive (VAR) model, and various versions of n 
model we call the “autoregressiue components” (AC) model. Our procedure 
requires that forecasts make no we of future information, and we have been 
careful to try to insure this, including using the version of the Fair model that 
existed in 1976, the beginning of our test period. (JEL 132) 

Many econometric models are used to 
forecast economic activity. These models 
differ in structure and in the data used, and 
so their forecasts are not perfectly correlated 
with each other. How should we interpret 
the differences in forecasts? Does each model 
have a strength of its own, so that each 
forecast represents useful information unique 
to it, or does one model dominate in the 
sense of incorporating all the information in 
the other models plus some? 

Structural econometric models often make 
use of large information sets in forecasting a 
given variable. The information set used in a 
large-scale macroeconometric model is typi- 
cally so large that the number of predeter- 
mined variables exceeds the number of ob- 
servations available for estimating the model. 
Estimation can proceed effectively only be- 
cause of the large number of a priori restric- 
tions imposed on the model, restrictions that 
do not work out to be simple exclusion re- 
strictions on the reduced form equation for 
the variable forecasted. 

Vector autoregressive (VAR) models are 
typically much smaller than structural mod- 
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els and in this sense use less information. 
The above question with respect to VAR 
models versus structural models is thus 
whether the information not contained in 
VAR models (but contained in structural 
models) is useful for forecasting purposes. In 
other words, are the a priori restrictions of 
large-scale models useful in producing de- 
rived reduced forms that depend on so much 
information, or is most of the information 
extraneous? 

One cannot answer this question by doing 
conventional tests of the restrictions in a 
structural model. These restrictions might be 
wrong in important ways and yet the model 
contain useful information. Even ignoring 
this point, however, one cannot perform such 
tests with most large-scale models because, 
as noted above, there are not enough obser- 
vations to estimate unrestricted reduced 
forms. 

We will examine the question whether one 
model’s forecast of real GNP carries differ- 
ent information from another’s by regressing 
the actual change in real GNP on the fore- 
casted changes from the two models. This 
procedure, which is discussed in the next 
section, is related to the literature on encom- 
passing tests1 and the literature on the opti- 

‘See. for example, Ruse” Davidson and James G. 
MacKinnan (I%%), David F. Hendry and Jean-Francois 
Richard (1982). Yock Y. Chong and David F. Hendly 
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mal combination of forecasts.’ From our 
point of view, this procedure has two advan- 
tages over the standard procedure of com- 
puting root mean squared errors (RMSEs) to 
compare alternative forecasts. First, if the 
RMSFs are close for two forecasts, little can 
be concluded about the relative merits of the 
two. With our procedure, as will be seen, one 
can sometimes discriminate more. Second, 
even if one RMSE is much smaller than the 
other, it may still be that the forecast with 
the higher RMSE contains information not 
in the other forecast. There is no way to test 
for this using the RMSE framework. 

It should be stressed that our procedure 
does not allow us to discover whether all the 
variables in a model contribute useful infor- 
mation for forecasting. If, say, our regression 
results reveal that a large model contains all 
the information in smaller models plus some, 
it may be that the good results for the large 
model are due to a small subset of it. We can 
only say that the large model contains all the 
information in the smaller models that it has 
been tested against, not that it contains no 
extraneous variables. 

We compare the forecasts from the struc- 
tural model in Ray C. Fair (1976) with those 
of various atheoretical models. The atheoret- 
ical models include various versions of the 
VAR model and various versions of a model 
we call the “autoregressive components” 
(AC) model. The AC model divides GNP 
into components and estimates an autore- 
gressive equation for each component. Like 
the Fair model, the AC model uses a fairly 
large amount of information on the compo- 
nents of GNP and yet it has a simple strut- 
tore. Like parts of the Fair model, it uses 
lagged values of the components in the de- 
termination of the current values. The vari- 
01.1s versions of the AC model differ in their 
degree of disaggregation of the components, 

which allows us to examine how disaggrega- 
tion affects tbe forecasts. 

The AC model is of use to compare to the 
VAR model as well as to a structural model 
like the Fair model. It will be of interest to 
see within the class of atheoretical models 
how it compares to the VAR model. If, for 
example, it is found to contain information 
not in the VAR model, this indicates that the 
VAR model is missing useful information in 
the components. The AC model can be 
looked upon as an alternative to the VAR 
model when simple atheoretical models are 
desired. 

Our procedure requires that forecasts be 
based onIy on information available prior to 
the forecast period. We call forecasts that 
meet this requirement “quasi ex onfe” fore- 
casts. To guard against Future information 
creeping into the specification of the model 
and thus the forecasts, we chose the version 
of the Fair model that existed in 1976 and 
based all the tests on the period since 1976. 
We also converted the model to a model 
with no exogenous variables by adding an 
autoregressive equation for each exogenous 
variable in the model. Finally, we estimated 
the model (including the exogenous-variable 
equations) through period f - 1 for each new 
beginning period t of the forecast. Using 
these “rolling” estimation forecasts is impor- 
tant because in doing so we are producing 
the actual forecasts that one could make 
with the model as time progresses. 

We followed the same rolling estimation 
procedure for the VAR and AC models. 
These models have no exogenous variables, 
and so no adjustment was needed here. The 
Robert B. Litterman prior (1979) that we use 
for one of the versions of the VAR model 
was published near the beginning of the test 
period. The AC model is new, but it has 
such a simple structure that it is unlikely to 
be accused of having had future information 
used for its specification. 

The quasi a anfe forecasts that we gener- 
ate may have different properties from fore- 
casts made with a model estimated with fu- 
ture data. If the model is misspecified (for 
example, parameters change through time), 
then the rolling estimation forecasts (where 
estimated parameters vary through time) may 



carry rather different information from fore- 
casts estimated over the entire sampk3Also, 
some models may use up more degrees of 
freedom in estimation than others, and with 
varied estimation procedures it is often very 
difficult to take formal account of the nun- 
ber of degrees of freedom wed up. In the 
extreme case where there were so many pa- 
rameters in a model that the degrees of 
freedom were completely used up when it 
was estimated (an obviously over parameter- 
iced model), it would be the case that the 
forecast value equals the actual value and 
there would be a spurious perfect correspon- 
dence between the variable forecasted and 
the forecast. One can guard against this de- 
grees of freedom problem by requiring that 
no forecasts be within-sample forecasts.4 

I. ThePmcedule 

Let ,_,pl, denote a forecast of Y, (in our 
application, log real gross national product 
at time t) made from model 1 using informa- 
tion available at time t-s and using the 
model’s estimation procedure and- forecast- 
ing method each period. Let ,_$Y,, denote 
the same thing for model 2. (In the notation 
above, these two forecasts are “quasi a 
ante” forecasts.) The parameter s is the 
length ahead of the forecast, s t 0. Note that 
the estimation procedure used to estimate a 
model and the model’s forecasting method 
are considered by us as part of the model; 
we take no account of these procedures here. 

We consider the following regression equa- 
tion: 

(1) K-K-,=a+&&K-J 

fY(,_,%,-K-J+%. 

If neither model 1 nor model 2 contains any 
information useful for s-period-ahead fore- 
casting of Y,, then the estimates of p and y 
should both be zero. In this case the estimate 
of the constant term a would be the average 
s-period-change in Y. If both models contain 
independent information’ for s-period-ahead 
forecasting, then /3 and y should both be 
nonzero. If both models contain informa- 
tion, but the information in, say, model 2 is 
completely contained in model 1 and model 
1 contains further relevant information as 
well, then /3 but not y should be nonzero. (If 
both models contain the same information, 
then the forecasts are perfectly correlated, 
and /3 and y are not separately identified.) 

The procedure we are proposing in this 
paper is to estimate equation (1) for different 
models’ forecasts and test the hypothesis H1 
that fi = 0 and the hypothesis Hz that y = 0. 
HI is the hypothesis that model l’s forecasts 
contain no information relevant to forecast- 
ing s periods ahead not in the constant term 
and in model 2, and Hz is the hypothesis 
that model 2’s forecasts contain no informa- 
tion not in the constant term and in model 1. 

As we noted above, our procedure bears 
some relation to encompassing tests, but our 
setup and interests are somewhat different. 
For example, it does not make sense in our 
case to constrain B and y to sum to one, as 
is usually the case for encompassing tests. If 
in our case both models’ forecasts are just 
noise, the estimates of both p and y should 
be zero. Also, say that the true process gen- 
erating Y, is Y, equal to X, + Z,, where X, 
and Z, are independently distributed. Say 
that model 1 specifies that Y, is a function of 

*If both models contain “independent information” 
in our terminology. their forecasts will not be perfectly 
correlated. This can tise either because the models use 
diRerent data 01 because they use the same data but 
impose different restrictions on the reduced form. 
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X, only and that model 2 specifies that Y, is 
a function of Z, only. Both forecasts should 
thus have coe5cients of one in equation (I), 
and so in this case h and y would sum to 
two. It also does not make sense in our setup 
to constrain the constant term u to be zero. 
If, for example, both models’ forecasts were 
noise and we estimated equation (1) without 
a constant term, then the estimates of B and 
y would not generally be zero when the 
mean of the dependent variable is nonzero. 

It is also not sensible in our case to as- 
sume that u! is identically distributed. It 
seems quite hkely that u, is heteroskedastic. 
If, for example, (x = 0, fl= 1, and y = 0, u, is 
simply the forecast error from model 1, and 
in general forecast errors are heteroskedastic. 
Also, we will be considering four-period- 
ahead forecasts in addition to one-period- 
ahead forecasts, and this introduces a third- 
order moving average process to the error 
term in equation (1).6 We correct for both 
heteroskedasticity and the moving average 
process in the estimation of the standard 
errors of the coefficient estimates. We use 
the procedure given by Lars Peter Hansen 
(1982), Robert E. Cumby, John Huizinga, 
and Maurice Obstfeld (1983), and Halbert 
White and Ian Domowitz (1984) for the esti- 
mate of the aspptotic covariance matrix of 
the estimate 9 of the parameter vector B = 
(a @ v)’ in (1). Define X as the T x3 mat@ 
of variables, whose row t is X, = [l, (,_,Y,, 
-Km,), (,_,$,-Y,_,)l, and let 2,-K- 
Y,_, - ,Y,,S. We estimate the covariance ma- 
trix of 8, V(B), as: 

(2) V(6) =(xX)-%(X,X)-‘, 

where 
s-1 

(3) s=s&+ c (hl,+aj), 
j-l 

(4) Qj,= ; (U,ur-j)~;~,_j, 
,= it1 

where e^ is the ordinary least squares esti- 
mate of 0 and s is the forecast horizon. 
When s equals 1 the second term on the 
right hand side of (3) is zero, and the covari- 
ance matrix is simply Halbert White’s (1980) 
correction for heteroskedasticity. 

Note that as an alternative to equation (1) 
we could have regressed the level (rather 
than the change) of GNP on the forecasted 
levels and a constant. GNP has a very strong 
low frequency component. It may be an 
integrated process, and any sensible forecast 
of GNP will be cointegrated with GNP it- 
self. The sum of /3 and y will thus be con- 
strained in effect to one, and in the levels 
regression we would be estimating in effect 
one less parameter. If GNP is an integrated 
process, running the levels regression with an 
additional independent variable Y,_ 1 
(thereby estimating fl and y without con- 
straining their sum to one) is essentially 
equivalent to our differenced regression (1). 

It should foully be noted that there are 
cases in which an optimal forecast does not 
tend to be singled out as best in regressions 
of the form (l), even with many observa- 
tions. Say the truth is Y, - T_, = ax,_, + e, 
Say that model 1 does rolling regressions of 
K - Y,_ 1 on X,_, and uses these regressions 
to forecast. Say that model 2 always takes 
the forecast to be bX,_,, where b is some 
number other than a, so that model 2 re- 
mains forever an incorrect model. In equa- 
tion (1) regressions the two forecasts tend to 
be increasingly collinear as time goes on; 
essentially they are collinear after the first 
part of the sample. Thus, the estimates of 6 
and y tend to be erratic. Adding a large 
number of observations does not cause the 
regressions to single out the first model. it 
only has the effect of enforcing that 8+ 
(pb)/a =l. 

As noted above, we want forecasts from 
models that are based only on information 
through the period prior to the beginning of 
the forecast period (through period f - s for 
a forecast for period t). There are four ways 
in which future information can creep into a 
current forecast. The first is if actual values 
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of the exogenous variables for periods after 
I - s are used in the forecast. The second is 
if the coefficients of the model have bm 
estimated over a sample period that includes 
observations beyond f - s. The third is if 
information beyond I -s has been used in 
the specification of the model even though 
for purposes of the tests the model is only 
estimated through period t -s. The fourth is 
if information beyond period t - s has been 
used in the revisions of the data for periods 
t - s and back, such as revised seasonal fac- 
tors and revised benchmark figures. 

The VAR, AC, and AR models discussed 
below have no exogenous variables, and so 
there are no exogenous-variable problems 
for these models. The way we have handled 
the problem for the Fair model is to add 
autoregressive equations for the exogenous 
variables to the modeL For each exogenous 
variable in the model an eighth-order autore- 
gressive equation (with a constant term and 
time trend included) has been postulated. 
When these equations are added to the 
model, the model effectively has no exoge- 
nous variables in it. This method of dealiig 
with exogenous variables in structural mod- 
els was advocated by Cooper and Nelson 
(1975) and Stephen K. McNees (1981). 
McNees, however, noted that the method 
handicaps the model: “It is easy to think of 
exogenous variables (policy variables) whose 
future values can be anticipated or con- 
trolled with complete certainty even if the 
historical values can be represented by co- 
variance stationary processes; to do so intro- 
duces superfluous errors into the model solu- 
tion” (McNees, 1981, p. 404). 

For the coefficient-estimate problem, we 
we rolling estimations for all the models. 
For the forecast for period t, we estimate. the 
model through period f - s; for the forecast 
for period t +l, we estimate the model 
through period t-s+l; and.e on. By 
“model” in this case we mean the model 
inclusive of any exogenous-variable equa- 
tions. The beginning observation is held fixed 
for all the regressions; the sample expands 
by one observation each time a time period 
elapses. 

The third problem-the possibility of us- 
ing information beyond period t - s in the 

specitication of the model-is more dif&aIt 
to handle. Models are typically changed 
through time, and model builders seldom go 
back to or are interested in “old” versions. 
We have, however, attempted to account for 
this problem in this paper regarding the Fair 
model. We consider the version of the Fair 
model that existed as of the second quarter 
of 1976. 

We have done nothing about the data-re- 
vision problem in this paper. The data that 
have been used are the latest revised data. It 
would be extremely difficult to try to purge 
these data of the possible use of future infor- 
mation, and we have not tried. Note that it 
is not enough simply to use data that existed 
at any point in time (say period r-s) be- 
cause data on the s-period-ahead value 
(period f) are needed to estimate equation 
(1). We would have to try to construct data 
for period [ that are consistent with the old 
data for period t - s. 

III. ‘IbeModeis 

A. The Fair Model (FAIR) 

The first version of the Fair model was 
presented in Fair (1976) along with the esti- 
mation method and method of forecasting 
with the model. This version was based on 
data through 1975 I. One important addition 
that was made to the model from this ver- 
sion was the inclusion of an interest rate 
reaction function in the model. This work is 
described in Ray C. Fair (1978), which is 
based on data through 1976 II. The version 
of the model in Fair (1976) consists of 26 
structural stochastic equations, and with the 
addition of the interest rate reaction func- 
tion, there are 27 stochastic equations. There 
are 106 exogenous variables, and for each of 
these variables an eighth-order autoregres- 
sive equation with a constant and time trend 
was added to the model. This gave a model 
of 133 stochastic equations, and this is the 
version that was used. 

For the rolling estimations, the first esti- 
mation period ended in 1976 II, which is the 
first quarter in which the model could defi- 
nitely be said to exist. This allowed the model 
to be estimated 40 times (through 1986 I). 



Because the version of the Fair model 
used here existed as of 1976 II, because it 
has in effect no exogenous variables, and 
because it is estimated via rolling estimation, 
the forecasts from it can be said to be fore- 
casts that are truly based only on informa- 
tion through the period prior to the first 
period of the forecast (except for the data 
revision problem).7 This may be the first 
time that a large model this old has been 
tested. 

B. The VAR Models (VAR4, VAR4P1, 
VAR4P2, VAR4P3, VARI, 

and VARZ) 

We consider six VAR models in this pa- 
per. The first, VAR4, estimated by ordinary 
least squares, is the same as the model used 
in Christopher A. Sims (1980) except that we 
have added the three-month Treasury bill 
rate to the model. There are seven variables 
in the model: real GNP, the GNP deflator, 
the unemployment rate, the nominal wage 
rate, the price of imports, the money supply, 
and the bill rate. All but the unemployment 
rate and the bill rate are in logs. Each equa- 
tion consists of each variable lagged one 
through four times, a constant, and a time 
trend, for a total of 30 coefficients to esti- 
mate. 

The next three VAR models-VAR4P1, 
VAR4P2, and VAR4P3-have Bayesian pri- 

ors imposed on the coefficients of VAR4. We 
impose the Litterman prior that the variables 
follow univariate random walks. The stan- 
dard deviations of the prior take the form 

(5) S(i,j,k) =x(k)f(i,j)(s,/sO, 

where i indexes the left-hand side variable, j 
indexes the tight-hand side variables, and k 
indexes the lag. si is the standard error of 
the unrestricted equation for variable i. 
VAR4Pl imposes parameter values that im- 
ply fairly loose priors. They are: 1) f(i, j) = 1 
foralliand j,2)g(k)=lforallk,and3) 
y = 0.2. VAR4P2 imposes parameter values 
that imply much tighter priors: 1) f( i, j) = 1 
for i= j, /(i, j)=O.S for i# j, 2) g(k) = 
km’, and 3) y = 0.1. VAR4P3 is the same as 
VAR4P2 except that f(i, j) = 0.2 for i # j, 
which implies even tighter priors than for 
VAR4P2. The parameter values for VAR4P2 
are those imposed by Litterman (1979, 
p. 49). 

The fifth VAR model, VAR2, uses only 
the first two lags of each variable, for a total 
of 16 coefficients in each equation. The sixth 
model, VARl, uses only each variable lagged 
once, for a total of 9 coefficients. No priors 
were imposed on VAR2 and VARl; they 
were estimated by ordinary least squares. 

Each VAR model was estimated 40 times 
using the same sample periods as were used 
for the Fair model. Each model was then 
used to make 40 forecasts of real GNP. 

C. The AC Models (AC-6, AC-13, 
AC-17, AC-48, AC-M, AC-E13, 

AC-El 7, and AGE48) 

Time-series models like VAR models typi- 
ally ignore the components of GNP. For 
example, the VAR models used in this paper 
contain no components. The current model 
used by Christopher A. Sims (serial) for 
forecasting includes only the component 
nonresidential fixed investment. Including 
many components in a VAR model rapidly 
uses up degrees of freedom, and this is un- 
doubtedly one of the main reasons the com- 
ponents are seldom used. A possible altema- 
tive to the VAR approach, but one that also 
does not use much economic theory, is to 
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model each of the components of real GNP 
by a simple autoregressive equation (but not 
real GNP itself) and then determine real 
GNP as the sum of the components, (i.e., by 
the GNP identity). 

The AC model may be regarded as an 
extreme caricature of large-scale macro- 
econometric models. Like the latter, lagged 
values of components are used to predict 
components, and the predicted components 
are added up to predict GNP. The AC model, 
however, treats all components in a simple 
and symmetrical way and carries the number 
of lags further than is often the case with 
large-scale models. Note also that the AC 
model could be adapted to forecast variables 
other than GNP. For any variable that is 
determined by an identity, autoregressive 
equations could be used to forecast the 
right-hand side variables and then the iden- 
tity used to forecast the variable itself. Also, 
the AC model for real GNP could be added 
to equations explaining other variables to 
create a more complete macroeconometric 
model. 

We have considered eight AC models in 
this paper, all estimated by ordinary least 
squares. The models are first distinguished 
by whether they include 6, 13, 17, or 48 
components. Increasing the disaggregation 
of the components allows one to examine 
how much additional useful information for 
forecasting purposes is contained in the more 
disaggregated components. Each equation 
for a component contains the first eight 
lagged values of the component, a constant, 
and a time trend. None of the AC equations 
is in log form. For the AC-6, AC-13, AC-17, 
and AC-48 models, these are all the variables 
included in the equations. For the AC-E6, 
AC-E13, AC-E17, and AC-l%8 models (E 
for “extended”), the first four lagged values 
of real GNP are added to each equation. 
This allows for an impact of aggregate eco- 
nomic activity on each component and uses 
up only four degrees of freedom per equa- 
tion. The components used for each model 
are listed in the Appendix. The 17 compo- 
nent models (AC-17 and AC-E17j use the 
same components as does the Fair model. 
The same sample periods and procedures 
were used for the AC models as were used 

for the Fair and VAR models except the for 
the 6, 13, and 48 component mdek the 
beginning quarter for the estimation periods 
was 1961 I rather than 1954 I.* 

The AC models are of interest in two 
respects. First, if the Fair model turns out to 
dominate the VAR models (which it does), it 
is of interest to know if this is due simply to 
the fact that the Fair model is dealing with 
the lagged components of GNP. If it is as 
simple as this, then the AC models might do 
even better, and this can be tested. Second, 
the AC models are to some extent competi- 
tors of the VAR models within the class of 
atheoretical models, at least regardiig the 
predictions of GNP. Both models are based 
on very little economic theory. It is thus of 
interest to see if one type of model domi- 
nates the other. 

D. The Autoregressiue Models 
(AR4 and ARC?) 

AR4 and AR8 are simple benchmark 
models, estimated by ordinary least squares. 
For AR4 real GNP was regressed on its first 
four lagged values, a constant, and a time 
trend. For AR8 real GNP was regressed on 
its first eight lagged values, a constant, and a 
time trend. The same sample periods were 
used here as were used for the Fair and VAR 
models. 

IV. TheResults 

The results comparing the F&r model to 
the other models are presented in Tables 1 
and 2. The sample period used for the one- 
quarter-ahead results is 1976 III-1986 II, for 
a total of 40 observations. The sample pe- 
riod for the four-quarter-ahead results is 1972 
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FAIR 

VARl 

vAR2 

VAR4 

VAR4Pl 

VAR4F2 

VAR4P3 

AC-6 

AC-13 

AC-17 

AC-48 

AC-W 

AC-El3 

AC-El7 

AC-IX8 

AR4 

AR8 

One-Quarter-Ahead Forecasts Four-Quarter-Ahead Forecasts 
Sample Period -1976 III-1986 II Sample Period -1977 II-1986 II 
co*st SE DW RhfSE wmt SE DW RMSE 

0.0034 0.00883 2.04 0.00945 0.0087 0.0146 1.04 0.0170 
(2.43) (3.60) 

-0.0014 0.01179 1.47 0.01188 -0.0127 0.0263 0.56 0.0292 
(0.78) (2.93) 

-0.0021 0.01090 1.36 0.01111 -0.0157 0.0285 0.40 0.0326 
(1.23) (3.33) 
0.0012 0.01145 1.22 0.01152 -0.0011 0.0291 0.53 0.0291 

(0.68) (0.24) 
O.OGO4 0.01105 1.41 0.01106 -0.0028 0.0291 0.43 0.0292 

(0.24) (0.59) 
-0.W17 0.01004 1.68 0.01018 -0.0105 0.0220 0.52 0.0244 

(1.07) (2.90) 
-0.0010 0.00976 1.75 0.0+X81 -0.0063 0.0231 0.43 0.0239 

(0.66) (1.65) 
0.016 0.01070 1.64 0.01081 0.0052 0.0251 0.42 0.0256 

(0.93) (1.26) 
o.ooo7 0.01071 1.49 0.01073 O.ooO7 0.0259 0.38 0.0259 

(0.39) (0.18, 
b.@‘k8 O.OloBo 1.56 0.01095 .~~_~I 0.0031 0.0264 0.38 0.0266 
(1.06) (0.72) 
O.ooO8 0.01141 1.18 0.01144 O.Ml9 0.0281 0.31 0.0282 

(0.46) (0.41) 
0.0020 0.01047 1.96 0.01066 O.w68 0.0245 0.54 0.0254 

(1.23) (1.69) 
O.wOS 0.00957 1.93 0.00958 O.OGOl 0.0222 0.52 0.0222 

(0.34) (0.02) 
0.0017 0.00936 2.25 0.00952 0.0035 0.0228 0.62 0.0231 

(1.18) (0.95) 
OX”309 O.M)993 1.84 0.00997 0.0037 0.0266 0.50 0.0268 

(0.W (0.84) 
0.0026 0.01023 2.02 0.01055 0.0134 0.0277 0.48 0.0308 

(1.60) (2.94) 
0.0028 0.01067 1.98 0.01102 0.0147 0.0286 0.52 0.0321 

(1.63) (3.13, 

II-1986 II, for a total of 37 observations. 
Remember that each observation for a 

four-quarter-ahead results) for the moving 
average process of the error tam.9 

model’s forecast is based on a different set of 
coefficient estimates of the model-the 
rolling estimation. Remember also that for ‘In two cases for the faw-quarter-ahead results the 

the Fair model all exogenous variable values 
matrix V(6) was Singular 01 nearly singular. I” these 

are generated from the autoregressive equa- 
twa cases we assumed a second-order MA process for 
the error term instead of a third order, which solved the 

tions; no actual values are used. Finally, 
remember that in Table 2 the estimated stan- 
dard errors of the coefficient estimates are 
corrected for heteroskedasticity and (for the 

problem. Had this been a mcxe widespread problem, we 
wouid have used one of the estimators in Donald W. K. 
Andrew (1987). but this seemed unnecessary givm only 
two failures. ‘The two failures are FAIR versus VAR4 
and FAIR versus VAR4Pl. 
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TABLE *--FA,n MODEL “Ensus THE OmERs EsTIMAns OF Ex?UAmm (1) 

Other 
Model 

One-Quarter-Ahead Forecasts Four-Quarters-Ahead Forecasts 
Dependent Variable is y, - r;_, Dependent Variable is Y, - x-a 

Sample I’eriod =I976 III-1986 II Sample Period =I977 II-1986 II 
FAIR OTHER FAIR OTHER 

CcmSt ,_,Y,,-x-1 ,_,r,,-L, SE. DW const ,_aY,,-Y,_s ,_,Y,,-Y,_, SE DW 

VARl 

VAR2 

VAR4 

VAR4PI 

“AR4P2 

“AR4P3 

AC-6 

AC-13 

AC-17 

AC-48 

C-E6 

AC-El3 

AC-E17 

AC-Ex8 

AR4 

AR8 

- 0.0034 
(1.20) 

~0.0029 
(I.fw 

-0.0031 
(1.w 

-0.0033 
(1.07) 

-O.cmI 
(1.05) 

(1.15) 
- 0.0041 

(1.11) 
0.0034 

(0.92, 
~0.0031 

10.84, 

(1.15) 
-O.owZ 

(1.23) 
- 0.0043 

(1.35) 
-0.0045 

(1.41) 
- 0.0047 

(1.42, 
- 0.0084 

(2.01) 
-0.0067 

(1.72) 

I.05 -0.10 
(4.51) 
0.89 

(;:;;) 

0:;:’ (0.89) 
0.11 

(3.83) (0.70) 
0.89 0.17 

(;:;;l (“,f;’ 

(i$) (0.89) 
0.16 

(;:;;I (;:;;) 

(3.93) (0.05) 
I.00 ~0.04 

(4.07) (0.14) 
0.97 0.10 

(4.w (0.50) 
cl.91 0.20 

(3.69) 0.81 (;:t’ 

(2.81, (1.05) 
0.76 0.42 

(2.79) (1.50) 
0.86 0.36 

(3.64) (1.65) 
0.96 0.59 

(4.51) 0.98 w;’ 

(4.48) (1.33) 

0.cc91.5 2.02 -0.0135 
(2.28) 

0.00912 2.02 -0.0135 
(2.08, 

O.WW8 1.93 -0.0164 

cmJ914 2.02 -‘0.01:9 
12 5% 

0.00913 2.06 -x&5 
(2.4n 

0.03910 2.08 -0.0209 
(3.69) 

II.00913 2.10 -0.0201 
(3.09) 

0.00918 2.04 -0.0193 
(2.39) 

0.00917 2.03 -0.0164 
(1.86) 

0.00915 2.04 -0.0191 
(2.85) 

0.00910 2.14 -0.0195 
(2.80, (7.05) (1.15) 

0.00899 2.16 -0.0171 1.17 0.10 
(2.47) (6.30) (0.41) 

O.W894 2.31 -0.0168 1.20 0.04 
(2.5% (6.19) (0.16) 

0.00894 2.21 -0.0168 1.21 0.03 
(2.62) (7.16) (0.19) 

0.00885 2.47 -0.0168 1.22 0.01 
(1.12) (0.03) 

0.00901 2.32 -0.0144 
(;:;;l 

- 0.05 
(1.70) (9.54, (0.27) 

The bias and RMSE for each forecast are 
presented in Table l.‘O The bias is estimated 
by regressing the forecast error (predicted 
change minus actual change) on a constant. 
If the constant term is zero in this regression 
then the standard error (SE) of the regres- 
sion is the same as the RMSE; otherwise the 
RMSE is larger. The errors are roughly in 

‘1.08' ‘0.19 
(6.32) (2.79) 
1.04 0.29 

(6.20) (2.76) 
I.07 0.49 

(6.70) (2.24) 
1.13 0.22 

(6.89) (1.43) 
1.18 0.16 

(7.34) (0.58, 
I.22 ~0.00 

(8.11) 
1.19 %? 

(7.63) (0.85) 
1.15 0.17 

0.0134 I.66 

0.0135 1.59 

0.0130 I.62 

0.0132 1.64 

0.0133 1.61 

0.0135 1.57 

0.0140 1.50 

0.0144 I.45 

0.0145 I.42 

0.0143 1.48 

0.0142 1.51 

0.0145 1.41 

0.0145 I.42 

0.0145 1.43 

0.0145 1.42 

0.0145 1.41 

percentage points (0.01 is a 1 percent error) 
because real GNP is in logs. For the one- 
quarter-ahead results the Fair model has the 
largest bias, but even this bias is only 0.34 
percent. It also has the smallest RMSE, al- 
though a number of RMSEs are quite close. 
The second best model in terms of RMSE is 
AC-E17. The best VAR model is VAR4P3. 
For the four-quarter-ahead results a number 
of the estimated biases are significant. The 
Fair model has by far the smallest RMSE. 
The best VAR model is again VAR4P3, and 
the best AC model is now AC-E13. AC-El3 
and AC-El7 are better than VAR4P3. 
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Consider now the results in Table 2. The 
coefficient estimate for the Fair model fore- 
cast is always significant at the 5 percent 
level for both the one-quarter-ahead and 
four-quarter-ahead results. None of the co- 
efficient estimates for the other models’ fore- 
casts is significant at this level for the one- 
quarter-ahead results. The regression gives a 
fairly large weight to the AR4 and AC-El7 
forecasts, although these are not quite statis- 
tically significant. For the four-quarter-ahead 
results the only significant estimates (aside 
from those for the Fair model) are for the 
VAR models. The results across the different 
VAR models are fairly close, with perhaps 
VAR4 performing the best. 

The results in Table 2 are thus rather 
striking. They provide strong support for the 
hypothesis that the Fair model carries useful 
information not in the other models. The 
significance of the VAR forecasts for the 
four-quarter-ahead results indicates that 
some information is in the VAR forecasts 
that the Fair model is not using for the 
four-quarter-ahead forecasts, but this is the 
only signilicantly negative aspect of the re- 
sults for the Fair model. It perhaps indicates 
some dynamic misspecitication for the Fair 
model. 

Comparing Tables 1 and 2 shows one of 
the advantages of our procedure over the 
RMSE procedure. For the one-quarter-ahead 
results in Table 1 the RMSEs are all fairly 
close, and even though the RMSE is smallest 
for the Fair model, it is only slightly smaller. 
One might conclude from this table that the 
models are alI about the same. The results in 
Table 2, on the other hand, show that the 
Fair model dominates the others by a fairly 
large amount. Conversely, the four-quaner- 
ahead rssults in Table 1 show the Fair model 
dominating the others by a large amount, 
but the results in Table 2 show that the VAR 
forecasts contain information not in the Fair 
forecasts. One would not have known this 
from Table 1. 

Table 3 goes on to compare the VAR 
models with the AC and AR models. It is 
hard from Table 2 to pick out which AC and 
VAR model performs the best because the 
models are so dominated by the Fair model, 
but Table 3 provides more ability to discrim- 

inate. Regarding the AC models, the best 
results in terms of significant coefficient esti- 
mates are obtained for the 13 and 17 compo- 
nent versions and for the extended (AC-E) 
versions. In other words, going from 6 to 13 
or 17 components does help, but going be- 
yond this does not seem to add further use- 
ful information, and adding the lagged val- 
ues of real GNP to the equations seems to 
add useful information. 

The best performing AC model in Table 3 
is probably AC-E17, and so consider the 
comparisons of AC-El7 with the VAR mod- 
els. AC-El7 performs better than any VAR 
model for the one-quarter-ahead results. No 
VAR model coefficient estimate is significant 
for these comparisons, although some are 
close to being significant. For the four- 
quarter-ahead results the VAR models per- 
form about as well as does AC-E1’7. The best 
fit is for AC-El7 versus VAR4P2, where the 
r-statistic for VAR4P2 is 3.73 and the f-sta- 
tistic for AC-El7 is 3.41. In other words, 
both AC-El7 and the VAR models appear 
to contain independent information useful 
for forecasting four quarters ahead. Compar- 
ing across the VAR models, VAR4P2 and 
VAR4P3 are probably the best, although the 
results are quite close across the models. The 
results in Table 3 also show that the VAR 
models dominate the AR models. Clearly the 
VAR models contain information not in the 
AR models, but not vice versa. 

The results in Table 3 thus indicate that 
AC models like AC-El7 contain useful fore- 
casting information not contained in even 
the best VAR model. In other words, there 
appears to be useful forecasting information 
in the components of GNP that is not cap- 
tured in the VAR models, and so within the 
class of fairly atheoretical models, AC mod- 
els appear to be useful alternatives to the 
VAR models. This conclusion is strength- 
ened by the fact that for the one-quarter- 
ahead forecasts the VAR models appear to 
contain little information not already in AC- 
E17. 

Regarding the AC models, note from Table 
2 that the AC forecasts are not statistically 
significant at the 5 percent level when com- 
pared with the Fair forecasts. Although the 
AC-El7 forecast gets a weight of 0.42 for the 
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one-quarter-ahead results in Table 2, it is not 
statistically significant, and for the four- 
quarter-ahead results the weight on the AC- 
El7 forecast is much smaller. These results 
may be interpreted as indicating that the 
Fair model captures most of the information 
in the components of GNP. 

V. Conelusion 

The procedure used in this paper for ex- 
amining models appears to be useful in corn* 
paring the different models. Using this pro- 
cedure we have learned that the Fair model 
does very well relative to the other models. 
The Fair model cannot be dismissed as being 
based on the same information used in the 
other forecasts. The fact that the forecasts 
from the Fair model are significant shows 
that they are not collinear with the other 
forecasts and that the ditferences between 
the Fair model and the other models are 
meaningful. 

We have also learned that information 
about components matters. The information 
about components of the kind incorporated 
in the AC models does help improve fore- 
casts when compared with the VAR and AR 
models, but it is at best of modest benefit in 
improving the Fair model forecasts. In this 
sense the useful information in the Fair 
model not in the VAR or AR models in- 
cludes information about components of 
GNP. We have also learned something about 
how to combine forecasts. While it appears 
that the VAR and AC forecasts do not con- 
tain a lot of information not in the Fair 
model forecasts for one-quarter-ahead fore- 
casting, it may be that a combination of the 
forecasts from the Fair and VAR models is 
useful for four-quarter-ahead forecasting. 
While the AC model was dominated by the 
Fair model, it clearly contains information 
not in the VAR model. The VAR models 
seem to be losing useful information by ig- 
noring the components of GNP and the GNP 
identity. 

We should conclude with a warning about 
the interpretation of our results. The fact 
that one model does well or poorly for one 
sample period (in our case 1976 III-1986 II) 
does not necessarily mean that it will do well 
or poorly in future sample periods. The re- 

sults could change if the structure of the 
economy is changing, which is, of course, 
true of any econometric result. In our case, 
however, the results could also change if the 
magnitudes of the forecast errors of the dif- 
ferent models are changing at different rates 
through time. The errors could, for example, 
be changing at different rates because the 
data are providing different rates of im- 
provement of the models’ parameters. 

APPENDIX 
Components of AC Models 

*C-6: 
1. personal consumption expenditures 
2. Gross private tied investment 
3. Change in business inventories 
4. Government purchases of goods and services 
5. Exports 
6. Imports 

AC-U 

3. Personal consumption expenditures, services 
4. Gross mivate fixed investment. nonresidential 
5. Gross &ate fixed investment; residential 
6. Change in business inventories, nonfarm 
7. Change in business inventories, farm 
8. Government purchases of goals, federal 
9. Government purchases of goods, state and local 

10. Government purchases of services, federal 
11. Govemment purchases of services, state and loal 
12. Exports 
13. Imports 

AC-17: 
1. Personal 
z. PmomJ 

goods 
3. Personal consumption expenditures, services 
4. Gross private fixed investment. nonresidential, firm 

sector 

6. Gross private fixed investment. nonresidential, 
household sector 

9. Gross private fixed investment, residential, honse- 
hold seaor 

10. Change in business inventories, firm sector 
11. Change in business inventories, household sector 
12. Government purchases of goads, federal 
13. Govemmcnt purchases of goods, state and local 
14. Government purchases of sewices, federal 
15. Government purchases of services, sta,e sod local 
16. Exports 
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17. Imports 
Note: See Ray C. Fair (1984) for the dehnitiom of firm, 
haaxial. and household sectors. This breakdown is 
from the Flow of Funds Accounts 

X-48: 
PersarA consumption expenditures, durable goods: 

1. Motor vehicles and parts 
2. Furniture and household equipment 
3. oihex 

Personal consumption expenditures, nondurable go&: 
4. Food 
5. Clothing and shoes 
6. Gasoline and oil 
7. Fuel oil and mal 
8. Other 

Personal consumption exuendi0xes. services: 
9. Housing 

10. Household operation, elecvioty and gas 
11. Household operation, other 
12. Transportation 
13. Medical care 
14. other 

Gross private hxed investment: 
15. Nonresidential ~trucfure~ 
16. Nonresidential produws durable equipment 
17. Residential 

Change in business inventories: 
18. Farm 
19. Nonfarm, manufacturing, durable goods 
20. Nonfarm, manufacturing, nondurable goods 
21. Nonfrsm, merchant wholesalers, durable goods 
22. Nonfarm. merchant wbole.wlers. nondurable goods 
23. Nonfarm, nonmerchant wholesalers, durable goods 

24. Nonfarm, nonmerchant wholesalers, nondurable 
goods 

25 Nonfarm, retail trade, durable goals 
26. Nonfarm, retail trade, nondurable goods 
27. Nonfarm, other, durable goods 
28. Nonfarm. other, nondurable go&s 

Govemment purchases of goods and services, federal: 
29. Durable &xds 
30. Nondurable goods 
31. Services. compensation of employees, national de- 

fense, military 
32. Services. compensation of employees, national de- 

fense, civilian 
33. Services, compensation of employees, nondefense 
34. Services, other sewices 
35. Structures 

local: 
36. Durable goods 
37. Nondurable goods 
38. services, compensation of employees 
39. Sewices, other services 
40 structures 

Exports of go&s and services: 
41. Merchandise, dtiable gohds 
42. Merchandise, nondurable goads 
43. Services, factor income 
44. services, other 

imports of goods and services: 
45. Merchandise. durable go& 
46. Merchandise. nondurable hoods 
47. Services, factor income 
48. Services, other 
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