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Abstract

This paper examines monetary policy from an opiimal control perspective. Five loss
functions arc minimized for each of five models, and the results are compared. The basic
(‘truc’} loss function targets inflation and unemployment. The other loss functions target,
respectively, inflation alone, unemployment alone, nominal growth alone, and real growth
alone. The five models are two small structural models, two VAR models, and a large
structural model. A numerical procedurc is presented that can handle a variety of loss
functions and models.
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1. Introduction

There is a large and growing literature on determining the best monetary
policy rule for the Federal Reserve.! The general approach in this literature is
to 1) choose a policy instrument — usually the monetary base, M1, M2, or a
short-term interest rate, 2) choose a target variable - such as nominal GDP —
and a rule, and 3) examine, using a model of the economy, how the economy
would have behaved under the rule versus how it in fact behaved. The rule
typically expresses the policy instrument as a function of the deviation of the
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! Some of the more recent studies are Clark (1994), Croushore and Stark {1994}, Feldstein and Stock
(1993}, Hall and Mankiw (1993), Judd and Motley {1993), and Thornton {1995). Widely cited earlier
studies include McCallum (1988}, Taylor (1985), and Tobin (1980}, Taylor {1985, Fn. 1, p. 61) cites
much of the literature prior to 1985
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target variable from its target value. Usually the actual values of the variances
of key macroeconomic variables like the real growth rate and the rate of infla-
tion are compared to the values of the variances that would have occurred had
the rule been followed. The aim is to find the rule (including the choice of the
target variable) that gives (in some sense) the best overall performance of the
eCOnoMY,

The general question of determining the best monetary policy rule of the Fed
ts an obvious one to examine using optimal control techniques, but with the
exception of Feldstein and Stock {1993), the literature has not been concerned
with solving optimal control problems and deriving optimal monetary policy rules.
In this paper we examine monetary policy from an optimal control perspective.
Our general procedure is as follows.

First, we choose a particular loss function and assume that everyone (including
the Fed) agrees that this is the loss function whose expecied value the Fed should
minimize, Call this the ‘true’ loss function. Second, we choose a policy instrument
and use this instrument to minimize the expected value of the true loss function.
Third, we use the instrument to minimize the expected value of other, simpler
loss functions (such as one that targets only nominal GDP). Finally, we compare
the different outcomes to see how close the minimization of the expected value
of the simpler loss functions comes to the minimization of the expected value
of the true loss function. We also compare the outcomes to the actual, historical
outcome to see how much better the economic performance would have been had
the Fed behaved by minimizing the expected value of the particular loss function
in question. We use five different models for these results: two small structural
models, two VAR models, and a large structural model. The policy instrument
for one of the small structural models and for one of the VAR models is the
money supply (M2), and the policy instrument for the other three models is the
three-month Treasury bill rate. The VAR models are essentially two versions of
the same model, one with an equation for the money supply and one with an
equation for the bill rate.

Our results allow us to examine how much is lost by targeting, for example,
only nominal GDP. If the resulis of minimizing the expected value of the loss
function that targets only nominal GDP are close to the results of minimizing the
expected value of the true loss function, then the recommendation some studies
have made that only nominal GDP should be targeted may be worth considering
on grounds of simplicity. If, on the other hand, the results are not close, then the
recommendation should probably be rejected. The same holds for targeting only
real GDP, only inflation, and only unemployment,

The control period is 1962:1-1993:2 (126 quarters). The target value for each
of the various target variables in the loss functions is taken to be the mean of
the actual values of the variable over the control period. The focus in this paper,
as in much of the literature, is on variances and not means, and having the target
values be the mean values is a way of eliminating mean effects.
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The loss functions and control problems are discussed in Section 2, and the
procedure for solving the control problems is explained in Section 3. The models
are then discussed in Sections 4, 5, and 6, and the results are presented in Section
7. Finally, Section 8 discusses how stochastic simulation might be used in future
work, and Section 9 concludes with some other suggestions for future research.

Before proceeding, it should be noted that the optimal control approach is not
without criticism. Some have argued that monetary policy rules should be robust
in the sense of working well across a variety of models. This may not be true
of a rule derived by minimizing the expected value of a loss function using
a particular model, since the rule is obviously model-specific. The robustness
property would be a good one if the models in question were all equally likely
of being the best approximation of the economy. If, however, all models but,
say, one were poor approximations, one would want to find a rule that worked
well on the good model regardless of how it worked on the other models.

The literature to date has worked with very small models, and it does not seem
likely that any of them is a good approximation, The large structural model con-
sidered in this paper has been extensively tested, and it seems {to us) to be much
more likely to be a good approximation than are the other four models consid-
ered here and similar models in the literature, We thus put much more weight in
this paper on the results using the large model, and we are not concermned with
how the (implicit) rule for the large model might work for the small models.
The main reason for including the results for the small models in this paper is to
have a reference point to the previous literature, which, as just noted, has only
been concerned with small models.

Another eriticism of the optimal control approach is that it is time-inconsistent
if expectations are rational. This is, of course, a problem for any rule, not just a
rule derived from the solution of an optimal control problem, Some precommit-
ment technology is needed to avoid this problem, and this is true whether the
rule is optimal or whether it is chosen in some other way.

Finally, the work in this paper is based on the assumption that the parameters
of the models do not change as policy rules change. Regarding the large model, it
is argued in Fair (1994) that if changing policy rules cause important parameter
changes, the model should not do well in the various tests that were performed
on it. The model in fact does reasonably well in the tests,

2. The loss functions and control problems
Let X; denote the log of nominal GDP, ¥; the log of real GDP, and P, the log

of the GDP price index, where X, = P, 4+ ¥, and where the ¢ subscript refers to
period ¢ Denote the growth rates as: x, = 4000, — X,—1), ¥, = 400(Y, — ¥,1),

2 All the data used in this paper are described in Fair (1994),
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and p;, = 400(P; — P,_,). The differences are multiplied by 400 to put the
growth rates at annval rates in percentage points. Let U/, denote the level of the
unemployment rate, and let x*, y*, p*, and IJ* denote the target values of x,, 1,
pr, and U, respectively, where, as noted above, the target values are the means
of the historical values over the control period. Finally, let L;, be the loss in
period ¢ associated with variable j deviating from its target, where ; is either x,
¥y, p,or U. Ly is postulated to be

L= (i —J ). (1)

As noted in the Introduction, we consider two policy instruments in this paper,
M2 and the three-month Treasury bill rate. Let M, denote the log of M2, and let
m, denote its growth rate: m, = 400(M, — M,_1). Let R, denote the level of the
three-month Treasury bill rate. In the following analysis we will use a measure
of the cost associated with changing the policy instrument. The cost in period ¢,
denoted D, where z is either m or R, is postulated to be :

Dy =z — zi1 ). (2)
When m is the policy instrument, the ‘true’ loss in period ¢ is postulated to be

0.1 0.1
H, = 05L 0 + 0.5Ly; 1 oD : 3
‘ pr b Ot O =001 T 21001 — (3

where m, is equal to m, if m, is greater than —2.0 and to —2.0 otherwise and
m; is equal to m, if m, is less than 21.0 and to 21.0 otherwise. When R is the
policy instrument, the ‘true’ loss in period ¢ is postulated to be

o1 o0l
- - 1.999 ' 16001 — &}

H; ———OSLPI+05LU;+0€D‘W+ (4)
where R is equal to R, if R, is greater than 2.0 and to 2.0 otherwise and R; is
equal to R, if R, is less than 16.0 and to 16.0 otherwise.

The third, fourth, and fifth terms in Eqgs. (3) and (4) require some explanation.
Consider first the third term, and assume that the control period of interest is
1 through 7. For each control problem solved in this paper we have chosen
o so that the value of Zr D using the optimal values of z is close to the
value using the historical values of z (where z is either m or R). We have
thus constrained the problem so that the period-to-period variation in the policy
instrument as measured by ZLI D, is roughly the same in the optimal sotution
as it is historically. We are taking the actual value of ZL D, as the maximum
amount of variation in the policy instrument that the Fed allows, and we are
thus constraining each solution to have roughly no more variation than this.
Without this type of constraint, the solutions sometimes have huge period-to-
period changes in the policy instrument, and it is not sensible to think that the
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Fed would ever behave in this extreme way. The Fed undoubtedly assigns costs
to changing policy instruments, which is what our treatment is doing.

The fourth and fifth terms m Eq. (3) insure that the optimal values of m will be
between —2.0 and 21.0. The range of m in the control period is —1.34 to 20.34,
and so the fourth and fifth terms keep m roughly within its historical range. We
are taking this range to be the maximum that the Fed allows. Similarly, the fourth
and fifth terms in Eq. (4) insure that the optimal values of R will be between
2.0 and 16.0. The range of R in the control period is 2.72 to 15.09, and so the
fourth and fifth terms keep R roughly within its historical range. \

The main feature of Eqs. (3) and (4) is that we are taking the true loss to be
deviations of unemployment and inflation from their targets. The Fed is assumed
in the final analysis to care only about these two variables (except for the cost
of changing the policy instrument). As an approxitnation, this does not seem an
unreasonable assumption, but it would be easy in future work to have the true loss
depend on more variables. We do need, however, to make some assumption about
the true loss in order to have a basis for comparison of alternative policy rules.

The other loss functions tried are ons that targets only inflation [the first two
terms in {3) and (4) replaced by L,]. one that targets only unemployment [the
first two terms in (3) and (4) replaced by L;;], one that targets only nominal
growth [the first two terms in (3) and (4) replaced by L], and one that targets
only real growth [the first two terms in (3) and (4} replaced by L]

As noted above, the control period of interest is 1 through 7, where 1 is 1962:1
and T is 1993:2. However, in order not to have to assume that life ends in T, the
control problem should be thought of as one of minimizing the expected value of
Zf:]” H,, where n is chosen to be large enough to avoid unusual end-of-horizon
effects near 7. The overall control problem should thus be thought of as choosing
the values of » or R that minimize the expected value of S°. " H, subject to
the model used.

3. The solution procedure

If a model is lingar and the objective function quadratic, it i1s possible to derive
analytically optimal feedback equations for the control variables® In general,
however, optimal feedback equations cannot be derived for nonlinear models
or for objective functions with nonlincar constraints on the instruments, and a
numerical procedure must be used. The following procedure was used for the
results in this paper. Tt is based on a sequence of solutions of deterministic
conirol problems.

The aim is to approximate the T valves of z, denoted =7,...,=}, that would
have been chosen had it been possible to derive analytically an optimal feedback

3 8ee, for example, Chow {1981).
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equation for z. Given information at the beginning of period 1, the overall eptimal
control problem is to minimize the expected value of Ef:]" H; subiect to the
model, As noted above, although » is used here to avoid end-of-horizon problems,
in the final analysis we are only interested in the values of the control variable
through 7.

For purposes of solving the control problems, the Fed is assumed to know the
model (its structure and coeflicient estirnates). This is more than the Fed would
have known historically because the model was developed after the first quarter
of the control period and is estimated through the end of the control period.
On the other hand, the Fed is assumed rot to know the future values of any
endogenous variable, any exogenous variable, or any error term when solving
the control problems. The optimal path of z is something the Fed could have
achieved had 1t had knowledge of the model.

The procedure for solving the overall control problem is as follows:

1. If the mode] has exogenous variables, which the large structural model con-
sidered in this paper has, add estimated autoregressive exogenous-variable
equations to the model, so that the model has in effect no exogenous vari-
ables. [For the large structural model this is Model US+ in Fair (1994).]
Set all the error terms to zere (their expected values), including the errors
in the exogenous-variable equations, for periods 1 through &, where £ is the
length of the horizon for the first solution. Choose values of z for periods !
through k& that minimize mel H, subject to the model with the error terms
set to zero. This is just a deterministic optimal control problem, which can
be solved, for example, by the method in Fair (1974).* Let z{ denote the
optimal value of z for period 1 that results from this solution. The value
of k& should be chosen to be large enough so that making it larger has a
negligible effect on z{'. z7 is a value that the Fed could have computed at the
beginning of period 1 {assuming the model were known) having knowledge
of the endogenous-variable values, the exogenous-variable values, and the
error terms only up to, but not including, period 1.°

2. Drop the exogenous-variable equations, and set the error terms in the siruc-
tural equations for period 1 equal to their historical values. Solve this version

* One could at this stage use stochastic simulation to compute the expected vatue of Ef:z H, for each
function evaluation. [See, Fair (1994, pp. 271-272) for an explanation of this.] In most applications,
however, the expected value computed via stochastic simulation is very close 1o the expected value
computed by setting the error terms to zere and solving once. [t is thus usually not worth the extra
cost to use stochastic simulation to compute the expected values.

31f the policy instrument enters the model with a one-quarter lag, as it does in the small models
examined in this paper, this must be taken mto account in the solution procedure, For example, if

value.
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of the model for period 1 using z] instead of its actual value and using the
actual values of all the other exogenous variables. (This is just a determin-
istic simulation for period 1.) The solution values from this simulation are
what the model estimates would have occurred historically in period 1 had
the Fed chosen z{ and had the exogenous-variable values and error terms
been what they were historically.

3. Repeat steps | and 2 for periods 2 through 7. For an arbitrary period s, use

the solution values of all endogenous variables for periods s — 1 and back, .

as well as the values of z; | and back.

The solution values of the endogenous variables carried along from period to
period in the above procedure are estimates of what the economy would have
been like had the Fed chosen z{,...,z; and had the exogenous-variable values
and error terms been what they were historically. Given knowledge of the model,
these are values that the Fed could have achieved. Note that once z7,...,z} are
chosen, the solution values for periods 1 through T can be generated all at once.
This can be done by 1)} dropping the exogenous-variable equations, 2) setting
the structural error terms to their historical values, 3} using the actual values of
all the exogenous variables {except z), 4) using z7,...,z7, and then 5) solving
the model for periods 1 through T. These are the values referred to below as
‘solution values’. Note that these values are not the Fed’s expected values after it
has made its decision each period. The Fed’s expected values are based on the use
of the exogenous-variable equations and zero values of the error terms, whereas
the solution values are based on the actual values of the exogenous variables
(except the policy instrument) and error terms, The results of minimizing the
expected value of each of the five loss functions for each of the five models are
presented in Table 1 later in the article.

4. Two small stractural models

Money instrument — Model S(m)

Model S(m) consists of a simple aggregate demand equation,® a Phillips curve,
a variant of Okun’s law, and the identity relating x;, y,, and p;:

Xp = o+ oX—1 + a1 + &y, (5}
p=p+hp+Bip—atBapis+ Bl + e, (6)
Ui—U=pntnlUat+nlUatpyctysye +an (7}
X =Y+ pr (8)

© This is the nominal income equation that McCailum (1988} used in his work.
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The estimated system, using the sample period 1960:1-1993:2, is shown below.
Parameter estimates were obtained by the method of iterated three-stage least
squares (3SLS) with the predetermined variables x,(, #:—1, i1, P2, Pre3s
U,_y, and U,_, as instrumental varables for the second and third eguations.
{Absolute values of #-statistics are given in parentheses.)

%, = 3.00 + 0.190x,_, + 0.425m,_,, (9)
(3.65) (2.38) (4.55)

SE = 3.62, DWW = 2.06,

o= 165 +0479p,.1 +0.165p,_, + 0.321 p,_y — 02430, (10
(3.85) (5.94) (1.85) (3.93) (3.37)

SE =119, DW =200,

U, — Uy = 0355 + 0.335U,_; — 036205 — 0.044y, — 0.015y,,, (11)
(5.12) (4.68) (4.94) (4.11) (267

SE = 0.19, DWW = 2.06.

Several properties of this system should be noted, First, the estimated system is
dynamically stable in the variables x, p, and U, with characteristic roots 0.9581+
0.1072i, —0.2514 £ 0.3139%, 0.3779, and 0.1896. Second, the data do not reject
the accelerationist form of the Phillips curve (B + f3 + B4 = 1), with a * value
of (.59 (p-value = 0.44), but do reject the growth-rate form of Okun’s law
(74 = —7s), with a ¥* value of 5.97 ( p-value = 0.01).

The mean of the vector (x p U) as a function of the mean of m is given by

Uy 371 0.52
iy | =1 076 |+ 049 | g, (12)
it 6.70 —0.07

where p denotes the mean. It follows from this that a one percentage point
increase in the growth rate of the money supply will in the long run increase the
growth rate of real output by 0.03 percentage points {0.52 —-0.49) and decrease the
unemployment rate by 0.07 percentage points. The model thus exhibits modest
monetary nonneutrality in the long run.

As for all the models, the results for Model S(m) are based on the solution of
126 deterministic optimal control problems for each of the five loss functions. The
value of & used for the optimizations for the four small models was 16 quarters.
The value of o in Egs. {3) and (4) that was used for Model S(m) was 0.015. All
the calculations for the four small models were done using the RATS program.

Interest rate instrument — Model S(R)
Model S(R} is the same as Model S(m) except that Eq. (5) is replaced by
ye = +oay1 + %Ry + &y (13)
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The same procedures were used for Model S(R) as were used for Model S(m).
The predetermined vartiables vy, R, p—1, pr—2, pi—3. Up1, and Uy were
used as instrumental variables for Egs. (6) and (7). The estimated system, using
the sample period 1954:1-1993:2, is

W= 307+ 0.283}/}_} — 0.288R;,1, {14)
(5.36) (3.85) (2.87)

SE = 3.83, DW = 2.09,

pe=14540429p,_ +0200p,_ 4+ 0282 p,_3 — 0.1741, (15)
(3.30) (5.72) (2.50) (3.71) (230)

SE =134, DWW = 184,

U, — U,y = 0495 + 0.332U,_; — 0.3680,_5 — 0.084y, — 0.007y,_;, (16)
(7.08) (5.50) (5.80) (6.76)  (1.09)

SE = (.25, DWW =218

The characteristic roots are 0.9510,0.9416, —0.2612+0.4783{,0.3910, and 0.2834,
which indicate that the model is stable. The accelerationist form of the Phillips
curve is rejected at the 0.10 but not the 0.05 level, with a ¥* value of 3.41 (p-
value = 0.06). The growth-rate form of Okun’s law is rejected, with a 3* value
of 7.45 { p-value = 0.01). The mean of the vector (y p U) as a function of the
mean of R is given by

u, 5.26 —0.40
iy =1 1556 | +{ —2.01 | . (17)
e 038 1.03

The value of x used was 0,250.

5. Two VAR meodels

Money instrument — Model V(m)

Model V(m) consists of four equations, one each for x, p, I/, and R, where
the right-hand-side variables consist of 4 constant and three lags each of x, p, U,
R, and m. The same sample periods and procedures were used here ag were used
above except that the estimation technigue was ordinary least squares instead of
3SLS. The value of « used was 0.015.

Interest rate instrument — Model V(R)

Model V(R) is the same as Model V(m) except that the equation for R is
replaced by an equation for m. The right-hand-side variables are the same, and
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the same sample periods and procedures were used. The value of o« used was
0.250.

6. A large structural mode] — Model L(R)

Model L(R} is presented in Fair (1994). It is quarterly and consists of 30
stochastic equations and 101 identities. It was estimated by two-stage least squares
over the 1954:1-1993:2 period. The following is a brief discussion of the
properties of the model that are relevant for present purposes.” Remember that
the model is based on the assumption that expectations are not rational and the
assumption that the parameters of the structural equations do not change when
policy rules change.

There are six sectors in the model: household, firm, financial, foreign, state
and local government, and federal government. All the flows of funds among
these sectors and all balance-sheet constraints are accounted for in the model.
This is done by linking the national income and product accounts and the flow
of funds accounts. The sum of the savings across the six sectors is zero; some
sector’s expense is some other sector’s revenue. Also, one sector’s financial asset
is some other sector’s financial liability. Accounting for all flows of funds means
that there is an explicit Fed open market operations variable in the model, the
amount of federal government securities outstanding. This is the main ‘tool’ of the
Fed. The other two tools are the reserve requirement rate and the discount rate.

The basic version of the model includes an interest rate reaction function of
the Fed, which is estimated. This is the monetary policy rule that the Fed is
estimated to have followed over the period. The three-month Treasury bill rate is
on the lefi-hand side of this equation and variables that are assumed to affect Fed
behavior are on the right-hand side. In this version of the model the money supply
is endogenous; the Fed through open market operations each quarter achieves the
bill rate implied by this equation.

Two term structure equations in the model link the bill rate to two long-
term interest rates, a bond rate and a mortgage rate, where the long rates are a
function of the current and lagged bill rates. The bill rate thus affects long-term
rates through these term structure equations.

There are four houschold expenditure equations in the model, explaining
1} consumption of services, 2) consumption of nondurables, 3} consumption of
durables, and 4) residential investment. There is also an import equation. Enterest
rates appear as explanatory variables in these equations — the bill rate in the
services equation and the tortgage rate in the others. (The bill rate is taken
as a proxy for short-term rates in general, and the mortgage rate is taken as a
proxy for long-term rates in general,) The coefficient estimates of the interest rate

T A detailed description of the model and of the tests that were performed on it is in Fair (1994).
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variables are all negative (and significant except in the import equation). There
is also a nonresidential fixed investment equation in the model, and the bond
rate appears in this equation with a negative and significant coeflicient estimate.
Therefore, through this part of the specification a decrease in interest rates in-
creases household expenditures and nonresidential fixed investment and increases
imports. The increase in imports is not large enough to offset the other increases,
so that through this part of the specification there is a net increase in the demand
for domestic goods in the model when interest rates fall,

The bond rate also appears in a stock price equation, where a decrease in the
bond rate has a positive effect on stock prices. The value of stocks is part of
household wealth, and household wealth (lagged once) appears as an explana-
tory variable in two of the four household expenditure equations with positive
estimated coefficients. A decrease in interest rates thus has a positive effect on
household expenditures through stock prices.

Disposable income appears in the household expenditure equations and in the
import equation. The net effect of an increase in disposable income on the demand
for domestic goods is positive ~ the positive effect from the expenditure equations
outweighs the negative effect from the import equation. Since interest receipts of
households are part of income, a decrease in interest rates (and thus interest
receipts) has a negative effect on income and thus on demand through this part
of the specification. This negative effect is not large enough to offset completely
the positive effects discussed above, and the total effect on output from a fall in
interest rates is positive.

The following is a summary of how a decrease in the bill rate affects the
economy according fo the model:

1. Long-term rates fall over time through the term structure equations,
2. Stock prices rise, which is a rise in household wealth.

3. Interest payments of the federal government fall, which leads to a fall in
interest receipts of the household sector and thus, other things being equal,
household income:.

4. The fall in interest rates and rise in wealth have a positive effect on expen-
ditures on domestic goods, and the fall in income from the fall in interest
receipts has a negative effect. The net effect is positive.

The price level is a nonlinear function of, among other things, the difference
between potential output and actual output, a measure of demand pressure. As
output approaches 4 percent above potential, the price level approaches infinity,
The price of imports also has an important effect on the domestic price level.

The unemployment rate is determined as one minus the ratio of employment
to the labor force. There are three labor force participation equations for the
houschold sector, one for each of three age-sex groups, that determine the labor
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force, and there is a demand for labor equation for the firm sector that determines
most of employment.

When the optimal control problems were solved, the estimated interest rate
reaction function of the Fed was dropped from the model, and the interest rate
determined by this equation (the three-month Treasury bill rate) was taken to be
the control variable, i.e., the policy instrument. This means that the open market
operations variable of the Fed, the amount of government securities outstanding,
is endogenous; its value each guarter is whatever is needed to achieve the desired
value of the bill rate,

The solution of the 126 deterministic optimal control problems for each loss
function took about 12 hours on a Pentium 90 computer for Model L{R). To
save computer time, the value of & used for the optimizations was taken to be 8
quarters instead of 16 quarters used for the small models. Some experimentation
suggested that a value of £ of 8 was large enough for the addition of more
guarters to have a fairly small effect on the optimal value of R for the first
quarter. The value of ® used was 0.500, All the calculations for the model were
done using the Fair—Parke program.

7. Discassion of the results

The results are presented in Table 1. Consider first the values in the ‘Actual®
row versus the values obtained by minimizing the expected value of the true loss
function, which are in the first row for each model. Remember that the true loss
function weights inflation and unemployment equally. When the expected value
of this loss function is minimized for Model L(R), the unemployment loss (Qy )
falls from 1.59 to 0.92, but the inflation loss ((,) actually rises (from 2.41 to
2.62). The other four models have both inflation loss and unemployment loss
falling. Model S(R} is closest to Model L{R) in that the fall in the inflation loss
is small relative to the fall in the unemployment loss.

Consider next how the policy of targeting only nominal growth (x) does com-
pared to the policy of minimizing the expected value of the true loss function.®
For Model L(R} the increase in O,y when only nominal growth is targeted is
16.3 percent (from 1.96 to 2.28). The other percentage increases are 12,6 for
Model S(m), 3.8 for Model S(R), 10.8 for Model V{m), and 13.0 for Model
V(R). All models except S(R) thus show a noticeable increase in loss when only
nominal growth is targeted, with the largest increase for L(R).

¥ One aspect of our results of fargeting enly nominal growth can be compared to a result of Feldstein
and Stock (1993). Feldstein and Stock dealt with & VAR moedet similar to Madel V(m) (although
the unemployment rate is not part of their model), and they obtained a reduction of a little over
20 percent in the variability of nominal growth when they minimized the expected value of a loss
function that targeted only nominal growth. For Model V(m) the reduction in ¢ when only nominal
growth is targeted is 13.8 percent in Table § (from 3.9% 1o 3.37).
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The policy of targeting only inflation { p) works well for the four small models
in that for each model the value of (0, ; when only p is targeted is fairly close
to the value when the true loss function is minimized, This is not true, however,
for L(R). Conversely, the policy of targeting only unemployment {U) works well
for L{R) in that the value of O, when only I/ is targeted is fairly close to the
value when the true loss function is minimized, but this is not true for the four
small models. The policy of targeting only real growth ()} does not work weil
for any model,

Thers is one odd result in Table 1 that should be noted before proceeding
further, When only U is targeted using Model V(m), Oy actually increases (from
1.59 to 1.65). In this model m has little affect on U, and when only U is targeted,
the value of m tends to go close to one of the bounds implied by the penalty
terms in the loss function and to stay there for many periods. The penalty terms
are in effect dominating the results.” The fact that m has little affect on U in

Table 1
Results for the five models and five loss functions

Opv O Qv O Qv C Cr a*

Actual 2.04 2.41 1.59 3.91 3.93 2.72 0.89 —
Model S(m)

True loss funct. L.67 2.03 1.21 422 4.49 2.70 — 0.015
Target only p L76 1.85 1.66 4.66 5.35 3.27 0.015
Target only I/ 2.36 3.27 0.67 4.78 3.95 232 — 0.015
Target only x [.88 2.06 1.67 3.50 3.62 0.34 — 0.015
Target only y 2.68 3.68 0.91 4.64 3.39 L.O7 - 0.015
Model S(R)

True loss funct. 1.83 234 1.0% 407 402 — 0.86 0.250
Target only p 1.84 2.16 1.53 3.94 4,22 e 1.08 0,250
Target only U/ 203 274 0.88 4.34 3.86 — 6.77 0.250
Target only x 1.90 205 1.73 3.79 4.08 e (.95 0.250
Target only ¥ 2.59 3.31 1.57 4.66 3.65 — 0.25 0.250

Meodel Vim)

True loss funct. 1.48 1.70 1.21 391 425 243 e 0.015
Target only p 1.49 1.67 1.29 412 4.59 292 — 0.015
Target only U/ 2.36 2.90 1.65 4.06 3.58 0.74 — 0.015
Target only x 1.64 1.85 1.41 3.37 3.64 2.53 0.015
Target only ¥ 2.76 3.52 1.68 4.19 3.39 288 — 0.0615

? When the penalty terms were removed from the objective function, the S(m) optimal control solu-
tiens with (7 only and y only as the targets were explosive. All of the other small-model optimal
control solutions were stable when the penalty terms were removed from the objective function,
although the instrumend exhibited extremely unrealistic variations in some cases.
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Table 1 (continued)

QP:U QP QU QI Qy Cn Cr o

Madel V(R)

True loss funct. 1.6l 1.97 1.5 3.77 392 — 0.82 0.25G
Target only p 1.71 1.88 1.53 392 435 - 110 0250
Target only U 2.02 . 2,76 0.74 4.9 3.61 o 0.6t 0.250
Target only x 1.82 185 1.78 340 3.69 — 0.75 0.256
Target only v 1.04 247 1.19 1.68 326 — 0.70 0.250

Model L(R)

True loss funct. 1.96 2.62 0.92 4.08 3.68 — 0.54 0.500
Target only p 227 234 219 3.93 393 — 0.41 0.500
Target only U 2.03 2.72 0.92 432 3.74 — 0.75 0.300
Target only x 2.28 2.41 215 3.80 3.73 — 0.93 0.500
Target only » 2,32 2.87 1.60 432 3.67 — 0.82 0.500

{The hatted valugs are the solution values using the optimal values of the policy instrument,
the actual vatues of the exogenous variables, and the historical residuals.)

G o= () ZLI Dy, where z = m or R.

2% = value of « used in Eq. (3} or (4).

x = 400 xchange in the log of nominal GDP.

¥ =400xchange in the log of real GDP.

p  =400xchange in the log of the GDP price index.

U =level of the unemployment rate {percentage points).

m = 400xchange in the log of the money supply.

R =level of the short-term interest rate {perceniage points).

The values in the ‘Actual’ row are obtained using the actual values of ¢ instead of the solution
values.
Control period is 1962:1-1993:2.

Model V(m) can also be seen by comparing the results of minimizing the true
loss function to those of targeting only p. These two sets of results are very
close, which means that when the true loss function is being minimized, the only
action is in controlling p, not U. Because of this feature of Model Vim), little
weight should be attached to the {/ results for this model.

Continuing with the results in Table I, it is possible to use them to exam-
ine the trade-off between unemployment variability (@) and inflation variability
(). This trade-off is what Taylor (1979) calls a ‘second-order’ Phillips curve.
Table | provides three points on this curve for each model. The weights on U
and p are 0.5 and 0.5 for the true loss function, 1.0 and 0.0 when only I is
targeted, and 0.0 and 1.0 when only p is targeted. Table 2 presents for each
model except V(m)} the changes in Oy and Q. in going from zero weight on
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Table 2

Changes in Oy and p from Table 1

AQy = Qu (target only U} — Qr (target only p),  AQ, = (. (target only U) — (J, (target
only p).

Maodel AQy AQ,
Maodel S(m) —{.99 1.42
Model S(R} —{.65 G.64
Model V(R) —0.79 (.88
Model L{R) —-1.27 0.38

inflation (targeting only {/) to zero weight on unemployment {targeting only p).
(Model V(m) is excluded for the reasons discussed above,) For Model L{R) there
is a 1.27 drop in unemployment variability at a cost of a 0.38 rise in inflation
variability, a trade-off of 3.3 to 1 (1.27/0.38). The smallest trade-off is for Model
S(m) of 0.7 to 1 {0.99/1.42), The irade-offs for the other two models are about
11wl

As mentioned in the Introduction, we are inclined to put more weight on the
results for Model L(R) because it is likely to be more accurate. One of the main
differences between L{R)} and the small models concerns the trade-off between
unemployment variability and inflation variability. The trade-off is much higher
for L{R) — 33 to | — than for the small models — about 1 to 1. Two other
differences are that targeting inflation works fairly well for the small models, but
not for L(R), and targeting unemployment works fairly well for L(R), but not
for the small models. Two similarities are that targeting nominal growth does not
work very well (except for Model S(R)) and targeting real growth does not work
well. This first similarity suggests that the widely held view in the literature that
targeting nominal growth is a good idea may not be right.

Further details

The figures in Table 1 hide many of the details of the results, and it is of
interest to consider a few of these details, Fig. 1 shows plots of the actual and
solution (hatted} values of p and U for Model S(R), along with the actual
and optimal values of R. The optimal and solution values are from the results
of minimizing the expected value of the true loss function. Fig. 2 shows the
same plots for Model L(R). For both models the optima correspond to higher
unemployment rates in the 1960s and lower unemployment rates i the 1980s,
To achieve this, the bill rates are higher in the 1960s and generally lower in the
1980s. For L{&) there is little difference between the optimal and actual inflation
rates, whereas for S(R) the optimal inflation rates are generally higher than the
actual rates in the 1980s. These plots are, of course, consistent with the result in
Table 1 that unemployment variability is lowered more than inflation variability
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when the expected value of the true loss function is minimized for Models S(R)
and L{R).

Another way to look at optimal control results is to examine feedback
equations. For a linear mode! like S(R) and a quadratic objective function, the
coefficients in the feedback equation can be obtained (using the solution values
as data) by regressing the value of the policy instrument {£) on its lagged value
and on y_1, pi—1, Pr-25 Pi-3, Ur_1, Uiz, and a constant, These are the vari-
ables in the optimal feedback equation. If bounds are imposed on the instrument,
as is done here, the optimal feedback equation is no longer linear, and so the
regression is only approximate.

The regression using the solution values for Model S(R) for the minimization
of the expected value of the true loss function is

R =52040.077y,_1 +0234p,_, +0.098p,_; + 0.048 p, s
~1.605U,_1 + 0.747U, 3 + 0.651R,_1. (18)

The fit of this regression is guite good (R* = 0.991), which suggests that the
approximation is pood. The coefficients on the y and p values show that the
interest rate responds positively to output growth and inflation. The unemployment
terms can be written - 0.858U/,_) — 0.747(U,_; — U,_»), and so the unemployment
coefficients show that the interest rate responds negatively to both the level and
change of the unemployment rate. When Eq. (18) was used in place of solving
the 126 deterministic control problems, the value of 0, was the same to two
decimal places as the value in Table 1 (1.83), and so the equation is obwviously
a good approximation to the true feedback equation,

What about a feedback equation for Model L(R)? The model is nonlinear, and
50 even ignoring the penalty termas in the loss function, the feedback equation is
nonlinear. Also, there are over a hundred predetermined variables in the model,
and so the feedback equation is huge. It may be, however, that even thongh the
true feedback equation is nonlinear and large, a few right-hand-side variables
provide a good approximation. To check this, a number of regressions were run
{using the solution values as data) with the policy instrument {R) on the lefi-hand
side and various variables on the right-hand side. The aim was to find variables
that contributed significantly to the fit. The following, quite simple, equation
tumed oot to give a good fit:

R, =140+ 1353 R,y — 0.387 R,_2 + 0.0544(400Y,_)
—0.0549(400Y,_»), {(19)
where Y is the log of real output. This regression has an R? of 0.980. This

equation roughly says that AR, = 1.4 + 035AR,_; + 0.055y,..;, where y,_j,
the growth rate of real output in period ¢ — 1, equals 400(¥,_; — ¥,_2). This
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rule simply says that change in the policy instrument depends positively on its
previous change and on the lagged real growth rate. Other variables, includ-
ing lagged values of P and U, that were added to Eq. (19) tended not to be
significant. It may be with more diligent searching that other variables could
be found for inclusion in (19), but for present purposes we have stopped with
{19).

When Eq. (19) was used in place of solving the 126 deterministic control
problems for medel L{R), the value of O,y was 2.03, which compares to the
optimal value of 1.96 in Table 1. The loss is thus 3.6 percent higher using (19).
This suggests that (19) is not a bad approximation, and an argument might be
made for using it on grounds of simplicity. On the other hand, the extra computer
cost in performing the complete optimization is trivial, and so the 3.6 percent
increase in loss could not be justified on computational grounds. It is, however,
interesting that the simple equation does as well as it does, and this might be an
area for future work,

8. Stochastic simulation

The variability measures in Table 1 do not require stochastic simulation — they
are based on the use of the historical shocks. Although for historical comparisons
these are the most appropriate shocks to use, it is interesting to consider how
alternative measures could be computed using stechastic simulation.

Consider the use of the above numerical procedure and Model L(R). There
are 29 stochastic equations in L(R), and the length of the control period is 126
quarters, The results in a given row in Table 1 for L(R) are thus based on
126 x29 = 3654 historical error terms. (After each of the 126 solutions of the
deterministic control problem, 29 error terms are used.) A stochastic-simulation
alternative to the use of the historical error terms is as follows. 1) Using the
estimated distribution of the structural error terms, draw 29 error terms 126 times.
2) Go through the entire numerical procedure as above, using the drawn error
terms instead of the historical error terms. This yields a value of O, for each
variable g (as in Table 1). 3) Do steps 1) and 2) J times, where J may be
around 100. This gives J values of {J;, from which its mean, variance, and ather
statistics can be computed. The means of (), would be alternatives to the values
in Table 1, and they could be compared across loss functions,

What would correspond to the ‘Actual’ row in Table 1 when stochastic sim-
ulation was used? The most obvious possibility for Model L(R) would be to
use the estimated interest rate reaction function discussed above as the monetary
policy tule. This is the rule the Fed is estimated to have followed historically. For
Model ¥(R) it would be the estimated equation for R. Stochastic simulation is
easy to do numerically in this case because the rule replaces the need to compute
the optimal values of R. Each repetition invelves solving the model with the rule
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for the particular set of error terms drawn.'® The mean value of Q, from this
exercise could then be compared to the other mean values.

Since it takes about 12 hours of computer time to compute one value of @, for
Model L{R), computing, say, 100 values is not yet practical. One could, however,
experiment with smaller models at the present time, and computer chips are
getting faster. In the future it will be interesting to see if the conclusions reached
from Table 1 are sensitive to the use of stochastic simulation.

Finally, one could also draw coefficients as well as error terms for the stochastic
simulations. For each repetition (i.¢., each draw of the 12629 error terms) one
would draw a set of coefficients from an estimated distribution. The results with
and without drawing coeflicients could then be compared. This would be a way
of examining how robust the conclusions are to alternative versions of the model,
the alternative versions in this case being alternative sets of coefficients.

9. Conclusion

The conclusions from the results in Table | have been presented in Section 7,
and they will not be repeated here. The numerical procedure presented in Section
3 is general enough to handle a variety of loss functions and models. The loss
functions need not even be quadratic. Given that a number of the conclusions that
hold for Model L{R} do not hold for the small models, it would be of interest
in future work to try other models, particularly other large structural models.

The results in Fair (1994, pp. 320-328) suggest that monetary policy is becom-
ing less effective for a given change in interest rates because of the growing size
of the federal government debt. Most of the debt is financed by the household
sector, and the larger is the debt, the larger is the change in interest revenue of
the household sector for a given change in interest rates. As noted in the discus-
sion of Model L(R) in Section 6, a fall in interest revenue from a fall in interest
rates has, other things being equal, a negative effect on household expenditures,
and this offsets part of the other (positive) effects on expenditures of a decrease
in interest rates. The size of this offset is getting larger over time because of the
growing size of the government debt, and so on net monetary policy is becoming
less effective in the sense that there is a smaller change in output for a given
change in the interest rate. The less effective monetary policy becomes in this
sense, the less able will the Fed be to minimize any loss function that penalizes
changes in the interest rate. The Fed may thus do less well in the future.

1% One would not draw error terms for the rule, although the historical error terms should peobably
be added to the rule and taken as fixed. These historical error terms are the part of Fed policy that
the estimated rule does not capture, which should prabably be added in. The implicit assurmption that
would be made in doing this is that the Fed used a different constant term in the rule each peried.
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Another issue that can be analyzed using the numerical procedure in Section
3 is targeting levels versus targeting growth rates in the loss function. {As noted
above, the loss function can be quite general.) One loss function might be squared
deviations of real output from some measure of potential output, and another
might be squared deviations of the price level from a target price level that
grows at, say, one or two percent per year. In the process of writing this paper,
some early experimentation was done using these types of loss functions, but
for present purposes it was decided to stay with the loss functions in terms
of growth rates. An added complication when using loss functions in levels is
pushing the cconomy into situations that are substantially different from what
existed historically. In a model like L(R), this can have large cumulative effects
and change both the real stock and financial stock variables substantially. Tt is
always dangerous to push a model too far from historical experience, and using
loss functions in levels sometimes does this. At any rate, further experimentation
with alternative loss functions would be of interest. At a minimum, it might be
of interest to experiment with loss functions like {3) and (4) in which the target
values for p and U were not necessarily constant throughout the whole period.
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